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      ABSTRACT

This study investigates the feasibility of establishing a grid-connected power system in Ibri, 
Oman. The primary goal is to address the rising energy demands and contribute to fighting 
climate change. By leveraging Ibri’s resources, the research highlights the feasibility of such 
a system, focusing on its economic, technological, and environmental benefits. Using PVsyst 
software for planning and evaluation, the study assesses climate conditions, component 
choices, and performance predictions to ensure optimal system performance. The proposed 
10.81 kWp solar power system estimates an energy production of 16,981 kWh, achieving 
a system efficiency of 67.2% based on the performance ratio (PR). The financial analysis 
estimates a payback period of 7.5 to 8.3 years, with an internal rate of return (IRR) of 11.15% 
and a net present value (NPV) of $32,024.28, confirming the project’s viability. The system 
is expected to reduce carbon emissions by 379.939 tons over its lifetime, highlighting the 
significant ecological benefits of adopting solar energy (SE). The research demonstrates that 
incorporating PV systems in regions like Ibri is technically viable, economically beneficial, 
and environmentally advantageous. This study is a valuable resource for energy initiatives, 
promoting sustainable power production methods and encouraging the broader adoption of 
renewable technologies for a sustainable future.

INTRODUCTION

Solar energy (SE) is a sustainable option with the capacity 

to address the energy requirements of developing nations. 

Emphasizing its eco-friendly attributes, solar power has 

been identified as a critical avenue for achieving the IEA 

goal of net-zero emissions by 2050(Mukhopadhyay 2022). 

SE is seen as a vital contributor to enhancing energy effi-

ciency and meeting growing energy demands (Bagwari et 

al. 2022). Despite its potential to mitigate greenhouse gas 

emissions, broader adoption is necessary to maximize its 

impact (Maran et al. 2022). SE’s pivotal role extends beyond 

energy production to fostering development, job creation, 

and environmental preservation (Sheikholeslami 2023). 

There are two primary SE systems: PV and solar thermal. 

Solar PV systems convert light into electricity using cells 

and are considered a leading energy conversion method 

(Qingyang et al. 2021), while solar thermal captures heat for 

electricity generation and other uses (Shekhar 2018). Recent 

technological advances in solar cells and power electronics 

aim to boost the efficiency of solar PV generation (Nayak et 

al. 2022, Xu et al. 2023). The deployment of various solar 

configurations, including grid-tied, off-grid, large-scale, and 

building-integrated systems, demonstrates solar technology 

versatility and its contribution to reducing emissions and 

utilizing space effectively (Nayak et al. 2022). Solar PV 

systems have a notable lifespan, maintaining operational 

viability for up to 30 years, and are lauded for their ease of 

access as a renewable source (Peters & Sinha 2021, Rahman 

et al. 2023). The reduction in carbon dioxide emissions by 

using PV modules is significant, with ongoing research to 

improve the reliability of PV technology through mechanical 

enhancements and the application of efficiency-boosting 

coatings (Alimi et al. 2022, Yamaguchi et al. 2022). 

Oman is actively pursuing SE, with investments in solar 

farms and an aim to increase wind production(Charabi 2023, 

Emerald Insight 2022, Ninzo et al. 2023). The country’s solar 

radiation varies seasonally, reaching its zenith in June and 

ebbing in December (Zurigat et al. 2007), with year-round 

potential for solar power generation (Gastli & Charabi 

2010, Tabook & Khan 2021).  Innovative site selection for 

PV systems employs a variety of methodologies, including 

fuzzy analytical processes and integrated approaches that 

consider environmental and economic factors, supported by 

tools like GIS and BIM (Guo et al. 2021, Lee et al. 2015, 

Yousefi et al. 2018). Oman’s commitment to sustainability 

is evident in its ambition to source 30% of electricity from 
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renewables by 2030 and the national oil company’s strategy 

to shift a significant portion of its power usage to renewable 

sources (Al-Badi et al. 2009, Coyle 2017). This study 

assesses the deployment of a 10.8 kWp grid-connected solar 

PV system in Ibri, Oman, harnessing the area’s high solar 

irradiance. Utilizing PVsyst software, the research aims to 

optimize the plant design and performance, factoring in 

local environmental conditions for enhanced efficiency. 

Covering a literature review, case study analysis, and system 

design optimization, the study evaluates both technical and 

economic feasibility, including environmental impact. The 

findings suggest Ibri’s potential for advancing energy self-

sufficiency and sustainable development, offering strategies 

for efficient solar PV usage that can inform renewable energy 

practices and aid Oman’s renewable energy goals.

MATERIALS AND METHODS

Site Information

The design of a 10.81 KWp grid-connected solar PV 

system for a residential building in Ad Dubayshi, Ibri, 

Oman (23.1186°N, 56.4872°E). Using PVsyst software for 

optimization, the system, covering a roof area of 127 m² out 

of the available 1485 m², provides a stable and cost-effective

energy solution as shown in Fig. 1. The configuration allows 

for surplus energy to be fed back to the grid, enhancing 

sustainability and offering financial incentives without the 

need for battery storage, suitable for both urban and remote 

applications.

Theoretical Background

PV systems transform sunlight into electricity by utilizing 

solar cells composed of semiconductor materials. These 

cells consist of layers of p-type and n-type semiconductors 

that possess different electrical properties; the p-type is 

abundant in positively charged holes, whereas the n-type is 
rich in electrons. At the junction of these layers, a depletion 
layer forms where charge carriers are sparse, creating an 
electric field as present in Fig. 2. This field is crucial for 

directing the movement of electrons to the n-type layer 

and holes to the p-type layer. When sunlight is absorbed 

by the semiconductor, photons energize the electrons, 

freeing them to move. This motion of electrons and holes 

under the influence of the electric field generates a flow 

of electricity and establishes a voltage across the cell. 

Connecting the solar cell to an external circuit allows this 

electricity to power devices, effectively converting SE into 

usable electric power.

System Overview and Components 

The SPV system comprises elements such, as PV panels, 

batteries, inverters, charge controllers, cables the utility grid, 

 

Fig. 1: Satellite view of the targeted location at coordinates 23.1186°N, 56.4872°E.  

  

Fig. 2: Simplified version of solar cell.
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net metering, and loads as illustrated in Fig. 3. The direct 

current power produced by PV modules.

PV Arrays Selection

To achieve results, in this research we have tested 
monocrystalline solar panel models to select the most suitable 
PV array for different requirements, from the ‘Trinca Solar’ 
brand. Maximizing the efficiency of grid-connected PV 
systems involves critical components like PV arrays and 
inverters, analyzed using PVsyst software. This simulation, 
illustrated in a current-voltage (I-V) curve, demonstrates how 
a PV module’s current and voltage respond to varying solar 
irradiance levels, from 200 W/m2 to 1000 W/m2 as depicted 
in Fig. 4. The curve highlights the MPP, where current and 
voltage multiply to yield the highest power output, decreasing 
as irradiance diminishes. Notably, the typical operating 
temperature for PV cells is 45°C, affecting performance as 
temperature rises. The study examines different Si-Mono 
PV modules under maximal solar radiation of 1000 W/m2, 
showing varying power outputs:

	 • TSM-DD05H-08-(II)-295 generates 273.5 W with a 
current of 9.12 A and a voltage of 32.4 V.

•	 TSM-DD05H-08-(II)-305 produces 283.3 W, with a 
current of 9.25 A and a voltage of 33.1 V.

•	 TSM-DD05H-08-(II)-315 offers 292 W, with a current 
of 9.43 A and a voltage of 33.4 V.

•	 TSM-325DD14A(II) yields 299.9 W, with a current of 
8.69 A and a voltage of 37.4 V.

•	 TSM-325DD14A(II) at 335 Wp outputs 308.9 W, with 
a current of 8.87 A and a voltage of 37.8 V.

This analysis underscores the influence of solar irradiance 

and temperature on the performance of PV modules, guiding 

optimal system configuration for enhanced SE utilization.

Solar Inverter

The K-solar KSY-11K on-grid solar inverter is selected 

for its high efficiency and performance, with a maximum 

efficiency of 98.20% and a EURO efficiency of 97.50%. 

It offers a nominal AC power output of 10.5 kW and 

supports a maximum DC input voltage of 1000 V, with 

dual MPPT inputs for optimal solar power generation from 

various PV array orientations as shown in Fig 5 (a, b). 

This transformerless inverter is lightweight and efficient, 
capable of delivering its full-rated power up to an ambient 
temperature of 45°C, with output power derating at higher 
temperatures. Designed for compatibility with 400 V grid 
systems and configurable for 50 Hz or 60 Hz, it is ideal for 
international applications. Featuring power factor correction 
to minimize reactive power charges, the inverter operates 
with zero power consumption at night. Suited for commercial 
installations, it offers robustness and versatility across 
different on-grid PV system configurations.

Solar Orientation Analysis

The solar orientation analysis, including tilt and azimuth 

angles, plays a vital role in optimizing solar panel placement 

for maximum energy absorption. The angle (α), ideally set 

to match the location’s latitude, is determined to be 25° for 

this installation, closely aligning with the geographic latitude 

of 23°. The azimuth angle, crucial for directing the panels 

towards the sun, is measured in degrees from north (0°), 

with optimal solar exposure achieved when panels face true 

south (180°) in the Northern Hemisphere. This orientation 

ensures the panels capture the maximum sunlight, as direct 

north orientation would significantly reduce sunlight capture. 

Additionally, albedo, which reflects the earth’s surface’s 

ability to reflect sunlight, varies by location and surface 

texture. For this specific site, an albedo value of 0.2 is used, 

Fig. 3: A schematic representation of a solar power system connecting to the electricity grid and household sockets.
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(a) (b) 

 

(c) (d) 

 

(d) 

Fig. 4: The characteristics of irradiation effect by PV Si-Mono, (a) 295 Wp, 27 V; (b) 305 Wp, 27 V; (c) 315 Wp, 28 V; (d) 325 Wp, 32 V;  

and (e) 335 Wp, 32 V.
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throughout the day, its position moves along a particular 

path corresponding to the date. The time of day is indicated 

by the curved lines that intersect the sun paths, labeled with 

hour markers (from 6 am to 6 pm in this case).

Our region utilizes Meteonorm to analyze the climatic 

conditions. PVSyst provides weather data, including wind 
speed, temperature, global horizontal irradiation, and diffuse 
horizontal irradiation. Table 1 elaborates, on the outcomes 

derived from Meteonorms weather assessments.

Numerical Simulation using PVSyst

PVsyst software is a sophisticated, user-friendly tool for 

designing and simulating PV systems, ideal for professionals 

and researchers. It features an intuitive interface, and a 

comprehensive meteorological database, and allows for 

manual data input for tailored analysis. Detailed reports 

with graphs and tables analyze various performance metrics, 

optimizing PV system performance.

Site Assessment for PV

The site assessment for a PV system in Ibri, Oman, based 

on data from 2021 to 2023 includes three key factors: solar 

indicating moderate reflectivity. Adjusting both tilt and 
azimuth angles according to these principles is essential for 
enhancing the solar power system’s efficiency and output.

Climatic and Geographic Resource 

Fig. 6 is a sun path diagram for a specific location at Ad 
Dubayshi, with a latitude of 23.1886° N and a longitude of 
56.4872° E, at an elevation of 333 meters. A sun path diagram 
is used to show the trajectory of the sun across the sky at 
different times of the day throughout the year. This particular 
diagram is set to local legal time. The curved lines represent 
the sun’s path on given dates, marked by the numbered 
annotations (1 to 7), with the corresponding dates listed in 
the legend. These dates typically represent different times of 
the year, such as solstices and equinoxes, as well as points 
mid-way between them. For example, “1” marks the path on 
June 22nd, which is around the time of the summer solstice 
when the sun is highest in the sky. The concentric circles 
indicate the sun’s altitude above the horizon in degrees, and 
the radial lines show the azimuth in degrees, where 0° is true 
north, 90° is east, 180° is south, and 270° is west. The shaded 
area signifies the periods during which the sun is above the 

horizon, that is, daytime. As the sun’s elevation changes 

Fig. 6: Sun path diagram.

Fig. 5 (a): Efficiency vs input power curve of inverter. Fig. 5 (b): Power output vs temperature curve of inverter.
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radiation, clearness index, and temperature. Despite high 

solar radiation peaking in May and June, the clearness index 

dips during these months due to atmospheric conditions like 

dust, impacting the effectiveness of radiation reaching the 

ground. Higher temperatures in these months could also 

reduce PV module efficiency. Overall, while high radiation 

suggests good electricity generation potential, variable 

clearness and high temperatures could affect overall system 

performance as presented in Fig. 7 (a, b). Decision-making 

for PV installation must consider these environmental factors 

along with economic and physical aspects.

Case Study

The plant has been designed by analyzing the daily electricity 

usage of a residential building located in Ibri Oman. To 

ensure a continuous supply put the loads data collection and 

load calculation are compulsory. The daily power demand 

can be calculated as follows from eq. 1 to eq. 4:

 𝑃𝑃𝑇𝑇 = 𝑛𝑛 × 𝑃𝑃𝑅𝑅  …(1)

 𝐸𝐸𝑇𝑇 = ℎ × 𝑃𝑃𝑇𝑇  …(2)

 𝑃𝑃𝐷𝐷 = ∑𝐸𝐸𝑇𝑇  …(3)

 𝐸𝐸𝑔𝑔 = 1.2 × 𝑃𝑃𝐷𝐷� …(4)

where, PR is rated power, PT is total power, ET is 

total energy, PD is power demand, Eg is gross energy, h

is number of hours, and n is number of applications. The 

different appliances connected in residential buildings are 

given in Table 2 with their power ratings then the calculation 

is done for the total power and total energy based on h 

and n.

Performance Analysis

The analysis of the grid-connected PV system is conducted 

using specific parameters as recommended by the IEA. These 

parameters include: (Munshi 2023).

Table 1: Monthly weather from Meteonorm.

Global horizontal 

irradiation

Horizontal diffuse 

irradiation

Temperature Wind velocity Linke turbidity Relative 

humidity

kWh/m2/mth kWh/m2/mth °C m/s [-] %

January 140.6 35.4 18.0 2.90 4.061 58.1

February 146.4 47.5 20.3 3.30 5.036 48.0

March 178.5 74.4 24.4 3.49 6.338 37.1

April 203.7 76.4 29.0 3.40 7.000 29.2

May 216.1 91.0 34.1 3.31 7.000 23.1

June 206.3 100.0 35.7 3.40 7.000 27.1

July 199.6 104.5 37.3 3.60 7.000 29.5

August 188.4 103.6 37.0 3.49 7.000 29.9

September 181.9 77.0 34.0 3.29 7.000 32.4

October 170.2 57.4 30.5 3.00 5.261 34.1

November 147.2 34.7 24.4 2.80 4.199 48.7

December 133.1 36.1 20.0 2.70 3.951 57.1

Year 2112.0 838.0 28.7 3.2 5.904 37.9

Global horizontal irradiation year to year variability 6.1%

 

Fig. 7 (a): Global solar radiation and clearness.

 

Fig. 7 (b):  Average temperature yearly basis.
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Array Yield (Ya): This represents the direct current (DC) 

energy generated by the solar photovoltaic (SPV) panel over 

a defined period (daily, monthly, or yearly) relative to its 

nominal power (rated capacity) at STC. It is quantified as:𝑌𝑌� =  
�� ������ ��������� (�� ������� ×�� ������� ×����)������� ����� �� ���  

  

  …(5)

where DC energy is expressed in kWh and nominal 

power in kWp.

Reference Yield (Yr): This metric assesses the efficiency 

of solar irradiation capture by comparing total horizontal 

solar irradiance to the global irradiance at STC, yielding an 

equivalent number of hours at global irradiance:𝑌𝑌� =  
����� ���������� ���������������� ����������   …(6)

with total horizontal irradiance in kWh/m² and global 

irradiance in W/m².

Final System Yield (Yf): This ratio indicates the total AC 

energy output from the inverter as a proportion of the rated 

SPV array power: 𝑌𝑌� =  
�� ������ ���������� �����  …(7)

Performance Ratio (PR): An essential measure of a PV 

system’s operational efficiency, the PR compares the actual 

system output to its theoretical potential by dividing the final 

system yield by the reference yield: y𝑃𝑃𝑃𝑃 =  
����� ������ �������������� �����    …(8)

This  ra t io  h ighl ights  sys tem losses  dur ing 

DC to AC conversion, accounting for factors such

as irradiation levels, panel temperature, and grid  

availability.

Capacity Utilization Factor: This evaluates the actual 

output of a PV plant against its maximum possible output:

 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶 𝐶

  

 
������𝐶��������𝐶��𝐶������𝐶×��×���������𝐶��������𝐶��𝐶��𝐶�����  …(9)

Inverter Efficiency: Defined as the ratio of AC output power 

to DC output power, reflecting the conversion efficiency of 

the inverter:

 

y𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶 𝐶 𝐶��𝐶������𝐶�������𝐶�����   …(10)

System Efficiency: This is calculated by multiplying the PV 

module efficiency by the inverter efficiency.

Energy Output: The energy directed to the utility grid is 

monitored at the inverter’s AC output terminals, both daily 

and monthly (Kim et al. 2023) . 

Energy Losses: The overall efficiency and performance of 

a PV system are impacted by two primary types of losses:

System Losses (Ls): Resulting from inverter inefficiencies.

Array Capture Losses (Lc): Due to factors like shading, 

module mismatch, and soiling that affect the PV array’s 

ability to capture and convert SE efficiently.

 𝐿𝐿� 𝐶 𝑌𝑌� − 𝑌𝑌�  …(11)

 𝐿𝐿� 𝐶 𝑌𝑌� − 𝑌𝑌�  …(12)

These comprehensive analyses provide critical insights 

into the performance and optimization potential of PV 

installations.

System Orientation 

To get the right and optimal selection of Solar PV devices, 

simulations are performed with different solar PV device 

Table 2: Appliances used in a typical residential building.

Reference mark Purpose Rated 

power 

(KW)

n Total 

power 

(KW)

Hour 

used

h

Total 

energy 

(KWh /

day)

Hours distribution

Room Air Conditioners bedrooms and living areas 2 2 4 8 32 12 pm to 4 pm and 

12 am to 4 am

Ventilation maintaining air quality 0.1 1 0.1 24 2.4 All day

Dish and cloth washer cleaning dishes and 

laundering clothes

1 1 1 2 2 12 pm to 2 pm

Refrigerator / Deep freezer large unit 0.8 2 1.6/day 24 1.6 All day

Electric Stove /oven/Microwave for cooking 3 1 3 6 18 9 am to 3 pm

Lighting LED lighting 0.01 20 0.2 8 1.6 6 pm to 2 am

TV/PC/Mobile entertainment 0.15 2 0.3 5 1.5 6 PM to 11PM

Stand by consumers other useful household items 0.01 -- 0.01 24 2.4 All day

Total Power 10.81 61.5



8 Arshad Mehmood and Waleed Saif Abdullah Habib Al Kalbani

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 
Commons Attribution 4.0 International License

  
 

 

0
�

 5
�

 15
�

 25
�

 35
�

 

Fig. 8: Various tilt angles (α) used in simulation results for PV orientation at 0°, 5°, 15°, 25°, and 35°.

Table 3: Constant and variable in PVsyst simulation.

Selection Parameter selection Desired values

Constant Longitude  E

latitude  E

Albedo 0.2

Azimuth 0

Invertor 10.5 KW

System losses Described in Table 3

Variable Tilt Angle (annual basis) α , , 1, 2, 3

PV system capacity 295, 305, 315, 325, 335

Table 4: Simulation results with PV module variants.  

Simulation PV 

orientation

PV Invertor

Model Capacity No. of 

modules

Pnom total Module Area Capacity No, Earray Egrid

1 Tilt 0 S- Mono 

(TSM-DEG5-

II-295

295,27 V 38 11.21 61 10.5 Kw 

ac

1 16266 15887

2 Tilt5 16802 16417

3 Tilt 15 17549 17155

4 Tilt 25 17852 17453

5 Tilt 35 17705 17308

6 Tilt 0 S- Mono

TSM-

DD05H-08-

(II)-305

305, 28V 36 10.98 58 10.5 Kw 

ac

1 16844 16458

7 Tilt5 17400 17007

8 Tilt 15 18175 17772

9 Tilt 25 18489 18082

10 Tilt 35 18337 17931

11 Tilt 0 S- Mono 

TSM-

DD05H-08-

(II)-315

315, 28V 38 11.97 57 10.5 Kw 

ac

1 17372 16979

12 Tilt5 17945 17545

13 Tilt 15 18745 18333

14 Tilt 25 19069 18653

15 Tilt 35 18912 18498

16 Tilt 0 Si-Mono

TSM-325 

DD14A 

(II)-325

325WP, 

32V 

34 11.05 64 10.5 Kw 

ac

1 16036 15660

17 Tilt5 16554 16172

18 Tilt 15 17272 16882

19 Tilt 25 17556 17161

20 Tilt 35 17408 17015

21 Tilt 0 Si-Mono

TSM-

325DD1 

4A(II)-335

335WP, 

32 V

32 10.72 62 10.5 Kw 

ac

1 16536 16154

22 Tilt5 17069 16680

23 Tilt 15 17809 17411

24 Tilt 25 18101 17699

25 Tilt 35 17949 17549
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models so that the results can be seen with different PV 

orientation variants 0°, 5°, 15°, 25° and 35° shown in  

Fig. 8. These parameters are detailed in Table 3, which 

outlines the constant and variable parameters used in 

the PVsyst simulation. The results of these simulations, 

showcasing the performance of PV modules at varying 

orientations and capacities, are presented in Table 4.

System Losses

The proposed methodology is ensured for a 30-year lifespan 

for the selected site. During this period, many losses take 

place inside the system and become the main reasons for the 

malfunctioning of the mechanism. In this section various 

losses are described, to understand the quality of the system 

performance. These are explained below in Table 5.

RESULTS AND DISCUSSION

Summary of the PV System

The PV system simulation at Ad Dubayshi, using PVSyst 7.3 

software without considering shading, utilized TSM-DD05H 

(II)-315 modules and a KSY-11K inverter oriented at 25 

degrees. The annual energy output was 16,981 kWh with a 

specific yield of 1,419 kWh/kWp as shown in Fig. 9 (a). The

PR was 0.672, factoring in losses detailed in the system and 

array efficiencies. Fig. 9 (b) illustrates a positive correlation 

between daily energy output (kWh/day) and global solar 

irradiance (kWh/m²/day), demonstrating typical variability 

in production influenced by meteorological conditions and 

solar angles over the year.

Balances and Main Results 

The PVsyst software analysis presents detailed performance 

metrics for a PV system, including global horizontal irradi-

ation at 2112.0 kWh/m²/year and incident irradiation on the 

collector plane at 2111.2 kWh/m²/year. Diffuse irradiation 

is measured at 837.8 kWh/m² with an average ambient tem-

perature of 28.76°C. The PV array produces a total annual 

energy yield of 17,375 kWh, with 16,981 kWh delivered to 

the grid. The system’s PR averages 67.2% annually, with 

grid injection ranging from 1,098 kWh in December to 

1,710 kWh in May.

Table 5: Description of losses.

Loss Fraction Measurement Unit

Module Quality loss: The difference between PV module performance as 

specified by the manufacturer and actual performance

Loss Fraction

1.1 %

Light-Induced Degradation Loss: decrease in efficiency that some solar panels 

experience when they are first exposed to sunlight.

Loss Fraction

2 %

Soiling Losses: loss due to dust particles which gets accumulated on solar panels 

over time

Loss Fraction

3 %

Series Diode Loss: Occurs due to the voltage drop across diodes which are used 

in solar panels to prevent reverse current flow.

Voltage drops Loss Fraction

0.7 V 0.1% at STC

Module Mismatch Loss: occurs when there is a variation in the performance of 

individual solar modules in an array, which can lead to less-than-optimal energy 

production.

Loss Fraction

2% at MPP

Thermal Loss according to irradiance: Occurs due to the increase in cell 

temperature, which typically causes a decrease in PV module efficiency.

Uc (constant) 29.0 W/K

Un (wind) 0.0 W/K/m/s

String Mismatch Loss: occurs when there is a discrepancy in output between 

different strings of solar panels due to variations in shading, orientation, or panel 

degradation.

Loss Fraction

0.1 %

DC Wiring Losses: due to the resistance in the DC cabling that connects the 

solar panels to the inverter, which can cause energy to be lost as heat.

Global array res. Loss Fraction

103 mW 1.5% of STC

Module average degradation: The annual percentage decrease in module 

performance over time is missing. Solar panels slowly degrade each year, 

reducing their output.

Years Loss Factor

10 0.4%/year

Mismatch due to degradation: Over time, modules degrade at different rates, 

which can increase mismatch losses.

Imp RMS Dispersion Vmp RMS Dispersion

0.4%/year 0.4%/year

IMA Loss Factor: possibly associated with installation and maintenance 

adjustments or inaccuracies in modeling versus actual performance.

ASHRAE Param: IMA 1-bo(1/cosi-1)

Bo Param 0.05
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Normalized Performance Coefficient and PR

The International Electrotechnical Commission (IEC) has 

set standardized metrics such as the normalized production 

coefficient and PR to benchmark PV system performance. 

Fig. 10 (a) in the report delineates the monthly normalized 
production, which is detailed in Table 6. Fig 10 (b) showcases 
the monthly PR. The reported normalized array losses, 
termed collection loss and denoted as Lc, are 1.81 kWh/kWp/

day. Additionally, the normalized system losses, including 

(a) 

 
(b) 

Fig. 9: Summary of the PV system (a) Annual performance data of a grid-connected PV system; (b) Daily PV energy output relative to solar irradiance.

Table 6: Balances and main results.

Month GlobHor DiffHor T_Amb GlobInc GlobEff EArray E_Grid PR

kWh/m2 kWh/m2 °C kWh/m2 kWh/m2 kWh kWh ratio

January 140.6 35.4 17.98 140.6 10.4 1206 1176 0.699

February 146.4 47.5 20.33 146.4 136.6 1247 1219 0.696

March 178.5 74.4 24.41 178.3 167.9 1502 1469 0.688

April 203.7 76.4 28.99 203.6 192.8 1682 1646 0.676

May 216.1 91.0 34.05 216.1 204.7 1749 1710 0.661

June 206.3 100.0 35.68 206.3 195.6 1660 1622 0.657

July 199.6 104.5 37.31 199.5 189.0 1596 1559 0.653

August 188.4 103.6 36.97 188.3 178.1 1509 1474 0.654

September 181.9 77.0 34.00 181.9 171.7 1475 1442 0.662

October 170.2 57.4 30.46 170.2 160.0 1398 1364 0.669

November 147.2 34.7 23.35 147.0 136.2 1227 1200 0.682

December 133.1 36.1 20.00 133.0 122.1 1124 1098 0.690

Year 2112.0 837.8 28.76 2111.2 1985.1 17375 16981 0.672

Legends

GlobHor Global horizontal irradiation

DiffHor Horizontal diffuse irradiation EArray Effective energy at the output of the array

T_Amb Ambient Temperature E_Grid Energy injected into the grid

GlobInc Global incident in coll. plane PR Performance Ratio

GlobEff Effective Global, corr. For IAM and shadings
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inverter losses labeled as Ls, stand at 0.09 kWh/kWp/day. 

The PV system’s useful energy output is noted as 3.89 kWh/

kWp/day. The graphical representation indicates monthly 

fluctuations in electricity production, with the highest in 

May and the lowest in December. Based on simulation 
results, the system’s annual PR is calculated at 67.20%, as 
depicted in Fig 10.

PV Array Efficiency

Fig. 11 (a-e) displays the performance characteristics of the 
Trina Solar TSM-DD05H(II)-315 PV module under varying 
environmental conditions. These graphs include; Power-
Voltage (P-V) Curves at Different Irradiances: Illustrates 
power output in watts across different voltage levels at
various irradiances, with cell temperature held constant at 
45°C. For example, at 1000 W/m² irradiance, maximum 
power output (Pmax) reaches 292.0 W, while at 200 W/m², 
it drops to 56.4 W. Current-Voltage (I-V) Curves at Different 
Temperatures: Depicts current output in amperes across 
voltage ranges at a constant 1000 W/m² irradiance, showing 
how output varies with temperature. Pmax values include 
332.2 W at 10°C and 261.6 W at 70°C. Power-Voltage (P-
V) Curves at Different Temperatures: Plots power output 
against voltage at 1000 W/m² irradiance across temperatures, 
showing a decrease in Pmax from 332.2 W at 10°C to  
261.6 W at 70°C. Efficiency Curve Relative to STC: Details 
the module’s efficiency relative to a standard irradiance of 
1000 W/m², with an STC efficiency of 18.97%. Efficiency 
variations are tracked at lower irradiances, such as a 0.2% 
increase at 800 W/m² and a 3.0% decrease at 200 W/m². 

Efficiency Curve Relative to STC (Temperature Impact): 

Demonstrates efficiency declines as cell temperature 

increases, with efficiency starting around 18-20% at 25°C 

and decreasing to about 15-17% at 60°C under 1000 W/m² 

irradiance. These detailed analyses are critical for optimizing 

solar installations to maintain high efficiency under varying 

environmental conditions, allowing for system designs that 

adapt to temperature and irradiance changes effectively.

Solar PV System Performance and Irradiance Analysis

Fig. 12 (a), titled “System Output Power Distribution,” 

illustrates the frequency distribution of power injected 

into the grid over a year. The X-axis, ranging from 0 to 

8 kW, segments power into bins, with the Y-axis measuring

occurrence frequency up to 600 classes (0.1 MWh each). 

The histogram peaks between 4 and 5 kW, marking the most 

common output range, with less frequent extremes on either

end. Fig. 12 (b) details the distribution of solar irradiation, with 

the X-axis showing “Global incident in coll. plane [W/m²]” 

from 0 to 1200 W/m², and the Y-axis in classes of 0.01 MWh/

m² up to 100 classes. Most solar power is received around 600 
W/m². Fig. 12 (c) presents a “Daily System Output Energy” 
time series for a year, with daily values fluctuating up to 60 
MWh, indicating a variable and dynamic system influenced 
by factors that cause significant day-to-day output variations.

Diagram of Energy Flow and Losses  

Fig. 13, illustrates the energy flow and loss diagram for the PV 
system over the year. The global horizontal irradiation received 
on the collector plane is 2112 kWh/m², which is subject to a 
3.07% IAM factor loss and a 3% soiling loss factor, resulting in 
an effective irradiation of 1985 kWh/m² on the collectors. The 
solar panels, with an efficiency of 18.97% at STC, convert this 
into a nominal energy output of 23782 kWh. The energy at the 
MPP is further reduced to 17375 kWh due to various losses, 

including a 9.79% module degradation over 25 years, losses 

due to irradiance and temperature, quality, and light-induced 

degradation (LID). Ohmic wiring loss contributes to a further 

0.83% reduction. After accounting for the energy conversion 

efficiency of the inverter, the available energy at the inverter 

output totals 16981 kWh, which is the same amount of energy 

injected into the grid.

Comparative Analysis

The comparative analysis highlights the techno-economic 

viability of solar PV systems in Oman, focusing on 

(a) (b) 

Fig. 10: (a) Monthly normalized energy production and losses; (b) Monthly PR of the PV system.
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(a) (b) 

(c) (d) 

 
(e) 

Fig. 11: (a) h istic f th d l ious i dia  levels (b) I f th odule
Fig. 11: (a) I-V characteristics of the PV module at various irradiance levels; (b) I-V curves of the PV module at different cell temperatures; (c) P-V 

curves at multiple irradiance levels for the PV module; (d) Efficiency variation of the PV module with changing irradiance; and (e) Derivative of I-V 

curve showing MPP tracking.



13GRID-CONNECTED SOLAR PV SYSTEM IN IBRI: DESIGN & IMPACT

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 
Commons Attribution 4.0 International License

feasibility, design, and economic dispatch. Key findings 

emphasize system efficiency, annual energy production, and 

payback periods, while limitations include a lack of detailed 

environmental analysis and focus on specific configurations, 

as given in Table 7.

Economic Analysis

An economic study was conducted to assess the initial capital 
cost and payback period for a PV installation, focusing on 
component costs. Costs were identified for Trinca solar 

modules at $195 each and Krylosar inverters at $1500 each 

(a) (b) (c) 

Fig. 12: (a) Pmax – incident global production curve; (b) Incident irradiation distribution; (c) Daily energy injected into the grid.

 

Fig. 13: Loss diagram.

Table 7: Comparative analysis of solar PV system. 

Focus Key findings Limitations Ref.

Techno-economic 

feasibility analysis of 1 

MW photovoltaic grid-

connected system in Oman

Feasibility analysis of 1 

MW photovoltaic

Highlights the economic and technical 

viability of a 1 MW grid-connected 

system in Oman.

The study focuses on 

economic and technical 

aspects without detailed 

environmental analysis.

(Albadi et 

al. 2019)

Economic Dispatch 

of Oman’s Main 

Interconnected System

Economic dispatch of 

the power system with a 

500MW solar PV plant

Investigates economic dispatch strategies 

incorporating a large-scale solar PV plant.

Primarily focuses on 

economic dispatch without in-

depth environmental impact.

(Kazem et 

al. 2017)

Feasibility, design, and 

impact analysis of a grid-

connected solar PV system

Feasibility, design, and 

impact analysis of a 

grid-connected solar PV 

system

10.81 kWp system design, 16981 kWh 

annual energy production, 67.2% system 

efficiency, 7.5-8.3 years payback period, 

significant CO2 reduction.

The study is limited to 

a specific location and 

system configuration.

Present 

study
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[solar panel, solar inverter], as outlined in Table 8. Costs 

for studies, analysis, insurance, land, loans, and taxes were 

excluded from this assessment, with maintenance costs 

estimated from other studies.

Financial parameter: Fig. 14 appears to be a financial model 

for this project with a 25-year lifespan starting in 2025. It 

assumes no inflation or production variation over time, no 

income tax, and includes a tax depreciation section for assets 

like PV modules and inverters. Financing is set at $16,020, 

all from own funds as depicted by the pie chart, indicating 

no loans or subsidies are involved. The total redeemable 

amount is $11,070.

Electricity sale on availability and demand: Fig. 15 

shows settings for an energy pricing model with a variable 

tariff structure. It includes an hourly peak/off-peak tariff, 

feed-in tariffs for energy supplied to the grid ($0.1700/

kWh for peak {equivalent to 65 Baiza} and $0.0310/kWh 

for off-peak {equivalent to 12 Baiza}) according to a report 

published on 12th June, 2017, in Times of OMAN electric 

subsidy in Oman and also acknowledges daylight saving 

time changes, starting in March for summer and October 

for winter. The accompanying doughnut chart illustrates the 

peak (07:00-20:00) and off-peak (20:00-07:00) hours for the 

tariff application.

Table 8: Initial investment costs and annual operating expenses for PV system.

Investment and charges Operating cost (yearly)

1,07

 

Fig. 14: Financial model overview for a 25-year project, fully self-funded.
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Financial result: The total installation cost for the PV system 

is $ 16,020.00, which is fully funded by the owner without 

subsidies or loans. The system has a depreciable asset value 

of $11,070.00 and yearly operating costs of $1,040.00 to 

$1,250.00. Financially, the system’s NPV is $32,024.28 with 

an 11.15% Internal Rate of Return (IRR), and the payback 

period is 7.5 to 8.3 years. The Levelized Cost of Energy 

(LCOE) is $0.1013/kWh, and the Return on Investment (ROI) 

is 232.7%. PV modules constitute roughly 57.07% of the 

capital costs, and other components total $1,600.00. O&M 

practices like biweekly cleaning of PV modules are crucial for 

system upkeep. Financial metrics indicate that the investment 

would be recoverable in about 7.5 years, assuming stable 
performance and savings as shown in Fig. 16.

Solar project financial forecast: Fig. 17 (a) illustrates the 
annual cash flow for a solar project in USD, starting with 
a significant initial investment depicted by a large red bar 
exceeding $16,000, followed by annual net incomes shown 
as green bars. Each subsequent year reflects profitable op-
erations with these green bars, indicating consistent yearly 
earnings in the thousands. Fig. 17 (b) portrays the cumulative 
cash flow, beginning with the initial outlay and tracing the 

transition to profitability. This chart gradually transforms 

from red to green as the project moves toward and surpass-

Fig. 15: Variable energy pricing model with peak and off-peak hours.

  

Fig. 16: Project financial summary: costs, funding, returns, and profit distribution.



16 Arshad Mehmood and Waleed Saif Abdullah Habib Al Kalbani

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 
Commons Attribution 4.0 International License

is likely to illustrate the cumulative carbon savings over 
the project’s lifetime, indicating a linear increase in carbon 
savings as the project continues to operate. The “Carbon 
balance” section quantifies the total CO2 savings at 379.939 
tons over the project’s lifetime. This breaks down to 12.665 
tCO2/year, and when normalized to the system production, it 
is 31.741 tCO2/kWp or 1.058 tCO2/kWp/year. The highlight 
of this analysis is the “Saved CO2 emissions,” which stands 
at 379.939 tons, showcasing the project’s substantial 
environmental benefits by reducing carbon emissions 
compared to conventional grid energy sources.

CONCLUSION

This study examined the feasibility, methods, and key 
findings of a grid-connected PV system designed for a 
building in Ibri, Oman. The system, proposed to be 10.81 

Fig. 17: (a) Yearly net loss and profit; (b) Economic feasibility.

Fig. 18:Environmental impact of a 30-year solar project.

es the break-even point. Numerically, the cumulative cash 

flow, starting with the initial investment, reaches a positive 

territory exceeding $30,000 after several years, effectively 

visualizing the payback period and subsequent profitability 

for stakeholders. These visual aids are crucial for illustrat-

ing the timeline for the investment’s return and ongoing 

financial benefits.

CO2 Emission Balance

Fig. 18, presents data related to the environmental impact 

over the project’s lifetime, set at 30 years. The grid electricity 

(E Grid) produced by the system is 18.7 MWh, and the 

system experiences a 1% annual degradation in performance. 

The carbon emissions factor for grid electricity (LCE Grid) 

in Oman is 830 gCO2/kWh, whereas the system’s emissions 

factor (LCE System) is significantly lower at 23.2 tCO2. It 
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kWp, focused on cost efficiency, surplus energy utilization, 

and minimizing the carbon footprint. The system components 

included PV panels, inverters, and charge controllers, with 

a detailed comparison of panel types based on material 

composition, efficiency, costs, and applications. The 

PVsyst software was employed for design and simulation, 

considering local climate conditions and solar orientation 

to maximize efficiency. Key performance metrics such as 

the performance ratio (PR), capacity utilization factor, and 

system efficiency were evaluated to determine the system’s 

effectiveness. The study emphasized the importance of these 

parameters in optimizing the design and performance.

The findings indicated that the PV system generated 

16,981 kWh annually, with a yield of 1,419 kWh/kWp and 

a PR of 0.672, demonstrating efficient sunlight conversion. 

The in-depth evaluations of energy generation and efficiency 

measures highlighted the need to minimize losses. Financial 

analysis demonstrated a payback period of 7.5 to 8.3 years, 

with an IRR of 11.15% and an NPV of $32,024.28, proving 

economic viability. The project also predicted a reduction of 

379.939 tons of CO2 over its lifespan, showcasing significant 

environmental benefits. The comprehensive examination of 

design, simulation, installation, and performance confirmed 

that the system was technically feasible, financially viable, 

and environmentally beneficial. This study offers a valuable 

understanding of similar geographic and climatic conditions, 

guiding future projects toward achieving positive outcomes.

NOMENCLATURE

Latin Symbols BIM Building 

information model
V Voltage IPPs Independent 

power projects
KWh Kilowatt-hour STC Standard test 

conditions
tCO2 Metric tons of 

CO2

PR Performance ratio

KWp Kilowatt peak CO2 Carbon dioxide
$ US Dollar GIS Geographic 

information 

system
PT Rated power LCE Life cycle 

emission
PD Total power AC Alternating 

current
ET Total energy DC Direct current
Eg Gross energy I-V Current (I) versus 

Voltage (V)

Greek Symbols DOD MPP
a Tilt angle NPV Net present value
b Azimuth angle IAM Incidence angle 

modifier

Abbreviation

PV Photovoltaic

SE Solar energy

IEA International 

energy agency

PVsyst Photovoltaic 

system (software)
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      ABSTRACT

For the past several decades, Tumkur has been one of the fastest-developing cities in 

Karnataka. Hence, an assessment concerning the identification of LULC mutations and 

their intensity and urban sprawl in Tumkur City has been employed using cutting-edge 

Geospatial techniques. In this study, multi-temporal satellite imagery such as Landsat 5 

(2000), Resourcesat-1  (2005, 2009 & 2012), and Sentinel-2A (2015 & 2020) were utilized 

to monitor historical LULC changes, land transformation, direction of urban growth and 

sprawl. The outcome of the change detection demonstrates that between 2000 and 2020, 

the built-up area expanded significantly, from 24.94 km2 to 60.59 km2. Consequently, the land 

transformation matrix analysis shows that substantial modifications in LULC have occurred 

over the period, with a rise in built-up areas and plantations and a decline in agricultural 

land, water bodies, and scrubland. Further, urban expansion analysis using UEII (Urban 

Expansion Intensity Index) revealed that most of the area is in the fast-paced stage of urban 

expansion. Moreover, two well-known indices; the Annual Urban Spatial Expansion Index 

(AUSEI) and the Annual Built-up Change Index (ABCI), show a significant positive correlation 

between them (R2 = 0.69) justifying the increased urban growth in the study area. Whereas, 

built-up density and the Annual Urban Spatial Expansion Index (AUSEI) show a negative 

correlation (R2 = 0.55) indicating the presence of compactness of the core of the city.  Apart 

from the above analysis, urban sprawl was effectively interpreted using zones formed using 

Shannon entropy; NNE, ESE, and SSW have high urban sprawl due to National Highways, 

growth of Industries, and infrastructure activities developed by the government. Further, the 

present study’s findings will contribute to understanding land use dynamics, urban sprawl, 

urban growth analysis, and future projections, as well as provide crucial information for 

decision-making and urban planning processes, to the urban planner to support acceptable 

land use management and guiding plan for appropriate growth of urban areas.

INTRODUCTION

Globally, 3500 million people live in towns; by 2030, this 

number will rise to 6000 million (Bunyangha et al. 2021, 

Sustainable Development Goal 2021). As per the World 

Urbanization Prospects (2018) study In the future, 95% of 

the urban population will settle in developing countries. 

During this metamorphosis, the natural environment 

changes dramatically as human activities alter and adapt to 

enable urbanization (Brown et al. 2000, Montgomery et al. 

2013). Several factors, including the progress of population 

explosion, economic progression, industrialization, and 

infrastructure blossoming, facilitate the expansion of urban 

areas (Marcotullio & Lee 2003, Dahly & Adair 2007, Rauws 

& de Roo 2011, Padhi  & Mishra 2022). The above factors 

have often been described as the direct consequence of urban 

expansion; these factors directly lead to an increased need for 

land resources resulting in the alteration of land use and land 

cover in a specific region. In addition, urban areas exhibit 

distinctive characteristics that are unique to them from rural 

and natural environments (Lambin et al. 2001, Maktav & 

Erbek 2005, Yakub & Tiffin 2017, Yin et al. 2023, Burgalassi 

et al. 2015). The most crucial factor behind global ecosystem 

modifications is transforming indigenous land cover types 

into artificial land use types (Dutta et al. 2020, Antipova et 

al. 2022). As a result, the investigation of LULC trends can 

serve as a basis for managing and planning natural resources 

at various spatial and time scales (Turner et al. 1994, Khan 

& Jhariya 2018). 

The rate of urbanization in India slowed at first but began 

rising steadily in the 1920s (Mohan & Dasgupta 2004, Dadras 

et al. 2015). Due to industrial evolution and the increase in 

population growth, most people’s forces commute daily 

to the suburbs, resulting in LULC changes (Kasraian et 

al. 2017, Haque & Basa 2017). Infer that conversion of 
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agricultural and other natural land cover types into urban 

areas, the urban areas have begun to expand outward (Dutta 

et al. 2020, Antipova et al. 2022). As a result of the analysis 

of LULC alterations, a plausible explanation is given for 

the relationship between man and the environment in the 

past and coming years (Lu et al. 2019, Dijoo 2021). Thus, 

LULC studies have the potential to help solve pressing 

environmental problems such as urban heat islands, pollution, 

global warming, loss of biodiversity climate change, and 

disasters, etc (Mathews & Nghiem 2021, Mohamed & Worku 

2019, Yan et al. 2019, Herold et al. 2003). 

The changes in LULC directly impact the urban 

ecosystem which imposes the establishment of sustainable 

urban areas (Ning et al. 2022). Nevertheless, the objective 

of eco-friendly urban development is to establish cities and 

communities that are ecologically, financially, and socially 

viable (Grekousis et al. 2013, Liu et al. 2019). In addition, 

landscape ecology and metrics can also be used to describe 

spatiotemporal variations and dynamics associated with the 

enlargement of urban centers and changes in land use caused 

by human activities (Yang et al. 2003, Masila 2016). It has 

been shown that land use and land cover can be classified, 

and growth in urban areas can be analyzed using a variety 

of techniques like Remote Sensing (RS) and Geographical 

Information Systems (GIS) (Jaad & Abdelghany 2021). 

Various methods, including unsupervised and supervised 

classification (Kim 2016, Didier et al. 2012), applying 

different indices, principal component analysis (Deng et 

al. 2008, Ji et al. 2006), hybrid methods (Mas et al. 2017, 

Grodach et al. 2022), and object-based detection methods 

were utilized to quantify, assess, map, and monitor urban 

growth.

In the present study, we utilized the geospatial method to 

evaluate land use and land cover changes and urban growth 

analysis in the study area. Scholars have utilized a few 

important indices to monitor and analyze urban expansion in 

a given area. These are Shannon’s entropy, Urban Expansion 

Intensity Index, Built-up Density, Annual Urban Spatial 

Expansion Index, and Annual Built-up Change Index. 

An emerging urban entity in Karnataka named Tumkur 

City, located near Bangalore City, is experiencing significant 

progress and improvement of infrastructure. As a result of 

notable changes in some sectors, including administration, 

economy, culture, and education, the city has experienced 

significant transformations. Few research works were carried 

out on urban-related matters however, no single study 

was carried out on urban land transition using geospatial 

technology. Despite this, the study area has undergone 

prodigious development of the urban over the past few 

generations. In this context, our study seeks to fill this 

research gap by integrating the LULC dynamics of the 

study area using remote sensing and geographic information 

systems. The specific objectives of the study are as follows: 

(a) to scrutinize the spatiotemporal changes of LULC in the 

study area between 2000 and 2020, (b) to interrogate the 

sprawling rate of the Tumkur City area, and (c) to schematize 

the pattern of urban growth using three relevant indicators, 

such as the AUSEI, BUDI, and ABCI. Using these scientific 

conclusions of the study area’s past and present land-cover 

scenarios, planners/decision-makers can devise sustainable 

urban development strategies, and ecological sustainability 

plans will remain vital for future generations.

STUDY AREA

In Karnataka, Tumkur is one of the foremost important 

industrial hubs. It lies between the latitudes 13°19’00 and 

13°21’19” and the longitudes 77°05’26” and 77°07’12. 

The Indian government picked one of seven smart cities in 

Karnataka as part of the Smart City Mission. In 1961, the 

area of Tumkur City was 12.95 km2, in 2011, it was 64.27 

km2 (Fig. 1). According to the master plan map for 2021, it 

was 331.6 km2. It is roughly 65 kilometers from the capital 

of Karnataka, Bangalore. Because of its nearness to the 

capital, the scarcity of affordable land in Bangalore, and 

the accessibility of resources within the study area, it is a 

prime site for growth in industry. It is an ideal location for 

setting up industries along National highways (NH 48 and 

NH 73). As a result of the study area, several small, medium, 

and large industries have been established. Four industrial 

areas and seven industrial estates are located in the study 

region. In total, four industrial areas are located in Hirehalli, 

Satyamagala, Arthasanahalli Phase 1, and Arthasanahalli 

Phase 2. A rapidly expanding population (Table 1 and 

Fig. 2), new infrastructure development, and the opening of 

new advanced industries have substantially altered Tumkur 

City’s land use and cover classes.  

MATERIALS AND METHODS

Materials

Landsat 5, Resourcesat-1, and Sentinel-2A imagery were 

used to perform a LULC change study. The topographic 

maps of India were used in the research region and utilized as 

ground validation. ERDAS IMAGINE & Arc GIS software 

was used to create land use maps to fully understand the 

dynamics of urban growth patterns and examine LULC 

changes.  LULC maps have been verified by Google 

Earth Pro samples as well as ground truth surveys. The 

satellite imagery employed for this research is presented 

in Table 2.
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Fig. 1: The location map of the study area. 

Table 1: Population-level and growth rate for the Tumkur, from 2000 to 

2020. 

Year Population Data Growth Rate

2020 361,000 1.69%

2019 355,000 2.01%

2018 348,000 1.75%

2017 342,000 2.09%

2016 335,000 1.82%

2015 329,000 2.17%

2014 322,000 1.90%

2013 316,000 1.94%

2012 310,000 1.97%

2011 302143 2.01%

2010 298,000 1.71%

2009 293,000 2.09%

2008 287,000 2.14%

2007 281,000 1.81%

Year Population Data Growth Rate

2006 276,000 1.85%

2005 271,000 1.88%

2004 266,000 2.31%

2003 260,000 1.96%

2002 255,000 1.59%

2001 248929 2.87%

2000 244,000 3.39%

(Source: United Nations population projections and Census of India 

2011)

Modeling Framework

The study uses remote sensing and geographic information 

systems to measure land use, land cover changes, and 

transformation matrics in Tumkur City during the last two 

decades. As a result, these metrics can shed insight into 

the extent and nature of land transformations and assist in 
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understanding the dynamics of urban landscapes. As part 

of the study, five important indices are also used to measure 

specific aspects of urbanization. As part of the study, five 

important indices are also used to measure the impacts 

of town growth. The study area’s Urban Area Expansion 

Intensity Index is used to determine the city’s speed and rate 

of urbanization. In addition, the Shannon entropy measures 

the degree to which urban sprawl has been compacted or 

dispersed. A built-up density index can be used to estimate the 

urban area per unit of the total landscapes. The AUSEI (Annual 

Urban Spatial Expansion Index) measures the annual rate of 

urban growth in urban areas as well as the annual expansion of 

urban space (Dutta et al. 2019, Zhang et al. 2022). The Annual 

Built-Up Change Index (ABUCI) helps to provide some 

insight into the spatiotemporal variation in land conversion, 

a primary factor driving urban growth (Xie et al. 2005). BI, 

AUSEI, and ABUCI were intercorrelated analyses of urban 

growth in the form of a graph between 2000 and 2020.

Image Pre-Processing and Land Use Land Cover 

Analysis

Pre-processing satellite pictures facilitates recognizing 

atmospheric noise, such as haze created by water vapor, 

smog, and atmospheric components. It is necessary for 

obtaining meaningful and reliable findings in remote sensing.  

It offers a variety of methods for analyzing the standard 

results of images to determine the accuracy of surface 

features. Arc Map 10.4 and ERDAS Imagine Software 

(2014) was employed to find the atmospheric correction 

present in the satellite images and to generate apparent 

reflectance. Apart from that geometric correction, Edge 

enhancement, and Image Filtering techniques were done to 

analyze the error in rectification, coordinates problem, and 

altitudes error. These methods are useful to improve the 

quality of satellite images for classification. However, land 

use and land cover classification is essential for analyzing 

the information through satellite images and knowing the 

arrangement of different LULC classes within the study area. 

Using the supervised classification method like the Gaussian 

Maximum Likelihood Classifier Algorithm (GMLCA) used 

to create land use and land cover maps of satellite images 

from 2000, 2005, 2009, 2012, 2015 and 2020. 

Based on the NRSC level III classification scheme, 

eleven land use and land cover classes were classified: Scrub 

Forest, Forest Plantation, Water Bodies, Built-up, Double 

Crop, Scrubland, Land without Scrub, Fallow Land, Stony 

Waste, Kharif Crop, and Plantations. The LULC maps have 

been verified on the ground using Google Earth Pro samples. 

Finally, multi-temporal rasters were prepared for 2000, 

2005, 2009, 2012, 2015, and 2020, and their corresponding 

statistics were compared to determine the transition in 

landscape patterns.

Land Use/Land Cover Change Dynamic Index

LU/LC change Dynamic Index is also called as Land change 

Dynamic Index. It used to evaluate the degree of dynamism 

of each class, the dynamic LULC change index examines the 

provided LULC classes. The following formula (1) explains 

how to calculate the change dynamic index (Zhang Hong 

et al. 2011).

Fig. 2: Column graph of the population growth rate of Tumkur City (2000-2020).

Table 2: Various satellite images were incorporated into the study.

Sl No Satellite Images Resolution (in meters) Path/Row Observation Date Source

1 Landsat 5 30 144/51 16/03/2000 USGS Earth Explorer

2 Resourcesat-1 23.5 93/56 06/08/2005 Bhuvan Geo Platform of ISRO

31/03/2009

08/02/2012

3 Sentinel – 2A 10 - 10/22/2015 Copernicus open-access hub

02/03/2020
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and the proportional growth in the size of urban areas. To 

calculate the UAEII, the equation  (4) has been used:

 UAEII =
UAt2

b−UAt1
b

TAb∗∆t × 100                                          …(4)

[Where, UA = Urban area; b = spatial unit; t1 = initiatory 

year; t2 =finale year; Δt = t2 - t1; TA = Total landscapes of 

the appraisal field.

There are five categories in the UEII standard: leisurely 

- rapidity elaboration (0 to 0.28), low- rapidity elaboration 

(0.28 to 0.59), medium- rapidity development (0.59 to 1.05), 

high- rapidity development (1.05 to 1.92), and extremely 

high- rapidity elaboration >1.92. (Zhong et al. 2020).

Urban Sprawl Analysis Using Entropy Model

Shannon’s entropy: The Shannon entropy index is the only 

method of evaluating urban sprawl that is widely used and 

widely accepted (Bhatta et al. 2010b). Shannon’s entropy 

(Hn), is used to detect and approximately estimate urban 

sprawl (Bhatta et al. 2010). 

Shannon’s entropy is given by:

 𝐻𝐻𝑛𝑛 = −∑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒(𝑝𝑝𝑝𝑝)                                          …(5)

Where n is the total number of zones in the region, and Pi 

is the portion of the variable in the ith zone. In this study, eight 

subregions are identified (NNW, NNE, WNW, ENE, WSW, 

SSW, ESE, SSE) by vertical and horizontal grid lines that 

intersect at the city center (CBD), from which urbanization 

has spread along trunk corridor roads to the peripheral areas 

(Felix Ndidi Nkeki 2016). Shannon’s entropy value ranges 

from 0 to loge (n), and values close to 0 and log (n) indicate 

a scattered distribution and compactness within urban areas. 

When entropy values (larger) close to loge (n) indicate a 

dispersion of urban areas or urban patches, urban sprawl is 

considered to be occurring (Felix Ndidi Nkeki 2016).

Graphical Analysis of Urban Growth Monitoring 

Using Indices

Built-up density index (BUDI): Built-up density is a major 

indicator for measuring the connection between the total 

built-up area and the total area of a geographical unit. Using 

this index, a region can determine its level of urbanization 

ratio has changed as a result of the rapid spread of the urban 

field, which has increased the density of the built-up area. In 

addition to indicating new construction locations, this index 

also indicates the pattern and course of urban expansion. 

The built-up density is calibrated using Equation 6 (Dutta 

et al. 2019).

 𝐵𝐵𝐵𝐵 =
𝑈𝑈𝑈𝑈𝑍𝑍𝑈𝑈                                           …(6)

K = ∑ 1𝑇𝑇 ∗ 𝑈𝑈𝑏𝑏−𝑈𝑈𝑎𝑎𝑈𝑈𝑎𝑎  × 100   …(1)

Where K is the LULC Change Dynamic Index, Ua is 

an area of a certain LULC type at the initial year, Ub is an 

area of a certain LULC type in the final year, and T is the 

length of time.

Accuracy Assessment

A LULC classification’s accuracy and correctness are 

evaluated through accuracy assessment (Ma & Redmond 

1995, Sun et al. 2020). As a result, it is possible to assess 

the quality and reliability of classified maps, ensuring that 

they meet their intended purpose. The Kappa coefficient 

was used to assess the accuracy of land use and land cover 

classification at 120 randomly selected sites throughout the 

research region. The analysis was conducted using Ground 

Control Points (GCP) obtained from Google Earth Pro and 

a field survey.

KC =
∑ 𝑛𝑛𝑘𝑘𝑖𝑖=1 ii−∑ 𝑛𝑛𝑘𝑘𝑖𝑖=1 ii(GiCi)

 n2−∑ 𝑛𝑛𝑘𝑘𝑖𝑖=1 ii(GiCi)
                 …(2)

Estimation of Land Transformation Matrix 

Evaluating a land transformation matrix is a useful way 

to find out how land cover and usage have changed in a 

specified time (Munsi et al. 2010, Roy & Roy 2010, Kindu 

et al. 2013, Mishra & Rai 2016a,b, Younes et al. 2023). The 

matrix tabulation provides necessary information regarding 

how the area of land classes encroached on others and shows 

the gains and losses related to a particular class (Naikoo et 

al. 2020). For measuring the extent of land transformation, 

we created five maps (2000–2005, 2005–2009, 2009–2012, 

2012–2015, and 2015–2020) and analyzed the attributes 

table in ArcGIS to determine the area of different land 

classes. Preparation of land transformation matrix based on 

Equation. 3:𝐴𝐴 ∙ B × C = A × B ∙ C =
 

(S11 S12  ….  S1nS11:: S22::   ….  S2nSn1 Sn2    … Snn
) S∑ SijNJ=1                     

 …(3)

Measuring Urban Area Expansion Intensity Index

The Urban Expansion Intensity Index, or UEII, is an 

effective tool for assessable estimation of urban spatial 

expansion variations (Yan et al. 2019).  It calculates the 

level of urbanization and the rate at which urban landscapes 

are expanding or contracting (Zhong et al. 2020). It is an 

indicator that takes into account both the length of expansion 
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BD is the built-up density, UA is the total Built-up area 

of the zone, and ZA is the total area of the zone.

Annual Urban Spatial Expansion Index (AUSEI): It is 

possible to calculate the amount of land transformed into 

built-up land using satellite data based on essential change 

detection. Tumkur City has developed a yearly urban spatial 

expansion index to measure the spatiotemporal changes in 

urban growth (Wang et al. 2023). It is employed for assessing 

the temporal change in urban regions. The annual Urban 

Spatial Expansion Index can be calculated using  equation 

(7):   

AUSEI =
𝐵𝐵𝑎𝑎−𝐵𝐵𝑎𝑎𝑎𝑎𝐵𝐵𝑎𝑎(𝑎𝑎−𝑎𝑎0)

 ×100   …(7)

where Ba – Bao is the total town area in square kilometers 

at the time a (finale year) and time a0 (initiatory year) (Dutta 

et al. 2019). 

Annual Built-up Change Index (ABUCI): More 

impermeable surfaces have been created since rural areas 

have been converted to urban areas. The rapidity of land-

use change must be quantified and to assess the conversion 

process relating to the development and growth of urban 

areas it is very essential. Expansion of urban areas occurs 

when the current land use and land cover are altered. 

Consequently, changes in built-up areas are linked to urban 

development. Observing spatiotemporal variation in the 

land conversion process, one of the primary motors of urban 

growth is possible by examining the annual change in built-

up areas (Dutta et al. 2019). Annual Builtup Change Index 

calculated using equation (8).

Fig. 3: Schematic representation of the methodology.
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𝐴𝐴BUCI =
𝑈𝑈𝑡𝑡−𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡−𝑡𝑡0

× 100                        …(8)

where Ut – Uto is the total urban area in square kilometers 

at time t (final year) and time to (initial year) (Dutta et al. 

2019). Fig. 3 shows the schematic representation of the 

methodology.

RESULTS AND DISCUSSION

Spatio-Temporal Changes of Land Use and Land 

Cover Pattern

A maximum likelihood classifier was used to create a land 

use and land cover map of the study area for the years 2000 

(Landsat), 2005, 2009, 2012, (Resourcesat-1), 2015 2020 

(Sentinel-2) using various satellite images (Fig. 4). The 

accuracy assessment result shows that the overall accuracy 

values are 87%, 88%, 86%, 92%, and 94% in the years 2000, 

2005, 2009, 2012, 2015 and 2020, respectively, and also 

corresponding kappa co-efficient are 0.80, 0.82, 0.84, 0.91, 

0.92 and 0.94, respectively. The land use and land cover 

statistics from 2000 to 2020 are shown in Table 3.

Land use and land cover pattern of 2000: The most 

dominant land use in the study area is kharif, covering an area 

of 154.46 km2, accounting for 48% of the study area. The 

Hemavati River has supplied water to lakes of the Tumkur 

City since 1990. The availability of water in tanks has led to a 

gain in the area of plantations in the study region. Tumkur has 

a high concentration of agricultural fields due to its diverse 

cropping patterns, fertile soil, irrigation infrastructure, 

and government policies that promote agriculture. The 

plantations and water bodies is land use covered the area 

of 61.57 km2 and 24 km2, respectively. Different types of 

LULC classes were observed, such as scrub land covering  

11.30 km2, built-up covering 24.94 km2, forest covering 

7.60 km2, stony waste covering 19.14 km2, forest plantations 

covering 1.25 sq km2, fallow land covering 1.25 km2, double-

crop covering 7.15 km2, and land without scrub covering 

0.45 km2 respectively.

Land use and land cover pattern of 2005: The kharif was 

the most major land use in the study area it covers an area of 

142.82 km2. The other two dominant land use classes were 

plantations and waterbodies. plantations covered an area 

of 65.21 km2, waterbodies covered an area of 22.59 km2. 

The scrubland is one of the dominant types of land cover 

in the study area, covering 8.94 km2. Built-up land covers  

31.10 km2. In addition, scrub forests covered 7.60 km2, Stony 

waste covered 19.68 km2, and forest plantations covered 

1.25 km2 of the study area, while fallow land covered  

9.62 km2, double crops covered 9.94 km2, and land without 

scrub covered 1.56 km2.

Land use and land cover pattern of 2009: In 2009, 

kharif was the dominant land use class, covering an area of 

137.26 km2. Plantations cover a total area of 67.82 km2, 

while water bodies cover 22.08 km2. The scrubland covered 

an area of 8.45 km2 of the study region. In the total area, 

approximately 36.47 km2 area land is covered by built-up 

land. In addition, scrub forests covered 7.60 km2, Stony 

waste covered 20.02 km2, and forest plantations covered 

1.25 km2 of the study area, while fallow land covered 

9.73 km2, double crops covered 0.45 km2, and land without 

scrub covered 1.35 km2. 

Land use and land cover pattern of 2012: The kharif crop 

is considered the most major land use type and it covered 

130.24 km2 in the study area. The scrub forest covers an area 

of 7.60 km2. Moreover, the study area comprising 39.08 km2

of built-up areas is the most common land-use category. The 

water bodies with an area of 21.94 km2, and scrubland 8.40 

km2. The plantations covered 70.46 km2 of the study area 

in 2012, becoming the second major land use category and 

a total area of 10.49 km2 of fallow land is covered.

Land use and land cover pattern of 2015: The study 

revealed that built-up areas covered 39.08 km2 in 2015, 

ranking third among the various land use categories. In 

addition, the scrub forest contributed an area of 7.60 km2. 

The kharif covered 130.24 km2 of the study area, making 

it the most prevalent type of land use. Although there were 

5.28 km2 of scrubland, it remained the most common land-

use category. The water bodies covered a total area of 21.21 

km2, double crop covered an area of 5.46 km2. Additionally, 

plantations consisted of 73.06 km2 in the total area. 

Land use and land cover pattern of 2020: In the year 2020, 

the most prevalent type of land use was the kharif crop, which 

covered 113.19 km2 of the study area. The built-up area 

covered in total area of 60.59 km2. Water bodies covered an 

area of 20.44 km2, scrubland covered the was 4.15 km2, and 

plantations covered an area of 79.22 km2. However, the study

area has an area of 8.91 km2 of fallow land, which varies 

yearly due to irregular rainfall patterns, water shortages, 

and climate change. Further, the study area has 35 km2 of 

double-crop land, which has been reduced due to inadequate 

water facilities. The stony waste is currently 20.44 km2, and 

1.06 km2 of land without scrub was found. Nevertheless, the 

scrub forest is covered with an area of  7.60 km2.  

The Magnitude of Land Use and  Land Cover Changes 

in the Tumkur City

From 2000 to 2020, the magnitude of change and annual 

change rate for different land use and land cover categories 

are shown in Table 4. In this study, agricultural land, 

scrubland, and water bodies have consistently decreased; 

on the other hand, built-up areas, and plantations, grow 
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Table 3: Land Use and Land Cover  Change Statistics of Tumkur City from 2000 to 2020.

Class Area 

in  km2 

(2000)

Area 

in %

Area 

in  km2 

(2005)

Area 

in %

Area 

in  km2 

(2009)

Area 

in %

Area 

in  km2 

(2012)

Area 

in %

Area 

in  km2 

(2015)

Area 

in %

Area 

in  km2 

(2020)

Area 

in %

Built-up Land 24.94 7.75 32.10 9.97 36.47 11.34 39.08 12.15 55.85 17.3 60.59 18.83

Double Crop 9.85 3.06 9.94 3.09 9.73 3.02 9.77 3.04 5.46 1.70 5.35 1.66

Fallow Land 7.15 2.22 9.62 2.99 9.70 2.94 10.77 3.34 8.41 2.61 8.91 2.77

Forest Plantation 1.25 0.41 1.25 0.39 1.25 0.39 1.25 0.39 1.25 0.39 1.25 0.39

Kharif Crop 154.46 48 143.23 44.52 137.26 42.67 130.72 40.63 122.51 38.07 113.19 35.18

Land Without 

Scrub

0.45 0.14 1.56 0.48 1.35 0.41 1.54 0.47 1.10 0.34 1.06 0.31

Plantation 61.57 19.14 65.21 20.27 67.82 21.08 70.54 21.92 73.06 22.7 79.22 24.62

Scrub Forest 7.60 2.36 7.60 2.36 7.60 2.36 7.60 2.36 7.60 2.36 7.60 2.37

Scrub Land 11.30 3.51 8.94 2.78 8.45 2.63 8.40 2.61 5.28 1.63 4.15 1.28

Stony Waste 19.14 5.95 19.68 6.11 20.02 6.22 20.09 6.25 20.06 6.23 20.00 6.23

Water Bodies 24.00 7.46 22.59 7.02 22.08 6.86 21.94 6.82 21.21 6.59 20.44 6.35

Total Area 321.66 100 321.66 100 321.66 100 321.66 100 321.66 100 321.66 100

 

Fig. 4: Land use and land cover scenarios of Tumkur City in a) 2000, b) 2005, c) 2009, d) 2012, e) 2015, and f) 2020.
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continuously, and due to rock exposure stony waste has 

grown a little bit. It was found that the most considerable 

magnitude changes between 2000 and 2005 occurred in 

Kharif cropland (about 11.23 km2) and built-up areas 

(7.16 km2). It has also been observed that significant 

magnitude changes between 2005 and 2009 occurred in the 

build-up area (1.35%) and plantation (2.61%); however, the 

Kharif crop decreased during this period. Furthermore, there 

has been vivid transmutation between 2009 and 2012, with 

build-up area (0.811%) followed by Kharif crops (2.026 %) 

and plantations (0.845%). 

Furthermore, the annual changes in land area between the 

periods of 2012 and 2015 indicate a decrease in agricultural 

land (8.21 km2) followed by water bodies (0.73 km2) and 

double crop (4.31 km2). In contrast, built-up areas (16.57 

km2), plantations (2.52 km2), and fallow lands (2.36 km2) 

have experienced annual increases. The magnitude results 

indicate that agricultural lands, scrublands, and waterbodies 

have consistently declined between 2015 and 2020. However, 

built-up areas, plantations, and fallow lands have continued 

to grow.  

Land Use/Land Cover Degree Dynamic Index 

(LUCDDI) Analysis from 2000 to 2020

Land Use/Cover Degree Dynamic Index (LUCDDI) or Land 

Degree Dynamic Index (LDDI) values calculate the degree of

land use dynamics, as shown in Table 5 and Fig. 5. The few 

land classes have low LDDI values that indicate a decline in 

the land area and few have positive values that imply gaining 

the area of land classes.

From 2000 to 2020, significant land changes have been 

witnessed, indicating that agricultural land, scrubland, and 

water bodies continually reduced; on the other hand, built-up 

areas, plantations, and stony waste experienced continuous 

growth. Additionally, LDDI indicates a high dynamic index 

value for the built-up area between 2000 and 2020, indicating 

that the built-up area expanded rapidly during the analysis 

period, while other types of land use, including agricultural 

areas, water bodies, and scrubland, remained with low LDDI 

values due to the rapid conversion of built-up. In contrast, 

built-up areas, plantations, and fallow land have continuously 

grown.  

The Estimation of Land Transformation Matrix

Applying the different period land transformation matrix of 

LULC maps study to show the gains and losses in specific 

land use land cover class (Tables 6, 7, 8, 9, 10) Over the 

period between 2000 and 2020, large areas of agricultural 

land (154.2 km2) will be converted into non-agriculture 

classes such as built-up land, plantations, and other classes 
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(113.33 km2) due to the increase in the growth of major 

road networks like NH 48, NH 73, moreover, increase in 

the population growth, development activities carried out by 

government leads to boom the real estate of areas, growth of 

industrial areas in study area and quarrying activities. During 

the study period, the area of fallow land has extend due to 

proper water facilities. and economic stability and double 

crop have decreased consecutively due to inadequate water 

facilities, economic instability, and infertility of soil. 

The built-up areas have increased and been encroached 

on by agricultural land, scrubland, and water bodies. This has 

influenced the expansion of urban areas due to an increase in 

better road networks like NH 48, NH 73, and state highways, 

development of industrial areas, and further, infrastructure 

activities developed by the Government like the development 

of roads, schools, colleges, and other commercial buildings. 

Urban regions have grown due to the population boom and 

the demand for housing, infrastructure, and commercial 

space. The scrubland is diminishing as it is converted into 

agricultural land, plantation, and built-up areas in a relatively 

short period; this is due to the development of industries, 

population growth, and economic stability. Moreover, due 

to the proper water facilities in areas and economic stability 

from 2000 to 2020, areas of plantation have increased and 

encroached by areas of water bodies, agricultural land, and 

scrubland. The few areas of water bodies are converted into 

agricultural land, plantations, and built-up areas like parks 

and residential areas due to the development of infrastructure 

development and the boom of real estate.

Quantification of Urban Sprawl using Shannon’s 

Entropy

The Shannon entropy is often used to calibrate urban growth 

patterns’ dispersion or compactness. Typically, Shannon’s 

entropy ranges from 0 to log (n), with n representing the 

number of land use classes or categories. The entropy values 

higher than the log (n) value indicate the dispersion of urban 

areas in particular zones. Similarly, the entropy value is 

lower than log (n) which shows the compactness of urban 

areas in the particular zones. The Radar chart shows that 

between 2000 and 2020, the amount of entropy has increased 

irregularly (Fig. 6). The entropy values obtained are 0.999 

in 2000, 0.998 in 2005, 0.980 in 2009, 0.997 in 2012, 1.010 

in 2015 and 0.990 in 2020. Shannon’s entropy for the year 

2000 is 0.999, and the log n value of this is 0.9030, which 

means that the development of urban built-up is more towards 

the dispersion. Nevertheless, it was quite high for the year 

2015, and the value of entropy is 1.010 and the log n value is 

0.9030. New residential areas, a few infrastructure activities 

implemented by the smart city mission, and new industries 

development added during this period are the main reasons 

for the increase in dispersion between 2009 and 2020. 

Shannon’s entropy values are calculated year-wise (Table 11) 

and each zone for all the two decades is presented in Table 12. 

Interestingly the entropy values of all eight zones are 

close to log (n) values, indicating a high degree of dispersion. 

A residential area, an industrial area such as Hirehally, and 

national highways such as NH 48 and NH 73 in the East 

South East zone have a lower entropy value (1.020) than the 

West South East zone. From 2000, the index value increased 

gradually and reached 1.180 log (n) in 2014 compared 

to 1.0792 in 2000, indicating an increase in sprawl. The 

Values of entropy for the North and North East zone are 

0.998, 0.99, 0.99, 1.035, 1.01, and 1.15 in 2000, 2005, 2009, 

2012, 2015 and 2020, respectively. As a result, the present 

of three industrial areas has increased. According to TUDA 

Report from 2000 to 2020, TUDA Developed 80 Layouts in 

villages present in North North East zones. ENE zone records 

the least sprawl extent and intensity when compared with 

other zones due to the presence of hill areas and quarrying 

activities. The values of entropy for the West and North 

West zone are 0.98, 1.05, 1.07, 0.9915, 1.01, and 1.020 in 

2000, 2005, 2009, 2012, 2015, and 2020 respectively. As a 

result, urban edge sprawl has spread further away from the 

urban cluster, although at a maximal rate, along such an axis. 

On the other hand, the SSE zone is undergoing maximum 

contemporary urban growth and haphazard sprawl patterns 

influenced by industry, while on the other hand, there are 

high concentrations of residential areas. The entropy value 

was 0.9923 in 2000, showing a gradual increase throughout, 

and reached an index value of 1.02 against 0.9030 log (n) 

in the year 2020. This is due to the impact of increasing 

residential areas and newly established developmental 

activities conducted by the smart city mission. From 2000 to 

2020, the West South West zone has remained consistent over 

Table 5: Land Use Cover Dynamic Index of all classes (2000 to 2020).

Class 2000-

2005

2005-

2009

2009-

2012

2012-

2015

2015-

2020

Built-up Land 5.74 3.40 2.38 14.30 2.82

Double Crop 0.18 -0.52 0.13 -14.70 -0.40

Fallow Land 6.90 0.20 3.67 -7.30 1.18

Forest Plantation -0.03 -0.03 -0.02 0.053 -0.07

Kharif Crop -2.42 -1.04 -1.58 -2.09 -1.52

Land Without 

Scrub

4.95 -3.36 4.69 -9.52 -0.72

Plantation 1.18 1.05 1.33 1.19 1.68

Scrub Forest -0.02 0.02 0.02 0.02 -0.02

Scrub Land -4.17 -3.70 -0.19 -12.30 -4.28

Stony Waste 0.56 0.43 0.11 -0.04 0.06

Water Bodies -1.17 -0.56 -0.21 -1.10 -1.09
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b) 

 

c) 

 
d) 
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f) 

 

g) 

 

h)

 
 

i) 

 

j) 

 

k) 

 

Fig. 5: Bar Graph showing the LDDI values of different land use and land cover classes from 2000 to 2020.
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the temporal period, with minimal fluctuations. Compared 

to other zones, the WSW zone recorded the least amount 

and severity of sprawl. From 2000 to 2020 few areas like 

Hegere and Malasadra villages have of new residential areas 

developed. But future WSW developed very rigorously due 

to the National Highway projects proposal going on and 

some developmental activities implemented by Smart city 

mission by the central government. The NNW zone is facing 

the maximum expansion of built-up areas and a haphazard 

sprawl pattern greatly influenced by industries, and new 

residential areas present on the adjacent sides of highways 

and villages. The study discloses that built-up area growth 

and land use patterns have shifted, and a complex pattern 

of urban sprawl has developed in various directions. Figs. 

7 and 8 show the Urban expansion Map and integrated map 

of Tumkur City.

Monitoring Urban Expansion Intensity Index (UEII)

A UEII describes the nature of the urban expansion of 

Tumkur City; the zone-wise statistics are presented in Table 

13. Between 2000 and 2020, there was an urban expansion 

intensity index of 0.11 at the lowest point and 2.60 at the 

highest point, which is considered a high rate of urban ex-

pansion. Between 2000 and 2005, the overall study area had 

an expansion intensity index of 0.53, which is considered 

moderate for urban expansion. Furthermore, between 2009 

and 2012, the UEII increased dramatically from 0.23 to 1.77 

from 2012-2015; this rapid increase in UEII indicates an 

increased likelihood of urban sprawl occurring as a result of 

various infrastructure projects initiated by the government, 

an increase in industries, and an increase in population. In 

the period (2000 to 2020), the highest UEIIs have been ob-

served in zones with built-up fringe areas and high sprawled 

urban expansion rates. In the period 2005-2009, urban land 

in Tumkur City began dispersing to the east, north, west, 

and south-south west, but in the period 2012-2020, urban 

land began to disperse almost in all directions (i.e. south, 

southeast, west, and southwest). Fig. 9 shows that the UEII 

values in different zones have increased in different direc-

tions from 2000 to 2020. It is evident from the significant 

increase in UEII that urban sprawl is becoming more preva-

lent. It implies that there was notable urban sprawl during this 

time, reflecting the spread of urban regions into previously 

undeveloped or rural areas.

Monitoring of  Urban Growth using  

Regression Analysis

Spatio-temporal pattern of built-up density: It was 

determined the built-up density in each spatial unit of 

Tumkur city to identify the density of urbanized areas and 

their spatio-temporal variation. To identify the density of 

urbanized areas and their spatiotemporal variation, it was 

determined the built-up density within each spatial unit of 

Tumkur City. Built-up density in all zones of Tumkur city 

areas was very low in 2000 and continued to increase in 2020 

has been observed. It is estimated that the built-up density in 

zones like the NNE, ESE, and SSW will be higher in 2020 

than in 2000 (Tables 14 and 15). The TUDA is constructing 

large residential and industrial developments in these areas, 

such as Hirehalli, Satyamagala, Antharasanahally Phase 1 

and Antharasanahally Phase 2. Some industrial estates have 

been developed by KIADB along NH 4 in the northern part of 

the city since 2009. These include Sathyamagala, Lingapura, 

and Antharasanahally. According to SSE statistics, built-up 

density has increased from 0.0694 to 0.2009 between 2000 

and 2020, indicating that the development of urban built-

up is moving toward dispersion. In the WNW zone, which 

is essentially an NH 73, a new residential area and lesser 

built-up density value (0.7754) in 0.0845, the index value 

progressively increased to reach 0.1602 in 2020, indicating 

an increase in sprawl. During 2000-2020, the built-up density 

in the WSW zone increased considerably, but compared with 

other zones, it is still relatively low. As for the ENE zone, 

the built-up density value is higher, primarily due to the 

highways, such as NH 48, connecting major cities within 

the country. The NNW zone is experiencing rapid urban 

Table 11: Shannon’s entropy index of Tumkur city (zone-wise).

Year Built-up Area (sq. km) Entropy Value Log (n)

2000 24.94 0.999 0.9030

2005 32.10 0.998 0.9030

2009 36.47 0.980 0.9030

2012 39.08 0.997 0.9030

2015 55.85 1.010 0.9030

2020 60.59 0.990 0.9030

Fig. 6: Radar map depicting zone-specific urban sprawl patterns through-

out time.
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Table 12: Shannon Entropy values of different zones from 2000 to 2020.

Year Zones

NNW NNE WNW ENE WSW SSW ESE SSE

2000 0.999 0.998 0.98 0.995 0.998 0.9923 1.020 0.996

2005 1 0.99 1.05 0.990 0.9915 1.04 1.09 1.025

2009 1.05 0.98 1.07 0.991 0.98 1.03 0.99 0.98

2012 1.075 1.035 0.9915 0.992 0.992 1.058 0.995 0.991

2015 0.9955 0.998 1.01 0.998 0.997 1.098 1.180 1.015

2020 0.98 1.15 1.020 0.99 0.998 1 1.23 1

 

Fig. 7: Urban expansion Map of Tumkur City in (a) 2000, (b) 2005, (c) 2009 (d) 2012, (e) 2015, (f) 2020.

growth and a haphazard sprawl pattern greatly influenced 

by National Highway 48. From 2000 to 2020, TUDA has 

developed a wide range of residential areas.

Annual Urban Spatial Expansion Index (AUSEI)

The higher values of AUSEI show the development of built-

up areas increased and lower values are an indication of a 

decrease in the growth of built-up areas during the period. 

The AUSEI index is useful for determining the geographical 

pattern of urban growth at a given period. From 2000-2012, 

the urban expansion index of all zones showed a slight 

variation in growth, whereas from 2012-2015, the value 

of the urban expansion index increased (Table 16). In the 

period 2012 to 2015, the highest rate of urban expansion was 

recorded in areas and the presence of new residential areas in 

the core of the city and outside of the city. As a consequence 

of the sudden increase in urban values during 2012, heavily 

influenced by National Highway 48 on the one hand and the 

numerous residential areas developed by TUDA from 2000 to 

2020 on the other, the urban expansion values of the WNW 

zone declined from 2000 to 2012. Heggere is located near 

the National Highway 76. Some wards, such as Bheemasadra 
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and KHB Colony, were influenced by the expansion of the 

urban area. From 2000 to 2012, urban expansion values in 

zones such as ESE, SSW, and NNE were very low. Since 

2012, urban expansion values have increased as an output of 

the progression of industrial areas and several infrastructure 

projects developed by Smart City Mission. Some wards 

such as Bheemasadra and KHB Colony, were influenced by 

the expansion of the urban area. From 2000 to 2012, urban 

expansion values in zones such as ESE, SSW, and NNE 

were very low. Since 2012, urban expansion values have 

increased due to the development of industrial areas and some 

infrastructure projects developed by Smart City Mission. 

During the period 2000 to 2020, the development of better 

road networks by the government and economic progress 

has led to a rise in settlements in rural villages in the ESE, 

Fig. 8: Integrated Urban Expansion Map of the Tumkur City from 2000 to 2020.

 

Fig. 9: Bar chart of UEII from 2000 to 2020.

Table 13: Urban Expansion Intensity Index of all zones (2000 to 2020).

Zones Year

2000-

2005

2005-

2009

2009-

2012

2012-

2015

2015-

2020

NNW 0.588 0.11 0.0875 1.90 0.56

NNE 0.97 0.1098 0.9796 2.55 0.68

WNW 0.348 0.5492 0.2160 1.20 0.723

ENE 0.676 0.373 0.107 1.69 1.030

WSW 0.5147 0.3712 0.1049 0.863 0.5164

SSW 0.585 0.108 0.064 1.71 0.54

ESE 0.4272 0.50130 0.2131 1.70 0.4097

SSE 0.1869 0.80 0.14468 2.60 0.4178

Total 0.5367 0.3653 0.2395 1.77 0.912
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SSW, and NNE zones such as Machenahalli, Basavapatna, 

Maraluru, Singanahalli, Arakere, Yallapura, etc. Between 

2000 and 2012, the Urban Expansion Index value varied 

in the SSW zone, but between 2012 and 2020, it increased. 

This indicated a rise in the growth of urban areas due to the 

few residential layouts developed by TUDA and the few 

infrastructure projects developed by Smart City Mission’s 

Central Government.

As a result of urban expansion values varying from 

2000 to 2012 in the few zones like WNW, NNW, SSE, and 

WSW, large residential areas are present, built-up areas are 

developed along national and state highways, and industrial 

areas and industrial estates are developed by the Karnataka 

Industrial Area Development Board (KIADB). Expansion 

values have increased between 2012 and 2015 but have 

slowed down since 2015. This indicated that the expansion 

of built-up areas is slow compared to 2000 to 2015, but the 

built-up area is expanded.

Annual built-up change index (ABUCI): The yearly rate 

of change in built-up areas was established by calculating 

the total built-up area in high-density and low-density 

classes each year and detecting the change over successive 

years (Table 17). The pattern of the annual change rate 

in Tumkur city is that, as a whole, the built-up areas of 

the rural have not experienced a significant rate of annual 

built-up change during the period from 2000 to 2012. In 

contrast, after 2012, the zones, especially ESE, SSW, and 

NNE experienced annual change at a faster rate. The study 

reveals the presence of industrial areas such as Hirehalli, 

Antharasanahally Phase 1 and Antharasanahally Phase 2, 

Satyamagala, and the presence of new residential areas both 

within and outside the city. Between 2012 and 2015, the 

real estate market experienced a boom, which affected the 

rate of change annually. The rate of annual built-up change 

in the WNW zone was only 18.8 % in 2000–2005, which 

increased about three times (65.38 %) in the later period, 

2012–2015. This zone experienced the highest rate of change 

in built-up areas, followed by SSE and NNWUrbanization 

is caused by the conversion of agricultural land, scrubland, 

and other land-use and land-cover types. The study shows 

that outside of the center region, there is lots of prospective 

space for future development of urban growth.

In contrast, core regions are often packed, with little 

or no possibility for additional expansion, resulting in a 

spatial pattern of built-up change over time. In 2000, the 

rate of change in the NNW zone was estimated to be 22 %. 

However, the rate of change is three times greater (72.6 %) 

between 2012 and 2015. This shows that urban areas are 

expanded and influenced by the boom of real estate in those 

areas. Compared to other zones such as NNW, NNE, and 

ESE, the rate of change of built-up in ENE, SSE, and WSW 

is low. This indicated that the built-up is expanding in city 

Table 14: The Built-up areas of different zones in Tumkur City.

Zones Total Area 2000 2005 2009 2012 2015 2020

NNW 38.08 2.505 3.626 3.56 3.89 6.08 7.158

NNE 37.77 3.195 5.034 5.18 6.31 9.20 10.44

WNW 54 2.352 3.29 4.39 4.74 6.70 8.654

ENE 21.74 1.972 2.75 3.03 3.10 4.208 5.328

WSW 44.46 1.338 2.460 3.12 3.26 4.412 5.56

SSW 25.92 2.35 3.113 2.98 3.05 4.433 5.13

ESE 68.82 9.19 10.66 12.04 11.95 15.125 16.53

SSE 29.95 2.08 2.36 3.32 3.45 5.848 6.019

Table 15: Built-up Density of different zones in Tumkur City areas.

Zones 2000 2005 2009 2012 2015 2020

NNW 0.0658 0.0952 0.0991 0.1021 0.1596 0.1879

NNE 0.0845 0.1332 0.1378 0.1670 0.2435 0.2764

WNW 0.0435 0.0609 0.0814 0.0877 0.1240 0.1602

ENE 0.0907 0.1244 0.1392 0.1425 0.1935 0.2450

WSW 0.0300 0.0553 0.0701 0.0733 0.0992 0.1250

SSW 0.0906 0.1206 0.1114 0.1176 0.1710 0.1981

ESE 0.1335 0.1548 0.1724 0.1656 0.2197 0.2401

SSE 0.0694 0.0787 0.1108 0.1151 0.1952 0.2009
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areas and a few villages like Hettenahalli, Kaidala, etc. In 

rural areas, settlements increased as a result of better road 

connectivity between cities and rural areas, and because 

of the presence of highways, real estate booms occurred 

between 2010 and 2020.

Assessing Interrelationship among BD, AUSEI and 

ABUCI: The correlation coefficients of the Built-up 

Density index (BD), Annual Urban Spatial Expansion 

Index (AUSEI), and Annual Built-up Change Index 

(ABUCI) were estimated by regression analysis to identify 

the interrelationships among them. It is evident from the 

correlation between the urban expansion index and the 

annual rate of change in the built-up area that they are well 

correlated and have a significant positive relationship. There 

is a strong correlation between the ABUCI and AUSEI 

since areas with a high AUSEI are also experiencing high 

rates of annual change in built-up areas, and vice versa. In 

2012–2015, there was a very strong correlation between 

the two variables. The correlation between built-up density 

and urban expansion index shows a very strong negative 

correlation with a significant correlation coefficient (Fig. 

10). According to the results, R2 was 0.5258,0.5027,0.5516, 

0.5225, and 0.622 for the various periods. The data indicate 

that areas with a high density of built-up areas have not 

expanded as much. In contrast, urban expansion has occurred 

primarily in areas with a low density of built-up areas. AUSEI 

has been comparatively higher in these areas since they have 

not yet been fully developed and still have sufficient lands 

for potential growth. In comparing the relationship between 

built-up density and the annual rate of change in a built-

up area, it was discovered that there was a high negative 

correlation between the two variables. For 2000, 2005, 2009, 

2012, 2015, and 2020, with an R2 value of 0.560, 0.5439, 

0.6223, 0.5368 and 0.5267, respectively. In high-density 

regions, there were no notable changes; conversely, in 

low-density areas, there were significant alterations. On the 

other hand, the abundance of vacant land made low-density 

built-up regions ideal for conversion. Land-use land-cover 

dynamics in core and peri-urban areas are important for the 

development of smart cities, particularly in the planning of 

sustainable land use. For the implementation of smart city 

missions, it is necessary to consider information regarding 

spatio-temporal variations in urban growth. Interrelationship 

results revealed that rapid urban growth experienced in the 

study area leads increase in some consequences.

CONCLUSION

From 2000 to 2020, geospatial techniques were used to 

analyze Tumkur City’s urban land use and land cover 

changes and, according to the change magnitudes, the Land 

Use/Cover Degree Dynamic Index and LULC transformation 

matrix revealed that increased large areas of built-up land 

were contributed by kharif crop, scrubland and waterbodies, 

and increased plantations contributed by kharif crop and 

Table 16: The AUSEI values of different zones in Tumkur City (2000-2020).

Zones Year

2000- 2005 2005-2009 2009-2012 2012-2015 2015-2020

NNW 6.1787 0.2457 1.4685 12.01 6.1787

NNE 7.305 0.70 5.96 10.47 2.37

WNW 5.7142 6.26 2.4613 9.75 4.5158

ENE 5.39 2.68 0.7526 9.912 4.120

WSW 9.12 5.2884 1.431 9.761 4.129

SSW 4.90 -0.9416 0.546 10.399 2.73

ESE 2.748 2.86 0.1377 17.107 2.830

Table 17: The ABUCI values of different zones in Tumkur City (2000-2020).

Zones Year

2000- 2005 2005-2009 2009-2012 2012-2015 2015-2020

NNW  22 4.35 3.33 72.6 21.4

NNE 36 3.65 37.66 96.33 24.8

WNW 18.8 27.5 11.66 65.38 39.1

ENE 14.6 8.25 3.33 35.93 22.4

WSW 22.6 16.5 4.66 39 23

SSW 15.2 3.15 2.33 46 14

ESE 5.6 24.13 4.33 79.66 3.58
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scrubland. Further, the study focused on determining the 

built-up land patterns using urban sprawl and urban growth 

analysis by deriving various indices. The derived entropy 

values greater than the Log (n) values in Shannon Entropy 

indicate large built-up areas are expanding in the zones such 

as WNW, NNE, ENE, and ESE due to the development of 

the road network system, population growth, and industrial 

growth, which shows an increase in the urban sprawl. Further, 

the urban growth analysis carried out by the UEII statistics 

shows a high level of urban expansion after 2009, and the 

correlation between built-up density, ABUCI, and ASEI 

results indicated the expansion of urban areas, mainly in the 

center and industrial regions of the city. The study’s overall 

findings have demonstrated how beneficial it is to utilize 

geospatial technology to investigate the degree and stress of 

urbanization on land and water resources. The conversion 

of kharif into plantations built-up land indicated increased 

food insecurity due to the growth of real estate. Further, the 

present study’s findings will provide to understanding of 

land use dynamics, urban sprawl, urban growth analysis, and 

future projections, as well as provide crucial information for 

decision-making and urban planning processes to the urban 

planners, supporting the improvement of policy implications 

on supportable land use management and guiding strategies 

for appropriate urban development. 
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      ABSTRACT

The environmental impacts of mining, quarrying, and the stone processing industry are 

significant, affecting air quality, health, and the socioeconomic status of communities 

worldwide. Key contributors to air pollution include the waste of raw materials from quarrying, 

non-compliance with scientific protocols, and the extraction of natural mineral resources. The 

rapid increase in pollution sources, such as dust, water, and noise, has led to the release 

of various pollutants into the atmosphere, degrading local air quality. This study conducted 

sampling at twelve sites, adhering to the Central Pollution Control Board’s (CPCB) monitoring 

guidelines. Twelve metrics, including PM10, PM2.5, SO2, NOx, CO, O3, Pb, NH3, C6H6, 

C2OH12, As, and Ni, were measured twice a week over a three-month period (January 2024 

to March 2024) by the National Ambient Air Quality Standards (NAAQS) in the research 

area. The results indicated that while SO2 and NOx levels were within permissible limits 

at all monitored locations, Suspended Particulate Matter (SPM) levels were high at every 

station. The average baseline levels of PM10 (37.17 µg/m³ to 70.52 µg/m³), PM2.5 (16.98 µg/

m³ to 39.85 µg/m³), SO2 (5.29 µg/m³ to 13.91 µg/m³), NOx (9.8 µg/m³ to 29.71 µg/m³), CO 

(0.15 mg/m³ to 0.32 mg/m³), O3 (6.9 µg/m³ to 15.37 µg/m³), and NH3, Pb, Ni, As, C2OH12, 

and C6H6 were below the detection levels (BDL) and limits of quantification (LOQ), all within 

the National Ambient Air Quality Standards for commercial, industrial, and residential areas 

during the study period. This research highlights the urgent need for effective pollution control 

measures to mitigate the adverse environmental and health impacts of these industries.

INTRODUCTION

Quarrying is the process of extracting minerals from the 

upper crust of the earth. The natural resources of the world, 

including land, soil, air, dust, noise, water, the biosphere, 

human health, society, and the socioeconomic status of the 

populace, are severely being harmed by the quarrying and 

stone processing industries (Gbeve  2013, Emmanuel 2018, 

Umar et al. 2023). This is because there are no scientific 

techniques for managing granite reserves and resources, 

and they are overexploited by humans (Vallack et al. 1998, 

Ukpong 2012, Sreekala et al. 2023). In addition to air, noise, 

dust, and water pollution, land degradation, biodiversity loss, 

topographical relief, flooding, extremely cold temperatures, 

forest fires, changes in the climate and seasonal pattern 

variation, greenhouse effects, and health risks from drilling, 

blasting, and ground vibration, we are currently dealing 

with serious environmental issues (Singh et al. 2010, Jahed 

Armaghani et al. 2015, Kittipongvises 2017). 

For four or five centuries, natural resources have been 

overexploited without regard for the consequences to the 

ecosystem, which has led to these problems (Sheikh et al. 

2011, Melodi 2017). The most damaging human activities 

are those that harm the ecosystem both immediately and over 

time (Mwangi 2014, Ming’ate et al. 2016). The environment 

is seriously threatened by overexploitation and negligent 

practices in the mining and stone processing industries 

(Odewumi et al. 2015, Okafor et al. 2023). 

The primary environmental effects of granite quarries 

were the creation of artificial ponds, isolated artificial 

reliefs, regular-shaped depressions, erosion and instability of 

quarry scarps, partial or total destruction of fluvial terraces, 

piezometric surface depression, altered groundwater flow 

direction, formation of periodically flooded areas, permanent 

removal of areas from agricultural use, changes to farming 

practices, and pedological changes in soil (Oyinloye et 

al. 2015, Kofi-Boye 2017, Leon-Kabamba et al. 2020, 
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Rathore  2020, Roja  2022). To ensure that these regions 

can eventually be exploited again, people should work 

toward degraded environment regeneration at every stage of 

quarrying activities (Saha et al. 2011, Santizo 2022). 

The surrounding landscapes of quarrying places are 

severely impacted by the difficulties in disposing of waste 

rock (Singh et al. 2010, Sayara 2016). A significant global 

concern, aside from the granite industry, is human-caused air 

pollution (Singhal 2018, Salem 2021, Sreekala et al. 2023). 

Understanding the ways that metropolitan areas impact the 

chemistry, composition, and life cycles of the atmosphere 

in several hundred-kilometer downwind regimes can be 

achieved by considering them as concentrated sources of 

massive anthropogenic emissions of pollutants (Yeh et 

al. 1980, Ajibade et al. 2022). Additionally, research on 

the global epidemiological impacts of air pollution has 

demonstrated that particulate matter and gaseous pollutants 

can seriously impair human health, leading to respiratory 

disorders, heart disease, and cardiopulmonary death (Abdul-

Wahab et al. 2015 & 2022, Zimwara et al. 2021). 

Fossil fuels and their derivatives are being used more 

frequently as a result of emerging countries’ increasing 

industry, urbanization, technological innovation, and 

modernization (Ajah et al. 2018, Zimwara et al. 2021). 

Thus, the primary challenge facing emerging nations is 

reducing air pollution, particularly in quickly expanding 

megacities (Daspan et al. 2018). Estimates from the World 

Health Organization indicate that air pollution causes 

nearly two million premature deaths annually, including 

lung infections, heart attacks, respiratory diseases, and 

even cancer (Haseeb 2018, Werner et al. 2019). The use 

of fossil fuels with poor environmental performance, 

improper land use patterns, industrialization, fast population 

growth, an increase in vehicles, inadequate transportation 

infrastructure, improper land use patterns, and-most 

importantly-ineffective environmental regulations are some 

of the factors contributing to India’s rising air pollution levels 

(Chattopadhyay et al. 2010, Henry et al. 2017). 

The World Health Organization’s (WHO) recommended 

health thresholds for air pollution are exceeded in the 

majority of Indian cities with populations greater than two 

million people (Halwenge 2015, Martins et al. 2017). With 

the aid of remote sensing and GIS software, monitoring the 

concentrations of various ambient air quality indicators not 

only prevents detrimental health effects but also provides 

policymakers with a foundation for successful environmental 

regulations (Moeletsi 2018, Werner et al. 2019). SPM 

(suspended particulate matter), SO2 (sulfur dioxide), and 

NOx (nitrogen oxide), together with other chemicals 

generated by numerous businesses, particularly the granite 

industry, are the main pollutants causing environmental 

destruction in the area. Reduced plant photosynthesis, noise 

and dust pollution, structural flaws, biodiversity loss, and 

nuisance dust are only a few of the problems that quarrying is 

frequently linked to (Nandan et al. 2017, Omeiza et al. 2022). 

People’s property and health are being significantly 

impacted by industrial site noise, ground vibrations, drainage, 

and particulate matter (Sunyer 2001, Stieb et al. 2005). 

Potential effects of these include decreased agricultural 

productivity, significant harm to the region’s road network, 

and environmental issues such as soil erosion, vegetation 

loss, building fissures, biodiversity loss, and topographical 

changes (Sun et al. 2016, Sayara et al. 2016). Because it 

generates a variety of contaminants, the granite quarrying 

and processing industry is dangerous (Tsiouri et al. 2015). 

Today, those who live near quarries have extremely terrible 

lives as a result of pollution. Health problems can affect 

anyone at any moment; respiratory and skin conditions are 

two examples (Zanobetti et al. 2009, Yakovleva 2017). The 

term “AQI” (air quality index) is used because it is challenging 

to provide high-quality data regarding the concentration of 

several environmental indicators (Wright 2009, Trivedi et 

al. 2009 & 2010). The common spaces and woodlands of the

communities are covered in waste material, often known as 

by-products (Yasobant et al. 2017, Abeya 2023). 

A significant amount of inert dust is discharged into 

the sky during the quarrying process, and depending on 

the wind direction, this dust can travel up to 4 or even 5 

kilometers (Chowdhury 2004, Aarthy et al. 2018). This causes 

cloudbursts, which in turn cause downpours and flash floods 

by preventing the formation of rain clouds (Ekpa et al. 2022 & 

2023). Because it entails the direct exploitation of resources, 

quarrying is distinct. It supplies the building sector with raw 

materials. The construction sector needs a lot of stone for its 

projects. The increasing need for building materials, including 

aggregate, sand, gravel, and rocks, as well as industrial 

manufacturing, is driving the market for quarry commodities. 

This leads to the mismanagement of natural resources, which 

is detrimental to the ecology and economy. 

The objective of the current study is to assess how 

the granite quarrying, stone-cutting, crushing, and stone-

processing activities that are conducted in the study region 

affect the local environment. The state of Karnataka is home

to most of the rich mineral and ore resources, such as bauxite, 

iron, manganese, gold, copper, and some significant rocks 

like gneiss, granite, granodiorites, and doleritic dykes. 

The Ramanagara region of Karnataka State’s granite 

quarries are the subject of this study’s environmental effects. 

To develop mitigation and control techniques, the research 
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will gather and analyze air samples, calculate their impact on 

air quality in residential, industrial, and quarry contexts, and 

use the results. This research will help future researchers and 

add to the body of information about the quarrying business. 

In this district, the local inhabitants and the environment 

are being negatively impacted by the stone processing and 

quarrying businesses. 

STUDY AREA

On August 23, 2007, the former Bengaluru Rural District-

which included the taluks of Ramanagara, Channapatna, 

Kanakapura, and Magadi-was divided into the Ramanagara 

district. According to Bhat et al. 1991 & 1994, and Swamy 

1998, its largest lengths are 102.25 kilometers in the 

north-south direction and 62.08 kilometers in the east-west 

direction. The district is composed of 823 settlements 

spread over a 3516 km2 physical area, of which 699.46 

km2-or around 17.21% of the district’s total area-are forest. 

The district’s headquarters are in the town of Ramanagara, 

which is situated roughly 50 miles southwest of Bengaluru, 

the state capital. 

The district of Ramanagara is located between latitudes 

12.72°N and 77.27°E. Fig. 1 shows the contour lines that 

delineate the district’s most notable high and low elevation 

zones, which are located at elevations of 1196 and 289 meters 

above mean sea level, respectively. There are 742.50 meters 

above sea level on average. The district borders Mandya on 

the west, Bangalore Urban on the northeast, and Tumakuru, 

Bangalore Rural, and Bangalore Urban on the north. 

MATERIALS AND METHODS

Materials 

The toposheet was used in this study to derive the 

morphological area. Toposheet numbers are compiled by the 

Indian government’s Survey of India (SOI). D43R4_57G4, 

D43R8_57G8, D43X1_57H1, D43X2_57H2, D43X3_57H3, 

D43X5_57H5, D43X6_57H6, D43X7_57H7, D43X8_57H8, 

D43X9_57H9, D43X10_57H10, and D43X11_57H11 are 

some instances of toposheet numbers. 

Elevation and land cover data are obtained from DEM 

Cartosat-1 and LISS satellite photos on the ISRO Bhuvan 

website. The meteorological and air quality data sets 

come from a field investigation, a few official technical 

publications, and the Open Government Data (OGD) 

platform in India. Several government bodies, such as 

the Department of Mines and Geology (DMG) and the 

Ramanagara district mineral survey report, have provided 

reports and  information about quarrying. Table 1 indicates 

these data sets.

 

Fig. 1: Study region with data on elevation.
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Methodology

Compiling information from many sources: Primary and 

secondary sources served as the foundation for this inves-

tigation. Field and market surveys, maps, questionnaires, 

interviews, and laboratory tests are examples of primary 

sources. Books, journals, published and unpublished re-

ports, and official government documents are examples of 

secondary sources. The effects of air pollution on the local 

ecology, people, flora and wildlife, crops, and surroundings 

were evaluated using field surveys and general observations. 

The Ramanagara district of the Indian state of Karnataka, 

which is renowned for its rich granite deposits, diversity, 

and amount of forest cover, is the only area covered by the 

study. Using a systematic and random selection process, a 

sample of the homes at the randomly selected quarry sites 

was created, resulting in the sample households. 

The sample consisted of only one or two hundred 

adjacent towns or residences that are both directly and 

indirectly affected by the quarrying activity. Field research 

and a standardized questionnaire were used to collect data 

from the families. A research study report was prepared 

for the analysis in the Ramanagara district locations using 

baseline data collected at many sites throughout a single 

season (January 2024 to March 2024). The data are shown in  

Table 2. These figures were used to assess the possible harm 

caused by the stone-processing and quarrying industries. 

They provided guidance on the best course of action for the 

quarry site and industry, as well as resources for management, 

government organizations, and mitigation strategies. For this 

research project, the findings of the analysis report and study 

summary were carefully considered. 

Choosing study sites for the sampling process: Table 3 

shows the location, with sampling locations labeled in dif-

ferent environmental settings. Climate data, topography and 

terrain, human settlements, health status, accessibility to the 

monitoring site, resource availability, representativeness of 

the region for establishing baseline status, and representative-

ness about likely impact areas were taken into account when 

choosing the locations for ambient air quality monitoring. 

Guidelines for collecting ambient air quality samples: 

For three months, ambient air quality was monitored twice 

a week in each region. The following parameters were used 

to create baseline data for the air environment: lead (Pb), 

arsenic (As), nickel (Ni), free silica, benzene (C6H6), Benzo 

(a) pyrene C2OH12, ammonia (NH3), ozone (O3), nitrogen 

dioxide (NOX), sulfur dioxide (SO2), carbon monoxide (CO); 

particulate matter (PM2.5), and (PM10) size less than 10 µm. 

A comparison has been conducted between the national am-

bient air quality guidelines and the measured concentrations 

of pollutant parameters. 

Equipment for gathering samples: Particulate matter 

(PM10 and PM2.5) was detected using Envirotech 271; combo 

PM10 and PM2.5 samplers; breathable dust samplers (Envi-

rotech APM 460 BL); and fine particulate samplers (APM 

550). Gaseous pollutants, such as SO2, NOX, O3, and NH3, 

were sampled using Ecotech’s AAS 109, Envirotech’s APM 

411, and Ecotech’s APM 460 gaseous pollution samplers. 

Electrochemical sensor technology was used for carbon mon-

oxide monitoring. Every year, the monitoring instruments 

need repairs and calibrations. 

Techniques for analysis and sampling: Table 4 enumerates 

the sampling and analytical methods utilized to track ambient 

Table 2: Parameter derived from multiple sources

Sl. No. Attribute Parameter Source of Data

1. Climatology and 

Meteorology

Wind speed, Wind direction,  Dry bulb temperature, 

Wet bulb temperature, Relative humidity, Rainfall, Solar 

radiation, Cloud cover and Environmental Lapse.

Field research, collecting data from a variety 

of locations, including industrial, residential, 

and quarry sites.

2. Geology, rock and 

Soil

Geological history Field research, Primary and secondary 

sources, satellite photos, topographical 

maps, etc.

3. Ambient Air  Quality PM10, PM2.5, SO2, NOx, Pb, CO, O3, C6H6, As, Ni, NH3, 

C2OH12, Free Silica etc.

Monitored Data (12 locations)

Table 1: Datasets utilized in the field investigation

Data name Resolution website

DEM 10m Indian Geo platform (Bhuvan)

LISS 3 30m Indian Geo platform (Bhuvan)

Landsat 8 30m USGS

Toposheets 1:50000 SOI(survey of India)

Rainfall and 

temperature

0.5*0.5 km IMD(India meteorological 

department)

Quarry and rocks - DMG(department of Mines 

and Geology

Air quality - open governmental data 

(OGD) platform, India
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Table 5 displays the frequency and techniques of 

monitoring. The analysis report and summary of the air 

quality survey results were carefully considered for this 

study project.

air quality. The closest power sources, which included homes 

at each AAQ station or governmental entities including 

Panchayat offices, schools, and temples, were used to power 

the AAQ equipment. 

Table 3: Location and the gathering of samples in various environments

Location 

Code

Sample 

code

Locations Latitude Longitude Distance (km) 

from Ramanagara 

town

Azimuth 

Directions

Environmental 

setting

QL 1 AAQ1 Doddamudawadi 

quarry site

12°37’38.08” N  77°22’47.27” E 15.74 SE Commercial

QL 2 AAQ2 Yadamaranahalli 

quarry site

 12°24’54.09”N  77°22’56.53”E 35.54 S Commercial

QL 3 AAQ3 Hanakadaburu, kodi-

halli hobali quarry site

 12°24’17.24”N  77°32’50.28”E 45.4 SE Commercial

QL 4 AAQ4 Hanakadaburu, kodi-

halli hobali quarry site

 12°23’49.59”N  77°32’39.51”E 46.58 SE Commercial

QL 5 AAQ5 Achalu quarry site 12°27’55.43”N  77°21’18.06”E 30.37 S Commercial

QLV 6 AAQ6 Hanakadaburu village  12°24’1.12”N  77°32’51.18”E 46.5 SE Residential

QLV 7 AAQ7 Kodahalli village  12°25’9.41”N  77°18’34.70”E 33.66 SW Residential

QLV 8 AAQ8 Achalu village 12°28’30.11”N   77°21’47.08” E 28.55 S Residential

QLV 9 AAQ9 Harohalli village 12°40’53.59”N  77°28’26.33”E 21.3 SE Residential

QLV 10 AAQ10 Bidadi village 12°47’56.48”N  77°23’9.77”E 15.67 NE Residential

QLIN 11 AAQ1I Harohalli Industrial 

area

12°41’0.05”N 77°26’43.60”E 18.27 SE Industrial

QLIN 12 AAQ12 Bidadi industrial area 12°47’54.84”N 77°23’0.33”E 14.51 NE Industrial

Table 4: Techniques for data analysis for ambient air quality parameter Assessment (NAAQS).

Sl. No. Parameters Analytical method NAAQ standards: 2009

1. Sulphur Dioxide (SO2), µg/m3 IS: 11255 (Part 2)/USEPA Method 6 50 (Annual) 80 (24 Hours)

2. Nitrogen Dioxide (NO2), µg/m3 IS: 5182 (Part - guidelines Volume1 6): 2006 /CPCB 40 (Annual) 80 (24 Hours)

3. Particulate Matter (PM2.5), µg/m3 In house method (Gravimetric method) based on CPCB 

guidelines Volume1

40(Annual) 60 (24hours)

4. Particulate Matter (PM10), µg/m3 IS:5182 (Part–guidelines Volume1 23): 2006/CPCB 60 (Annual) 100 (24 hours)

5. CO, mg/m3 IS:5182(Part–10):1999(Reaff:2006) CPCB guidelines 

Volume1

2 (8 hours) 4  (1hour)

6. Pb, µg/m3 IS:5182(Part–22):2004(Reaff:2006) CPCB guidelines 

Volume1

0.5 (Annual) 1 (24 hours)

7. O3, µg/m3 In house method (Spectrophotometric method) based on 

CPCB guidelines Volume1

100 (8hours) 180 (1hour)

8. NH3, µg/m3 In house method (Spectrophotometric method) based on 

CPCB guidelines Volume1

100 (Annual) 400 (24 hours)

9. Benzene, µg/m3 GC FID/ GC MS based on IS 5182 (Part:12) / CPCB 

guidelines Volume1

5 (Annual) 5 (Annual)

10. Benzo (a) pyrene, ng/m3 In House Validated Method By HPCL, UV and GC MS Based 

on IS:5182(Part– 12) CPCB guidelines Volume1

1 (Annual) 1 (Annual)

11. Arsenic, ng/m3 In house method (AAS method) Based on CPCB guidelines 

Volume 1

6 (Annual) 6 (Annual)

12. Nickel, ng/m3 In house method (AAS method) Based on CPCB guidelines 

Volume 1

20 (Annual) 20 (Annual)
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RESULTS AND DISCUSSION

The Geological Setting of the Granite Quarry in the 

Study Area

The Ramanagara district’s geology: According to Bhat et 

al. (1994), Syed Abrar et al. (2000 & 2005), Swamy (1998), 

the rocks in the district come from the Sargur group, the 

Peninsular Gneissic Complex (PGC), the Charnockite group, 

the Closepet granite, and the basic and more recent intrusive. 

The Charnockite group’s representative is Charnockite. 

Lenses found in gneisses, migmatite, amphibolite, and 

banded magnetite quartzite, which appears as tiny bands—

are all part of the Sargur group. Granites, gneisses, and 

migmatite make up the PGC, which is situated east and west 

of the Closepet granite (Bhat et al. 1991 & 1994, Simha et 

al. 2015, Venkatesha et al. 2015). Within the gneisses, the 

intrusive bodies containing the Closepet granite stretch 50 

km in length and 15-20 km in width, with a near-N-S trend. 

There are reported to be enclaves of migmatite, gneisses, 

quartzite, and amphibolites among the various compositions 

found in the Closepet granite. The common intrusives are 

dolerite, gabbro, pyroxenite, and rarely norite. Dolerite is 

the most common of the fundamental dikes (Paranthaman 

et al. 1995, Swamy 1998, Syed Abrar et al. 2000 & 2005). 

Three main lineaments in the district go to NNW-SSE. 

These lineaments range in length from 45 to 70 kilometers. 

According to the interpretation of this data, a deep-seated 

fault that is trending NNW-SSE crosses the Closepet granites 

(Suresh Babu 1995).

The main land uses in the areas covered by quarry leases 

are plan land, hills, vegetation, various rock formations, 

and soil cover or overburden. Pebbles are most common 

in low-lying, loose soils, and most of the leased areas have 

thin patches of dirt covering them that are between 0.5 and 

10 meters thick. Both on higher ground and in deposits at 

the surface, there are rock outcrops. Reddish-brown soil 

capping covers the majority of the hill’s northern, western, and 

eastern sections at the lower elevation of the quarry lease area. 

The field investigation’s findings indicate that the 

geological setting of the granite quarry area is influenced 

by several variables, such as the quarry’s topography, size, 

potential deposit formation type, material quality, mineral 

structure and texture, color, and chemical makeup, as well 

as the availability of resources, the company’s financial 

standing, the intended output, market, price, supply and 

demand, and so forth. 

Table 5: The frequency and monitoring techniques.

Attributes Sampling Measurement Method Remarks

Network Frequency

Meteorology

Wind speed, Wind direction, Dry bulb temperature, 

Wet bulb temperature, Relative humidity, Rainfall, 

Solar radiation, Cloud cover and Environmental 

Laps

Selected 

locations

Continuous for 3

Months

Weather monitors with the 

database

As per Meteorological 

department standard. 

Primary or secondary 

data

Air Environment

Particulate Matter (PM10) Selected 

locations

24 hourly- Twice a 

week for 3 months in 

non-Monsoon season

Gravimetric (High-

Volume with Cyclone)

As per CPCB 

standards under 18th 

November 2009

Notification for 

National Ambient Air 

Quality Standards 

(NAAQS).

Field survey, Primary 

or secondary data

Particulate Matter (PM2.5) Gravimetric (High- Volume 

with Cyclone)

Oxides of Sulphur (SO2) EPA Modified West and 

Gaeke method

Oxides of Nitrogen (NOx) Arsenite Modified Jacob 

and Hochheiser

Carbon Monoxide (CO) Gas Analyzer (NDIR)

Ozone (O3) UV photometric

Ammonia (NH3) Indophenol Blue Method

Lead (Pb) Atmospheric Absorption 

Spectrometer
Arsenic (As)

Nickel (Ni)

Benzene GC-MS/MS

Benzo Alpha Pyrene GC-MS/MS
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Table 6: Lithostratigraphy and rock types in Ramanagara District

Soil Clover

I. Younger intrusive 

(More recent 

invasion)

Extremely potassic rocks; dolerite/gabber/

diorite/norite dykes; felsite/felsite porphyry 

dykes; coarse-grained pink/grey porphyritic 

granite.

II. Closepet granite 

(2400–2100 Million 

years)

Pink/grey porphyritic granite with coarse 

grain; pink granites (less mafic); grey 

granites; pink hornblende granite; pink 

equigranular/porphyrite migmatites.

III. Peninsular 

Gneissic Complex 

(3000 Million years)

Grey migmatites, biotite gneiss, leucogneiss 

and homophonous gneiss, charnockite and 

migmatite.

IV. Sargur group (> 

3000 Million years)

Garnet-sillimanite gneiss, quartzite (fuchsite 

and BMQ), meta-ultramafites, amphibolites 

(both massive and schistose), and banded 

magnetite quartzite.

Not visible is the base

With an average thickness of fewer than 0.5 meters, the 

dirt in the middle of the ridge is only present in the spaces 

between the stones. The established stratigraphic succession 

of the research region is displayed here, based on fieldwork 

and observations. The rock types and lithostratigraphy of the 

Ramanagara District are depicted in Table 6. 

The study area is situated in Seismic Zone III, which is 

characterized as having a very high potential for earthquake 

shocks of 5 or 6 on the Richter scale, and Seismic Zone IV, 

commonly known as the high damage risk zone.

In this district, sand mining and defined and non-

specified minor mineral leases in Kanakapura, Ramanagara, 

Channapatna, and Magadi Taluk were conducted in parallel 

with taluk-wise quarrying operations for dimension stone, 

construction stone, brick earth, crushers, and stone cutting 

facilities. Moreover, the area has more crushing factories 

 

 

Fig. 2: Lithology and its percentage of Ramanagara district.
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per square mile than other districts, and four to five decades 

ago; it was home to several granite quarries and crushing 

businesses. 

The environment is contaminated by the stone-cutting 

and quarrying processes’ noise, dust, water, and other 

factors. The associated radioactivity varies depending on 

the surrounding environment due to dust emissions from 

quarrying and crushing processes. Fig. 2 displays the 

lithology and area of the Ramanagara district. 

Within the research region of the Ramanagara district, 

which spans a total geographical area of 3516.21 sq. 

km, various types of rocks are dispersed as follows: The 

region encompassed 173.6 sq. km of acid to intermediate 

charnockite; 3.12 sq. km of amphibolite; 4.24 sq. km of

banded iron formation; 1.2 sq. km of banded magnetite 

quartzite; 0.3 sq. km of cordierite-sillimanite gneiss; 0.96 

sq. km of diorite porphyry; 12.4 sq. km of dolerite; 3.26 sq. 

km of felsite; 12.82 sq. km of gabbro; 0.54 sq. km of granite; 

29.36 sq. km of granitoid; 3.23 sq. km of granodiorite; 1522.9 

sq. km of grey Granite; 545.83 sq. km of grey hornblende 

biotite gneiss; 0.69 sq. km of hornblende biotite granite 

gneiss; 0.59 sq. km of marble; 1080.64 sq. km of migmatite 

 

 

Fig. 3: Conditions of the soil and its percentage in the study area.
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gneiss; 3.37 sq. km of pegmatoidal granite; 12.03 sq. km of 

pink biotite granite; 8.07 sq. km of pink granite; 6.92 sq. km 

of pink migmatite; 66.46 sq. km of pink porphyritic granite; 

4.66 sq. km of porphyritic granite; 2 sq. km of pyroxene 

granulite; 0.23 sq. km of quartz vein/reef; 16.19 sq. km of 

quartzite; and 0.57 sq. km of syenite. The Ramanagara district 

is entirely covered in rocks. Gray granite and migmatite gneiss 

are the two main lithologies in this area. The region is roughly  

1552 km2 and 1080 km2. 

The Ramanagara District’s Soil Type and Proportion 

Covered

Although dirt is essential to air pollution, it usually serves 

no purpose in the quarrying process or other associated 

operations. About 60% of the Ramanagara district is covered 

with red, sandy soil (Hema et al. 2012). The remaining soil 

is loamy and reddish-brown. Geology and soil are closely 

related in a pedogenic system because of the combined 

effects of parent material, climate, biosphere, terrain, relief, 

stage, age, maturity, and time of rock weathering conversion, 

rainfall, solar radiation, and management (enhancement and 

degradation/erosion). The main regions with red sandy soil 

include the taluks of Channapatna, Kanakapura, Magadi, 

and Ramanagara due to their varied topographies (Caruthers 

1984, Hema et al. 2013, Ganesha et al. 2017). Fig. 3 list 

every type of soil. 

With a total land area of 3516.21 sq. km, the Ramanagara 

district contains a variety of soil types that are scattered 

throughout the research region, including the following: 

8.59.7 sq.km of skeletal clayey; 17.09 sq.km of dyke 

ridges; 1634.47 sq.km of fine; 54.79 sq.km of fine loamy; 

81.91 sq.km of habitation mask; 12.23 sq.km of loamy; 

192.06 sq.km of skeletal loamy; 98.34 sq.km of rock 

outcrops; 445.7 sq.km of sandy skeletal; 117.54 sq.km of 

water body mask of habitation.  

The Methods Used in the Ramanagara District for 

Granite Quarrying Operations

In the Ramanagara district region, the majority of stone 

quarrying activities employ opencast extraction techniques. 

In open-cast quarrying, significant overburdens such as 

organic plant cover and topsoil must be removed to reach the 

Table 7: Quarrying activities in the Ramanagara district areas leased by the government as of 2022-23.

Sl. No Taluk Building stone Ornamental or dimension stone Brick earth Crusher Units M-sand units

1 Ramanagara 38 02 - 29 08

2 Kanakapura 25 52 - 03 02

3 Magadi 19 04 O2 10 02

4 Channapatna - 02 - - -

Total 82 60 02 42 12

Fig. 4: Quarrying areas spreading in the Ramanagara district.
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mineral reserves. The following procedures are involved in 

extracting granite through open-cast quarrying for dimension 

or ornamental stone: clearing the area, loading waste or well-

dressed materials, transportation, processing raw materials, 

quality control, shifting, management of stockyards, and 

recycling waste materials as khandas or brick materials 

(Rajan Babu et al. 2000 & 2002 & 2003, Drew et al. 2002, 

Gbeve 2013, Eshiwani 2014,). Stone quarrying, stone 

crusher buildings, and sand mining are subject to additional 

operational limitations. There is evidence that these actions 

have a detrimental effect on the ecosystem. 

There are various phases of quarrying operations, and 

each one has a unique impact on the environment. These 

phases typically entail deposit exploration and prospecting, 

the development and preparation of quarries, the use of 

materials from the quarries, and the processing of the 

minerals collected at the various installations to create 

products that may be marketed (Chalekode 1978, Kuzu et al. 

2005, Ibrahim et al. 2018, Chaanda et al. 2019). However, 

there are numerous other environmental risks associated 

with open-cast quarrying practices.  As of 2022–23, Table 7 

indicates that the following Ramanagara district lands have 

been leased by the government (department of mines and 

geology) for quarrying purposes. Fig. 4 shows the quarrying 

areas spreading in the Ramanagara district.

Quarry Rock has the third and fourth positions in the 

world’s non-fuel mineral commodities value and volume 

rankings. However, the quarry’s operations deteriorate 

the land’s condition and raise air pollution levels, which 

negatively impacts the neighborhood’s residents and workers 

(Bada et al. 2013, Bassey et al. 2021). 

According to Amankwah et al. (2019) and Bakamwesiga 

et al. (2021), and the outcome shows that the dust produced 

during the operation is carried by the atmosphere and travels 

significant distances from the crusher and quarrying sites 

to the nearby communities. Table 8 shows that the list of 

equipment needed to operate a quarry varies according to 

production capacity. 

The amount of air pollution depends on the local 

microclimate, the size, composition, and volume of dust 

in the surrounding air, and one of the main causes of air 

pollution is noise from quarry sites. For example, the mining 

and processing of granite produce silica dust (Loveson et 

al. 1997, Esguerra 2008, Doley et al. 2010, Eshiwani 2014, 

Amankwah et al. 2019).

Dust not only tends to accumulate on surfaces, making it 

unsightly, but it can also be harmful, especially to people who 

have respiratory problems. Dust can physically injure plants 

nearby by obstructing their internal organs and abrading their 

Table 8: The minimum machinery and equipment required for quarrying operation (minimum production of 100 cubic meter) and impact on natural 

environment

Sl. 

No.

Type Nos. Size/ capacity Make Motive Power Impact on natural environ-

ment

1. Compressor 2 440 cfm Atlas Copco Diesel/

Electricity/DG

Air, noise, emission pollution

2. Jack hammer 10 33mm dia. Atlas Copco - Air, noise, dust pollution

3. Hydraulic rock 

breaker/Excavator

2 1.2 cu. M or 380 HP Sany – SY210C-9 

or Tata Hitachi

Diesel Air, noise, dust, emission 

pollution, ground vibration

4. Tipper 2 20 tons Tata Diesel Air, noise, dust, emission 

pollution, ground vibration

5. Water tanker 1 5000 liter Mahindra Diesel Air, noise, dust, emission 

pollution

6. Tractor 1 04 tons Mahindra Diesel Air, noise, dust, emission 

pollution

7. JCB 1 ---- JCB Diesel Air, noise, dust, emission 

pollution

8. Diamond wire 

saw machine

2 40 and 60 hp. --- Electricity Air, water, dust pollution

9. Quarry core drill-

ing machine

1 --- --- Diesel/

Electricity/DG

Air, dust, noise, water 

pollution

10. Diesel generator 2 320 KVA and 26 KVA Cummins Diesel/Elec-

tricity

Air, emission, noise pollution

11. Accessories --- All size drilling rods and other 

machine spare parts

---- --- ---
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leaves and cuticles.  Dust may also have chemical effects 

that jeopardize the plants’ long-term survival (Tiba 2017, 

Ogbonna et al. 2018, Timofeeva et al. 2022, Abdul-Wahab 

et al. 2022). 

Quarry dust is linked to a multitude of leaf diseases, 

including abscission (early leaf fall), epinasty (bending 

of the leaf downward due to a faster rate of growth on the 

upper surface), necrosis (death of a portion of the leaf),

and chlorosis (yellowing of the leaf due to loss or decrease 

of chlorophyll). Quarry dust is also a major source of air 

pollution (Sanjay Vediya 2014, Sayara et al. 2016, Sairanen 

et al. 2018 & 2019, Ekpa et al. 2022 & 2023, Opondo et al. 

2023). According to Abayomi et al. 2014, Hamzart-Giwa 

et al. 2023, the quantity and quality of resource discovery, 

extraction, stonecutting procedures, and transportation to the 

final destination determine the impact on the air environment. 

According to Busuyi (2008), Olusegun et al. (2009), Akanwa 

et al. (2016 & 2017), Abhishek Pandey (2018) the rate of 

production and transportation also affects the intensity of 

these processes. 

In the regions where stone crushing, quarrying, and 

stone processing are conducted, some of the sources of 

emissions or dust creation are as follows: dust from drill 

bits and blasting; dust from stone bodies and objects dug out 

and extracted. Transporting waste and dressing materials or 

processing materials from quarries to stockyards and disposal 

sites; loading, unloading, and moving finished items; and 

movement of vehicles on haul highways (Thompson et al. 

1984, Iqbal et al. 2001, Moibi 2007, Ojeaga et al. 2023). A 

region’s wind direction and speed have a direct bearing on 

the probability of dust pollution spreading in the study area. 

The research area’s major wind direction is west, and 

during the AAQ monitoring period, data on wind speed and 

direction were concurrently gathered. The ambient air quality 

of the research region has been evaluated using a network 

of twelve ambient air quality stations. The study region’s 

meteorological characteristics were taken into consideration 

when building these stations, along with several other 

elements such as a densely populated area, industrial and 

residential development, and environmental sensitivity. It 

was noted that there are no ecosystems surrounding the 

intended exploratory well placements, and all of the wells 

are situated inside open spaces. 

The principal inhabited the region and the predominant 

wind directions were considered when choosing the AAQ 

sites. Baseline ambient air quality evaluations provide 

information about the site’s surroundings and are an essential 

component of research on environmental impact assessments. 

In addition to the impact of the surrounding topography, 

notable variations in the predominant winds and weather 

patterns are seen in the winter, summer, and post-monsoon 

seasons. A methodical program of air quality surveillance is 

used to evaluate the baseline air quality in the research region. 

The quarrying site reported temperatures as high as 33°C 

and as low as 19°C during the research period. It was found

that the quarry zone had an average temperature of 26°C. 

Throughout the trial, the average relative humidity ranged 

from 34% to 63%. In the Ramanagara District, there was 

some rainfall during the study period. There were five days 

of rain on average. The most rain that fell in March was 

12 mm, while the least was 8 mm. The district receives roughly 

931.58 mm of rain annually on average. During the winter

monsoon, the majority of winds are north-easterly, whereas 

during the summer monsoon, they are south-westerly. During 

the three-month investigation, monthly wind speeds in the 

quarry zones ranged from 4.9 m/s to 5.6 m/s. 

The AERMET data includes daily records for temperature, 

relative humidity, air pressure, solar radiation, precipitation, 

wind speed, and wind direction. AERMET reformats 

meteorological data to make it suitable for use as input in 

the AERMOD model (Neshuku 2012). The stone quarrying 

and stone-processing sectors won’t alter the climate. When 

evaluating and keeping track of ambient air quality, soil and 

geological features are crucial. 

Air Quality Index (AQI) Quantification 

Monitoring sites have been reporting the ambient air 

pollution they have observed within a specific time frame 

(e.g., daily) by utilizing a grading system based on the AQI 

universal standard. The AQI is used to compare current 

pollution levels to ensure that impact reduction requirements 

are being followed and to increase public awareness of the 

risks associated with regular exposure to pollution. Even 

though the AQI is just a number that represents some aspects 

of air quality, to make its meaning clear to the general public, 

it is combined with various messaging, color schemes, 

graphics, and labels for the different categories of air quality 

(such as “good,” “moderate,” or “hazardous”   as per CPCB 

(200) guidelines. 

Based on a set of standards, the Air Quality Index (AQI) 

is an environmental indicator that provides information 

on the general condition and trend of the ambient air 

in a given area. This tool uses the weighted values of 

different air pollution parameters to create a single or 

multiple-number representation. The AQI is a useful 

tool for assessing and measuring the overall ambient 

air quality of a particular area since it accounts for the 

combined impact of all contaminants. The AQI can also 

be used to control equipment that, for example, raises 

the concentrations of some pollutants while reducing 
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others, or to create alternate strategies for preventing air  

pollution. 

The AQI can be calculated using a variety of formulas 

and methods. Nonetheless, the following calculation has been 

used in this instance to determine the AQI value: 

AQI = ¼ x (ISPM/SSPM + ISO2/SSO2 + INOx/SNOx) 

× 100

Individual measurements obtained during sampling that 

correlate to ISPM, IRSPM, ISO2, and INOx are respirable 

particulate matter, suspended particulate matter, sulfur 

dioxide, and oxides of nitrogen, respectively. For ambient 

air quality, the Central Pollution Control Board of India 

(CPCB) has set SSPM, SRSPM, SSO2, and SNOx criteria. 

Higher air pollution levels and associated health risks are 

correlated with higher AQI numbers. Table 9 lists the five 

categories that comprise the AQI scale. It outlines the range 

of air quality as well as any possible health hazards. 

Examination of the Surrounding Air Quality in the 

Study Area

Sampling was done after GPS and remote sensing pinpointed 

the precise locations. Samples and measurements of the 

chemical components of atmospheric pollutants were taken 

at twelve different locations using an air particle counter 

and a fuel gas analyzer. Every location had an air particle 

counter accessible to measure SPM. The SPM concentration 

was printed and recorded by the instrument. A fuel gas 

analyzer was used to determine the extra air pollutants (NOx, 

Table 9: Air Quality Index grading system

AQI 

Value

Remarks Health Concern

00 – 

25

Clean air (CA) None/minimal health effect

26 – 

50

Light air pollution

(LAP)

Possible respiratory or cardiac 

effect for most sensitive group, skin 

allergies, cough etc.

51 – 

75

Moderate Air 

Pollution

(MAP)

Increasing symptoms of respiratory 

and cardiovascular illness, skin 

allergies, cough, asthma, etc.

76 – 

100

Heavy Air 

Pollution (HAP)

Aggravation of heart and lung 

diseases, asthma, eye irritation, skin 

diseases, etc.

> 100 Severe Air 

Pollution (SAP)

Serious aggravation of heart and 

lung 

Diseases, risk of death in children, 

asthma, cough, eye diseases, mental 

disorder etc.

 

 

Fig. 5: Sites of ambient air quality monitoring.
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SOx, H2S, and CxHx). The equipment was calibrated and 

constructed correctly, and additional equipment was utilized 

to print the read-off of the atmospheric concentration of each 

gas on a screen. 

The direction and speed of the wind were measured using 

an electrically powered digital anemometer. The selection 

criteria for monitoring locations include the following: 

topography and terrain; meteorological circumstances (both 

upwind and downwind locations); residential and sensitive 

areas within the study area; regional baseline air quality and 

pollution levels; and representation of possibly impacted areas. 

Throughout one (1) season or three months (January 

2024 to March 2024), the ambient air quality in the research 

region was measured twice a week by the NAAQS for twelve 

parameters (PM10, PM2.5, SO2, NOx, CO, O3, Pb, NH3, C6H6, 

C2OH12, As, and Ni). The Central Pollution Control Board’s 

(CPCB) monitoring criteria were followed when sampling 

was done at each location. PM10, PM2.5, SO2, NOx, CO, Pb, 

O3, NH3, C6H6, C2OH12, As, and Ni, maximum values at 

all study locations are well under the National Ambient Air 

Quality Standards for residential, commercial, and industrial 

areas (Tiwari et al. 2012). 

Throughout the study, the average baseline levels of 

PM10 (37.17 to 70.52 µg/m3), PM2.5 (16.98 to 39.85 µg/

m3), SO2 (5.29 to 13.91 µg/m3), NOx (9.8 to 29.71 µg/

m3), CO (0.15–0.32 mg/m3), O3 (6.9 to 15.37 µg/m3), 

and some BDL and LOQ were found to be well within 

the National Ambient Air Quality Standards for both 

commercial, residential and industrial areas. Places to 

monitor ambient air quality are depicted in Fig. 5. The 

observed data for each location was used to calculate 

several measures, including the maximum, minimum, and 

average. 

Findings from the Analysis of Ambient Air Quality

The quarrying and stone processing industries are known to 

produce air pollution issues due to many reasons, such as 

truck traffic, blasting, and drilling. Small-scale quarrying 

is unlikely to significantly impact the current air quality 

in the core zone. Using environmental controls in a way 

that reduces the likelihood of contamination is necessary to 

reduce air pollution. The test results that are enclosed concern 

the surrounding area and ambient air quality at the quarry. 

Using the observed data for each location, several metrics 

were computed, including the maximum, minimum, and

average. The overall summary of the ambient air quality test 

findings is shown in Table 10. Fig. 6 shows that the graphical

representation of air quality monitoring results.

Observations in the Sampling Areas

PM10 concentrations were measured to be at a maximum of 

70.52 µg/m3   and a minimum of 37.17 µg/m3 respectively. 

The village of Harohalli had the highest concentration, 

while the village of Achalu recorded the lowest. The range 

of average values was 43.225 µg/m3 to 60.00µg/m3. The 

PM2.5 values were measured to be 39.85 µg/m3 at the

maximum and 16.98 µg/m3 at the minimum. The village of 

Harohalli had the highest concentration, while the village 

of Achalu recorded the lowest. The measured average 

values fell between 20.655 µg/m3 to 33.905 µg/m3. The 

measurements of SO2 concentrations at the maximum and 

minimum were 13.91µg/m3 and 5.29µg/m3 respectively. The 

Fig. 6: Graphical representation of air quality monitoring results.
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Bidadi industrial sector recorded the highest concentration, 

while the Yadamaranahalli quarry site recorded the lowest. 

The measured average values fell between the ranges of 

6.415 µg/m3 to 12.735 µg/m3. There was a maximum of 

29.71 µg/m3 and a low of 9.8 µg/m3 for the concentration of 

NOx. The settlement of Achalu village recorded the lowest 

concentration, while the village of Harohalli recorded the 

largest concentration. From 11.85 µg/m3 to 25.28 µg/m3, the 

average levels were found to be present. 

The observed CO values were 0.32 mg/m3 at the maximum 

and 0.15 mg/m3 at the minimum. The Doddamudawadi 

quarry site had the lowest concentration, whereas the Bidadi 

industrial area had the highest concentration. It was noted that 

the average values fell between 0.13 mg/m3 and 0.245 mg/

m3.  The reported values for O3
 concentrations were 15.37 

µg/m3 for the maximum and 6.9 µg/m3 for the minimum. 

The Bidadi industrial sector had the highest concentration, 

while the Yadamaranahalli quarry site recorded the lowest 

concentration. The observed average values fell between 

8.5 µg/m3 and 14.08 µg /m3. The Central Pollution Control 

Board’s (CPCB) guidelines for industrial, rural, residential, 

commercial, and other areas are well under the limits in the 

research sites, while the concentrations of NH3, Pb, Ni, As, 

C6H6 and C2OH12 were all below detectable levels at all 

locations. 

Numerous factors and parameters, such as the climate, 

topography, extent and method of quarry operation, use of 

equipment and machinery, population density, density of 

highly polluted industrial areas, density of road vehicles, 

density of forest fires, density of vegetation, and so on, affect 

the distribution of the aforementioned chemical elements in 

different quarry locations, local areas, residential areas, and 

industrial areas. Air pollution levels are higher throughout 

the entire area as a result of the previously described factors. 

The observation detailed the areas where the lower and 

higher levels of air pollution were spreading at the sampling 

locations.

Air Pollution Effects on Human Health

Quarrying is viewed as essential to human survival on a 

global scale. This is because it has contributed to the growth 

and development of every country, region, and sub-region. 

As a result, it is easier to build concrete structures, and the 

state’s road and bridge infrastructure is developed, both of 

which have a significant positive economic impact on the 

nation (William et al. 2006, Sahu et al. 2018, William 2020). 

Furthermore, it produced jobs that were both direct and 

indirect, which made it easier for individuals to find work 

and support themselves (Peter et al. 2018, Samba et al. 2022). 

The study found that because it gave individuals economic 

power and maintained their well-being, quarrying was an 

especially sustainable industry (Ako et al. 2015, Ugbogu et al. 

2009). This implies that, in addition to agriculture, quarrying 

provides a sizeable portion of the local population’s income 

(Fugiel et al. 2017, Yasobant et al. 2017). 

The local people, the environment, wildlife, workers, the 

population’s socioeconomic situation, health, and society are 

all impacted by the various barriers, problems, and challenges 

that come with stone quarrying (Nartey et al. 2012, 

Turyahabwe et al. 2021). These problems include changes 

in topography, degradation, and abandonment of land, loss 

of ecosystems and biodiversity, emissions, noise and dust 

pollution, air pollution, and water pollution, including the 

release of ionizing radiation into the atmosphere (Sanjay 

Vediya 2014, Pal et al. 2019). These results indicate that 

places that were productive in the past have become 

unproductive, which is upsetting the ecosystem as a whole. 

Deforestation and land degradation therefore affect 

biodiversity (Rani et al. 2017). Due to their role as mosquito 

habitats and rain-retaining materials, open quarries and 

deforestation have been associated with an increase in 

non-communicable diseases, including malaria. This also 

affects the cost of buying and selling real estate (Owolabi 

et al. 2020). 

The results of the study show how much dust is 

produced throughout several stages of the quarrying process, 

including drilling, stone blasting and crushing, loading, and 

transporting the finished products. The larger dust particles 

settle close to one another, while the thinner ones spread out 

widely, depending on the direction and speed of the wind. 

Different levels of particulate matter (PM) are produced 

based on its size, which also affects how long and how far it 

travels when suspended in the air (Romo-Kroger et al. 1989, 

Pradhananga et al. 2020). 

Based on their aerodynamic diameter, the sizes are 

divided into PM2.5 (equal to or less than 2.5 micrometers) and 

PM10 (equivalent to or fewer than 10 micrometers) particles. 

The average diameter of human hair is between 50 and 

70 µm; therefore, these sizes are less than that (Ogbonna et al. 

2020, Chamdimba et al. 2023). Dispersed particulate matter 

can cause several issues, depending on its size. According to 

William (2020) and Ekpa et al. (2022 & 2023), for example, 

it can lead to poor visibility near quarry and crusher units, 

reduced agricultural yields because dust cover on plant 

surfaces blocks light needed for photosynthesis, ophthalmic 

disease because particulates carry pathogens, and respiratory 

disorders in humans and animals. 

It is common knowledge that employees in quarries 

disobey health and safety; laws. People often forget to wear 

safety gear, like dust masks, helmets, and appropriately 
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protected clothing (Sanjay Vediya 2014, Sayara et al. 

2016, Hassan 2023). As a result, they come into contact 

with small dust particles. Their health is consequently 

adversely affected (Vandana et al. 2020, William et al. 

2006). Numerous health problems, including lung infections, 

skin and eye infections, respiratory and pulmonary

disorders, and lung collapse, can be brought on by dust 

exposure (Ndinwa et al. 2014, Mbandi 2017, Nemer et al.  

2020). 

The Ramanagara district quarry workers found that their 

lack of protective gear and the dust from the quarries had 

caused respiratory difficulties. In addition to dyspnea, these 

symptoms before and after the quarry operation include 

coughing, wheezing, asthma, headaches, eye issues, chest 

discomfort, heart problems, mental stress, throat infections, 

allergies, and skin disorders (Sinha et al. 2000, Singhal et al. 

2022, Abeya 2023). Based on the previously indicated facts-

that dust is irksome, that dust has an impact on health, and 

 

Fig. 7: The safety and health conditions of the workers at the quarry sites and field visit images from several quarries and crusher unit.

Table 11: The summary of air pollution impacts on human health

Pollutants Environmental impacts on human health

Ozone (O3) Ozone is linked to brief effects on the respiratory system in humans especially asthma, including reductions in pulmonary 

function in those engaging in mild to moderate exertion., various diseases and early mortality. Ozone depletion damages 

vegetation and reduces visibility, among other negative effects. 

Particulate matters 

(PM2.5 & PM10)

Particulate matter has varying effects on health, and as particle size drops, so does the likelihood that the particle will have 

an impact on human health. Particles smaller than 1 µm entered the lower parts of the lungs, while larger particles lodged in 

the throat and nose, measuring more than 10 µm. Death, both acute and chronic bronchitis.

Sulphate (SO4) Chest troubles, respiratory disorders, mild RADs, days missed from work, and moderate to severe asthma symptoms are all 

examples of lower and upper respiratory illnesses.

Carbon monoxide 

(CO)

As a result of its interaction with hemoglobin in human blood, it lowers the blood’s transport of oxygen. When CO levels 

are high, those who have cardiovascular illness or chronic heart disease may feel pain in their chest. Reduced delay to 

angina onset, hospital admissions, mortality, and congestive heart failure. CO can cause unconsciousness and death, damage 

manual dexterity and vision.

Nitrogen oxides 

(NO2)

Short- and long-term impacts of nitrogen dioxide on human health are evident; children’s respiratory disorders are more 

common in the former case, while the latter reduces immunity to respiratory infections. In addition to lowering auxiliary 

beat frequency and increasing permeability of cell membranes, NO2 exposure also makes asthmatics more sensitive to 

respiratory infections and inhaled allergens.

Sulphur dioxide 

(SO2)

Another gas that negatively affects human health is sulfur dioxide, since it can have a severe effect on the respiratory 

system. Asthma sufferers’ lung function is altered by the emission, which is directly correlated with fuel’s sulfur content. 

Sensitive people’s respiratory symptoms are made worse. Respiratory symptoms, alterations in pulmonary function, and 

morbidity among asthmatics who exercise.

Lead (Pb) Deaths, high blood pressure, non-fatal heart attacks, non-fatal strokes, and declines in IQ.
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that rain-covered roofs are unclean-the impact of quarrying 

on human health is examined.  The safety and health 

conditions of the workers at the quarry sites are depicted in 

the Fig. 7, which also include field visit images from several 

quarries and crusher unit.

The results demonstrated that all respondents (100%) 

considered noise and dust to be health hazards and a major 

source of annoyance. Dust almost always contaminates 

rain that falls from roofs. Additionally, every respondent 

mentioned that noise, dust, water, and floodwaters could be 

connected to their on-going health issues. Numerous illnesses 

and health problems are signs of the detrimental impacts of 

stone processing and quarrying, particularly for the villages 

close to crushers. There is also a connection between acid rain 

and quarrying (Maduka et al. 2014, Boutemedjet et al. 2019). 

According to the study, acid rain is known to damage 

plants, worsen air pollution, and sicken people and animals 

brought on by quarrying. There are several quarrying-related 

health risks. An analysis showed a connection between the 

vibrations caused by quarrying and fractures. This could 

lead to building collapses, which would cause fatalities and 

injuries. When asked how they felt about the quality of the 

air right now, respondents said that 24% thought it was poor 

and 76% said the stone-cutting and quarrying sectors should 

be held accountable. Since the quarry owner is providing 

benefits, the majority of respondents chose not to react. Thus, 

it seems logical that stone-cutting and quarrying have an 

impact on air quality. Table 11 provides a summary of how 

typical air contaminants affect human health.  

TECHNIQUES FOR MITIGATION AND CONTROL 

MEASURES

The following mitigation and control techniques, corrective 

measures, and remedies have been suggested for the granite 

quarrying and stone processing industries: a sizable buffer 

zone, or “green belt,” ought to be created surrounding the 

industrial area. Providing dust masks for laborers. Allowing 

the staff to don the appropriate personal protective equipment. 

Avoid overcharging blast holes by using controlled blasting 

techniques. It is advisable to regularly monitor the quality 

of the surrounding water, air, and noise. It is also suggested 

that you use effective, quiet equipment. Hazardous places 

should be avoided, and signboards displaying instructions 

should be posted. 

Dust pollution will be managed with the use of 

electrostatic precipitators. By using silica in water quarrying 

and groundwater dust control systems, silica-related 

problems can be minimized. At sensitive locations, such as 

haul roads, crusher and screening plants, mineral handling 

facilities, quarrying facilities, and stone processing plants, 

dust suppression is enforced using heavy dust sprinklers and 

road watering trucks. Mineral handling, HEMM, crushing, 

and screening equipment must be provided in dust extraction 

facilities. Hoods, water sprays, and dust collectors are helpful 

pieces of equipment for controlling drilling dust. Moreover, 

suitable chute design, vulcanizing conveyor belt joints, 

under-belt cleaning equipment, hoods, transfer points, and 

dust suppression and/or extraction systems for conveyors 

are frequently employed as dust pollution management 

techniques. Enclosures used in mineral handling plants must 

be well secured. 

All vehicles, including trucks, dumpers, and transport 

vehicles, must be leak-proof. Use the proper components 

when spraying to stop dust from flying. Highways and other 

roads should be adequately coated with chemical additives 

to successfully limit dust emissions. Haul roads and service 

roads should be graded regularly. Haul roads should also 

have any loose dirt and collected dust removed. Appropriate 

maintenance, such as checking exhaust emissions and 

establishing speed limitations on the cars and earthmoving 

equipment. When transporting stone products, make sure 

tippers and dumpers are not overloaded, and cover heavy 

tippers with tarpaulins. 

Utilizing vegetation to stabilize significant regions 

that generate dust and waste yards. Reduce the number of 

open regions and seal off the area used for stone quarrying 

and processing to reduce the amount of dust produced. 

Ideal enclosed areas for equipment and supply storage for 

building projects. Utilizing and maintaining machinery and 

equipment efficiently to lower air emissions, noise pollution, 

and energy use. The exhaust vent of the DG set will have 

enough stack height to ensure that gaseous emissions diffuse 

rapidly. Vehicles must receive routine maintenance and 

oversight to guarantee that their fuel usage and emissions are 

within permitted limits. Inspecting construction sites, stone 

processing plants, and quarry activities regularly to ensure 

that waste debris is promptly removed and disposed of in 

landfills, recycled, or used in other ways. Grading transport 

and service roads and removing accumulated dusty material 

regularly. 

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

We start with an analysis of the field work, laboratory and 

desk work data in order to track the quality of the air in 

the Ramanagara district. Twelve metrics, including PM2.5, 

PM10, SO2, NOx, CO, O3, Pb, NH3, C6H6, C2OH12, As, and 

Ni, were monitored twice a week for three months (January 
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2024 to March 2024) by the National Ambient Air Quality 

Standards (NAAQS) in the study area. This indicates the 

greater distance that the air quality covers. According to 

the Central Pollution Control Board (CPCB) monitoring 

recommendations, sampling was carried out at each location. 

The NAAQS in the research area measured twelve metrics 

twice a week for one (01) season, or three months (January 

2024 to March 2024), including PM10, PM2.5, SO2, NOx, CO, 

O3, Pb, NH3, C6H6, C2OH12, As, and Ni. The findings showed 

that SPM is high in every station, even if SO2 and NOx 

levels are within allowable bounds in all measured locations. 

The study found that the average baseline levels of PM10  

(37.17 µg/m3  to 70.52 µg/m3 ), PM2.5 (16.98 µg/m3  to  

39.85 µg/m3), SO2 (5.29 µg/m3  to 13.91 µg/m3), NOx  

(9.8 µg/m3  to 29.71 µg/m3), CO (0.15 mg/m3 to 0.32 mg/m3), 

O3 (6.9 µg/m3  to 15.37 µg/m3 ), and NH3, Pb, Ni, As, C6H6 

and C2OH12 were below detectable limit (BDL) and limit of 

quantification (LOQ) are all well within the National Ambient 

Air Quality Standards for commercial, industrial, and 

residential areas at all monitoring locations for the duration 

of the study. Apart from the environment, they can also have 

a major detrimental impact on infrastructure, transportation, 

agriculture, population density, mining, quarrying, human 

health, etc. The research areas’ stone-processing and granite-

quarrying businesses don’t significantly harm the air quality. 

The distribution of air quality source potential in Ramanagara 

district was evaluated in this research work.

Recommendations

1. Environmental preservation is of utmost importance 

to the stone quarrying and processing industry. The 

business will abide by all environmental regulations. 

A well-manicured greenbelt will be preserved by the 

quarry operation. Furthermore, all environmental 

statute standards shall be continuously implemented 

and upheld.

2. By introducing both natural and artificial techniques to 

stop the spread of dust in the neighborhood, air pollution 

caused by billowing dust can be avoided. One way to 

lessen the harm that the dust from the quarries causes 

to the environment is to plant densely packed, quickly 

growing trees around the quarries and on any reserved 

area they own. The same quickly growing trees with 

dense foliage should also be added to the proposed 

buffer zone to increase its density. Rather than using 

corrugated sheets attached to the side of crushing plants 

in certain quarries, man-made and natural solutions 

can be implemented to reduce the amount of dust that 

blows into the area, thereby mitigating the problem of 

air pollution caused by billowing dust.

 3. In order to improve the green canopy, prevent the 

spread of dust and other airborne pollutants, stop soil 

erosion, stop land degradation, and address other issues, 

reforestation is mandated by the quarrying and stone 

processing industry plan.

 4. There should be frequent environmental audits carried 

out on all the quarries within the research area. In 

order to evaluate the effectiveness of the quarries’ 

conservation or anti-pollution program, a methodical 

analysis of their interactions with the environment is 

conducted.

 5. Regular health awareness efforts should also be 

conducted to inform the public about the possible 

dangers of unhygienic surroundings. To help enhance 

the health status of its residents, the local government 

should mandate frequent health assessment studies.

 6. Local government agencies should be held to a higher 

standard of accountability and should take an active role 

in resolving public complaints regarding the detrimental 

effects of the granite business. Steer clear of quarrying 

in environmentally vulnerable areas.
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      ABSTRACT

The primary objective of this study is to evaluate the reduction percentage in the yearly 

concentrations of sulfur dioxide (SO2), nitrogen dioxide (NO2), and CO before and after 

COVID-19 in Amman, the capital city of Jordan, which has the highest population and traffic 

densities, and Zarqa, an industrial area with 55% of different types of industries. Additionally, 

this study examines the effect of metrological parameters such as temperature, humidity, 

and wind speed on air pollutant dispersion, particularly particulate matter 10 (PM10), which is 

considered uncontrollable. Furthermore, this study highlights the critical environmental and 

health effects of air pollution. The Ministry of Environment measured the yearly concentration 

of air pollutants (SO2, NO2, CO, and PM10) in three areas (Amman, Zarqa, and Irbid) in 

12 stations in nearby industrial, urban, and traffic areas using the nitric oxide (NO) NO2 

chemiluminescence analyzer Model 42i, hydrogen sulfide (H2S) and SO2 analyzer model 

450iQ, and PM10 Peta Attenuation analyzer. The few air pollution studies in Jordan have 

primarily focused on average yearly concentrations of SO2, NO2, CO, and PM10 without 

considering the monthly or daily variations that greatly concern health and the environment. 

The results of the present study reveal that during the COVID-19 pandemic, there was a 

significant decrease in the annual concentrations of H2S, SO2, and NO2 as the reduction 

percentage in Amman 70, 58, 87% respectively, and in Zarqa 36, 62, 72% respectively. 

However, there is a slight reduction in CO and PM10 with 39 and 18% at Amman and 

19% and 40% at Zarqa. This decrease is attributed to the reduction of primary sources of 

air pollutants, which are linked to the reductions in traffic volume and industrial activities 

during the lockdown. Furthermore, the results show that the Jordanian government has 

implemented regulations to address air pollution in residential areas. These regulations 

aim to prevent the burning of trees and smoking. The government is also adopting new 

transportation technologies to reduce the impact of CO2 and other pollutants produced 

by diesel and gasoline vehicles. The use of green fuels like synthetic natural gas, green 

methanol, or ammonia, as well as the increasing use of electric cars, are being encouraged. 

Implementing the bus rapid transit system, which started in 2021 and includes linked lines 

in the east and west areas of Jordan, has reduced the number of cars used and solved the 

main issues in crowded regions. Overall, the country has taken significant steps to address 

and control air pollution.

INTRODUCTION

Geo-Climatic Situation in Jordan 

Jordan is divided into three main geographic and climatic 

areas: the Jordan Valley, where Amman is located, the 

Mountain Heights Plateau, and the eastern desert or Badia 

region. The main desert areas are 200-300 km from Amman. 

These areas include Safawi, which is filled with dunes 

and hills (Abu-Sharar et al. 2012), and the Al-Azraq and 

Rewashed regions in the eastern part of Jordan, which 

constitute 40% of Jordan’s deserts (Khatatbeh et al. 2020). 

Fig. 1 shows the locations of desert areas in Jordan.

Fifteen percent of the desert area in Amman is located 

in Qasr Al-Qastal, Al-Muaqar, and Al-Mushatta, which are 

around 22, 26, and 25 km to the east of Amman. Meanwhile, 

10% is located in Al-Halabat (around 25 km from Zarqa 

to the northeast), and 5% is in Qasr Al-Kharranah and 

Quseir Amra. Although Jordan’s climate can vary from 

Mediterranean to desert, the country’s landscape is typically 

relatively dry. The desert regions’ wintertime temperatures 
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range from 19 to 22°C, while temperatures in the highlands in 

the south and north range from 9 to 13°C. Almost 75% of all 

precipitation occurs in the winter. The dry Sirocco (Khamsin) 

winds, which impact Jordan’s climate and can cause spikes in 

temperature of up to 15°C, can cause significant temperature 

anomalies. High daytime temperatures result from the 

Shamal winds, which blow from the north and northeast 

(Abdulla 2020).

Current Air Pollution Situation in Jordan

Air pollution in Jordan has a significant impact on 

public health as (Bdour et al. 2008) identified that health 

outcomes, including respiratory issues, skin conditions, and 

malignancies, are consistent with the known health effects 

of exposure to air pollutants such as PM10 and SO2. For 

example, 33.7% of people in this region suffer from chronic 

diseases, 25.6% have aches or infections, and 19.8% have a 

family history of cancer, PM10 causes respiratory disorders 

like bronchitis or asthma damages the immune system 

(Endale et al. 2024, Rajagopalan et al. 2020, Rozita et al. 

2022), CO causes asphyxia at high concentrations (WHO, 

chronic diseases from air pollution report 2013). NO2 has 

an impact on Asthma symptoms and respiratory infections 

(Muhaidat et al. 2019). SO2 has an impact on throat and nose 

irritability and bronchitis.

The sources of air pollutants can be classified into 

two categories. The first is natural sources, such as dust 

storms from desert areas that produce a particle known as 

particulate matter 10 (PM10). Researchers have found that the 

average number of dust storms in Jordan was 17.22, with a  

coefficient of variation of 46% (Ghanem 2020). The duration 

of storms ranged from one to four days, and the majority 

(54.1%) of them occurred in the spring, particularly in 

April (22.2%). The yearly numbers of storms in different 

regions in Jordan are as follows: 13 in Irbid in the north, 

182 in Al-Jafar in the south, and 102 in Safawi in the east. 

The dust storm intensified in the south and east (Bdour et 

al. 2008).

The second category of air pollutant sources is artificial 

sources, such as urban and construction pollutants. These 

pollutants are produced by human activities. The population 

in Jordan increased from 933,102 in 1960 to 10,302,651 

in 2022, which translates to a population growth rate of 

1.03%. As a result, the demand for constructing buildings 

has increased significantly (Department of Statistics Jordan, 

n.d.). Moreover, transportation significantly decreases the 

concentration of CO, CO2 and PM10 in the atmosphere,

and the number of diesel and gasoline vehicles in three 

active zones in Jordan (Amman, Zarqa, Irbid) reached 

655,323, 30,044, and 56,106, respectively, according to a 

Ministry of Transportation statistical report (Department 

of Transportation, 2023). Another important source of air 

pollution is the industrial sector. For example, a petroleum 

refinery produced sulfur dioxide (SO2), CO, and CO2, an 

Asmara waste water purification plant produced hydrogen 

sulfide (H2S), SO2, and nitrogen dioxide (NO2), and the 

Ramallah iron and steel industry produced SO2, CO, and 

CO2. A petroleum refinery in Zarqa to the north of Amman 

produced a sulfur concentration of 300 ppb, which decreased 

to 50 ppb (reflecting a 95% removal efficiency rate) after a 

sulfur recovery unit was installed (Khatatbeh et al. 2020). 

A Lafarge concrete factory produced CO and CO2, and a 

pottery factory produced different heavy metals, as seen in 

Fig. 2 below.

The three main air pollution sources in Jordan can 

also classified as residential, transportation, and industry 

Fig. 1: Locations of desert areas in Jordan.
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pollutants. Table 1 displays the pollutants produced in 

different cities in Jordan according to previous research.

Jordan Current Legislations and Standards Regarding 

Air Pollution 

Several studies and information regarding the sources of 

air pollution have been produced in Jordan, particularly in 

the last 10 years (Ghanem 2020). The natural desert and the 

growth of industrial sectors directly affect human health and 

the environment. The petroleum industry produces harmful 

emissions like SO2, the cement industry produces NH3 SO2, 

CO, and CO2, and the pharmaceutical industry produces 

microorganisms and bioaerosols. Some air pollutants are 

now under control with the use of filters and air scrubbers, 

Fig. 2: Locations of industrial areas in Jordan.

Table 1: Sources of major air pollutants in Jordan.

Sources Pollutant’s Produced Area/city/

 Neighbor

References

Residential Heating, Burning, Smoking CO, CO2 Jerash  (AL-Kurdi & Al Hadidi 2015)

Construction materials and 

equipment

NMHC, CO, HAPs, VOCs, 

PAHs

Amman (Sa’adeh et al. 2019) 

On-site construction PM10 Amman (Rajagopalan et al. 2020)

Pesticides in plants NOX Amman (Hamed et al. 2010)

Transportation Diesel and gasoline vehicles CO, CO2, SO2, NO2, PM10 Amman, Zarqa, Irbid (Hamdi et al. 2008)

Unleaded petrol (90 and 95 

octane)

CO, CO2 Amman, Zarqa (Alnawaiseh et al. 2015)

Traffic lights CO2, SO2, NO2 Amman (Ministry of Environment Jordan 

2019)

Heating, burning, and smoking CO, CO2 Amman, Zarqa (Saleh 1995)

Industry Pharmaceuticals factories Microorganisms and bio-

aerosols

Amman (Zemouri et al. 2017)

Lime quarries CO2, CO, NOx, SOx, PM2.5, 

PM10, CH4, NMVOCs, NH3

Abu-Alanda (US Department of Economic and 

Social Affairs 2016)

The burning of lubricating oils Polycyclic aromatic 

hydrocarbons (PAH)

Bayader (WHO, 2019)

Bakeries PM10 Amman (Abu-Allaban & Abu-Qdais, 

2011)

Pottery factories PM10, NOX, SO2, CO, NH3 Amman (Khatatbeh et al. 2020)

Cement industry SO2 Zarqa (Odat 2009)

Jordan petroleum refinery CO2, CO, NOx, SOx, H2S Zarqa (Al-Mashaqbeh et al. 2015)
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while other pollutants are difficult to control, especially when 

they come from natural sources such as PM10, parallel to the 

changing of weather and sandstorms. According to the air 

quality index (AQI), the air pollution situation depends on 

the human activities and pollutants produced. For instance, 

the AQI of SO2, NO2, and ozone are within the recommended 

Jordanian limits 1140/2006 for ambient air quality standards 

and 1189/2006 for the maximum permissible limits of air 

pollutants emitted from stationary sources. However, the AQI 

of PM10 is always high, especially in Madaba and Tafileh 

to the south of Jordan, which is an arid area.Table 2 shows 

the Jordanian limits of the main air pollutants (Ministry of 

Environment Jordan 2019).

Limited studies investigated the annual and daily 

concentration of air pollutants and compared the values 

with Jordanian standards, for instance, Odat (2009) studied 

the yearly average concentration of these pollutants in 

various regions in Jordan, revealing that the results met 

Jordanian standards limits (1140/2006). The exception

was PM10, which was 105.2 µg/L in 2014, exceeding the 

Jordanian standard limit of 70 µg/L (Odat 2009). Another 

study included the yearly concentration values of SO2, 

NO2, CO, and CO2 in three regions (Amman, Irbid, and 

Zarqa) from 2016 to 2019 and after 2020, demonstrating 

sharp (30-50%) reductions in their concentrations, as was 

expected after COVID-19. However, this study only focused 

on the yearly average concentrations of these pollutants and 

did not consider daily or monthly average concentrations 

(Dabbour et al. 2021). Moreover, a study on the daily PM10 

concentration in Amman and Zarqa cities from March 

6 to May 28, 2014, revealed high values (up to 150 µg) 

exceeding the Jordanian standard limit for PM10, which is 

120 µg/L. This study aims not only to evaluate the yearly 

concentrations of pollutants in Jordan but also to highlight 

the sharp decrease in their monthly concentrations during 

COVID-19 (i.e., from March 2020 to August 2020) because 

of the lake use of transportation methods and the industrial 

sector.

MATERIALS AND METHODS 

Study Sites 

Amman is the capital of Jordan with coordinates (31.9544° 

N, 35.9106° E), Fifteen percent of the desert area in Amman 

is located in Qasr Al-Qastal, Al-Muaqar, and Al-Mushatta, 

which are around 22, 26, and 25 km to the east of Amman. 

Meanwhile, 10% is located in Al-Halabat around 25 km 

from Zarqa to the northeast of Amman with coordinates 

(32.0608° N, 36.0942° E), and 5% is in Qasr Al-Kharranah 

and Quseir Amra. These areas are considered to be the main 

natural source of PM10 as seen in Fig. 1. 

The main artificial source of air pollution in Amman is 

the industry as the Ramallah iron and steel industry produces 

SO2, CO, and CO2, A Lafarge concrete factory produces 

CO and CO2, and a pottery factory produces different heavy 

metals, the Ramallah iron and steel industry produced SO2, 

CO, and CO2. For example, a petroleum refinery produced 

sulfur dioxide (SO2), CO, and CO2, an Asmara waste water 

purification plant produced hydrogen sulfide (H2S), SO2, and

nitrogen dioxide (NO2), and A petroleum refinery in Zarqa to 

the north of Amman produced a sulfur concentration of 300 

ppb, which decreased to 50 ppb (reflecting a 95% removal 

efficiency rate) after a sulfur recovery unit was installed 

(Khatatbeh et al. 2020). As seen in Fig. 2.

Table 2: Jordanian ambient air quality limits (1140/2006).

Air pollutants Sampling time Maximum allowable limit Number of limit breaches

Sulfur Dioxide (SO2) 1 hour 0.3 ppm Three times during any of the 12 months in a year

24 hours 0.14 ppm Once a year

1 year 0.04 ppm ---------------------

Nitrogen Dioxide 

(NO2)

1 hour 26 ppm Three times during any of the 12 months in a year

8 hours 9 ppm Three times during any of the 12 months in a year

Carbon monoxide (CO) 1 hour 0.21 ppm Three times during any of the 12 months in a year

24 hours 0.08 ppm Three times during any of the 12 months in a year

1 year 0.05 ppm -

Hydrogen sulfide (H2S) 1 hour 0.03 ppm Three times during any of the 12 months in a year

24 hours 0.01 ppm Three times during any of the 12 months in a year

1 year 8 µg/L -

1 year 70 µg/L -

Particulate matter 

(PM10)

24 hours 120 µg/m3 Three times during any of the 12 months in a year

1 year 70 µg/m3 -
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stations in Zarqa were considered as shown in Table 3. 

Although these monitoring stations provide valuable data, 

they may not fully represent the air quality across the country. 

Some areas with high air pollution levels might not have 

monitoring stations due to a lack of coverage. Fig. 3 shows 

the distribution of these monitoring stations in Amman, 

Zarqa, and Irbid. Furthermore, ensuring the completeness and 

accuracy of the recorded data is crucial, as any gaps or errors 

can impact the analysis and decision-making processes.

This study also explores the influences of meteorological 

parameters, such as temperature, humidity, and wind 

speed, on the dispersion of air pollutants, particularly 

PM10. Additionally, this research emphasizes the critical 

environmental and health issues associated with air pollution.

This investigation analyzes the daily, monthly, and yearly 

records of air pollutant concentrations in Amman and Zarqa, 

Data Collection and Instruments 

This study analyzes the daily, monthly, and annual records of 

air pollutant concentrations in Amman and Zarqa using Excel 

and maps drawn using QGIS. The considered air pollution 

data was obtained from the Ministry of Environment. The 

records include measurements of H2S, SO2, NO2, CO, and 

PM10. Nitric oxide (NO) and NO₂ concentrations were 

measured using a chemiluminescence analyzer (Model 

42i), while SO₂ and H₂S concentrations were determined 

using an SO₂ analyzer (Model 450i Q). Particulate matter 

(PM₁₀) was measured using a Beta Attenuation Analyzer. 

The meteorological parameters were measured at the same 

period as wind speed, the direction of the wind, as well as 

the temperature and humidity levels measured by retractable 

telescopic mast 8-10 meters and ultrasonic metrological 

sensors. Seven monitoring stations in Amman and three 

Table 3: Air pollution stations in Jordan. 

Station Name Station Name Location Type of Station Pollutants 

KHG King Hussein Gardens Amman Industrial NO2, SO2, O3, PM10, MET

GAM Greater Amman Municipality Amman Urban NO2, SO2, O3, PM10, CO

TAB Bus Station Tabarbour Amman Urban CO, PM10, NO2

MAH Marka/Mahata Amman Traffic NO2, SO2, PM10

UNI University Street/Swelieh Amman Traffic NO2, PM10

KAC King Abdullah City Irbid Industrial NO2, SO2, PM10

YAR Yarmouk Amman Urban NO2, SO2, PM10

HAJ Wadi Hajjar Health Center Zarqa Traffic NO2, SO2, CO, PM10, MET

MAS Massane Zarqa Industrial NO2, SO2, PM10

HH Hashemite Hall Zarqa Urban NO2, SO2, PM10

HSC Al Hassan Sport City Irbid Traffic NO2, CO, PM10

BAR Al Barah Street Irbid Background NO2, SO2, O3, PM10, MET

Fig. 3: Distribution of the selected monitoring stations in Amman, Zarqa, and Irbid.
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a city with a significant industrial sector representing 55% of 

the country’s industrial facilities. The considered air pollution 

data was obtained from the Ministry of Environment. The 

records include measurements of SO2, NO2, CO, and PM10. 

Six monitoring stations in Amman and three stations in Zarqa 

were considered. Additionally, three stations in Irbid, an area 

hosting Syrian refugees, were considered.

RESULTS AND DISCUSSION

COVID-19 Impacts and Pollutants’ Reduction Trends

COVID-19 has significantly reduced certain pollutants, as 

many factories, companies, and transportation methods came 

to a halt between March 2020 and August 2020. Figs. 4 to 

13 illustrate the yearly and monthly pollutant concentration 

trends during this period.

The average yearly concentrations of air pollutants 

were evaluated before and after COVID-19, as shown in  

Fig. 4. The concentration of H2S decreased sharply in 2020 in 

Amman to 70% due to the reduction in the water consumption 

rate by factories and companies during the pandemic and the 

subsequent increase in 2021 (though it remained below the 

expected value due to improvements in some facilities like 

filter installation). Regarding Zarqa, upgrading the largest 

wastewater treatment plant-As Samara-located northeast of 

Zarqa, and improving some oxidizers and biological filters 

reduced the amount of H2S after 2018. The concentration 

reduction of 36% in Zarqa in 2020 was noticeable but less 

than in Amman since 55% of different types of industries 

are there. The average daily standard Jordanian limit for 

H2S concentration is 10 ppb (the yearly standard limit was 

unavailable). Fig. 5 shows the monthly concentration of H2S 

during COVID-19 (March 2020 to August 2020). 

The reduction of H2S concentration in treatment plants 

has led to a gradual decrease in SO2 levels in Amman and 

Zarqa during the COVID-19 period to 58% at Amman 

and 62% at Zarqa, as shown in Figs. 6 and 7. The high 

concentration of SO2 in 2015 was due to the high sulfur 
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production in petroleum refinery plants operating without 

desulfurization units. Shatnawi & Abu-Qdais (2021) showed 

that the concentrations of air pollutants during the pandemic 

decreased compared to before the pandemic period (Shatnawi 

& Abu-Qdais 2021). Their results were based on an analysis 

using the ANN model of the expected air pollutants based 

on Scenario II before and after the pandemic. Decreases in 

NO2, SO2, and PM10 concentrations were 72%, 52%, and 

29%, respectively. Notably, the Jordanian yearly standard 

limit for SO2 is 40 ppb.

Figs. 8 and 9 show that Amman had significantly higher 

concentrations of NO2 resulting from fertilizer, agriculture, 

and green land activities, which decreased sharply after 

the pandemic to 87% in Amman and 72% in Zarqa. The 

main reason that the public facility and garden directorates 

developed an integrated green infrastructure strategy and 

increased the number of parks and gardens by over 143, 

according to the Amman Green City Action Plan, which was 

enacted from 2019 to 2021. In Zarqa, which is considered an 

industrial region, the level of NO2 emissions is lower than in 

Amman; nevertheless, the concentration of NO2 decreased 

during COVID-19. Dabbour et al. (2021) estimated a 25.5% 

reduction in NO2 concentrations in Amman by 2020. The 

average daily Jordanian limit for NO2 concentration is 80 

ppb, while the yearly standard limit is currently unavailable 

(Dabbour et al. 2021).

CO emissions in Jordan are caused by various sources, 

including transportation, industry, and wastewater treatment 

plants. The pandemic resulted in a significant decrease in 

CO concentrations from March 2020 30% in Amman and 

19% in Zarqa, as shown in Figs. 10 and 11. However, the 

concentration of CO was higher in Amman than in Zarqa, 

which has a high population growth rate due to the use 

of different transportation methods, which are the main 

source of CO. The high concentration of CO in Zarqa in 

2021 was due to recitation and construction works on Army 

n ye ly  is 40 ppb.
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Street in Zarqa, 16.8 km from Amman. Shotar et al. (2021) 

found a 70.4% increase in the death rate associated with 

CO concentrations in Jordan from 2015 to 2018, followed 

by a sharp decrease to 20.1% in 2020 (Shotar et al. 2021). 

Currently, there are no Jordanian standard limits for the 

yearly concentration of CO.

PM10 is a pollutant that is difficult to control and is 

produced from both natural sources, such as dust, and human 

activities, such as transportation and industrial activity. In 

2015, a sandstorm in April produced a high concentration of 

PM10 (reaching up to 1000 ppb). In 2016, a second sandstorm 

occurred in the southern desert of Jordan; as a result, PM10 

concentrations in Jordan remained above the national yearly 

standard limit of 70 µg/L, as shown in Figs. 12 and 13. The 

reduction of PM10 during COVID-19 was 18% in Amman 

and 49% in Zarqa. According to the Ministry of Environment, 

the percentage of PM10 reached 40% in the Zarqa region in 

2021 due to increased quarrying and construction activities, 

which may have contributed to further increases in PM10

concentrations. According to Shatnawi & Abu-Qdais (2021), 

as mentioned earlier, PM10 levels dropped during 2020. 

Specifically, a decrease of 29% in Amman and 32% in the 

Zarqa region were observed. PM10 experienced a slightly 

greater decline than other pollutants during COVID-19. 

Meteorological Effects Display on Air Pollution in 

Amman and Zarqa

Recent research has established a clear and direct link 
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between climate change-including changes in precipitation, 

temperature, wind speed, and humidity, and increased air 

pollution in Jordan. The combination of reduced rainfall, 

elevated temperatures, high humidity, and strong wind speeds 

have contributed to heightened levels of air pollution (Al-

Smairan & Al-Nhoud 2019). In March 2019, the average 

yearly maximum temperature and humidity, as depicted in 

Table 4, was within the typical ranges in both Amman and 

Zarqa. However, during the COVID-19 pandemic, wind 

speed was the dominant parameter responsible for reducing 

the concentration of pollutants, such as CO, SO2, and NO2, 

to about 30% of their usual levels. 

Dabbour et al. (2021) examined the impact of 

meteorological parameters on air pollution dispersion in 

three zones (Amman, Zarqa, and Irbid). The collected data 

on annual concentrations of pollutants (CO, SO2, NO2, and 

PM10) and conducted a Sobol sensitivity test. The results 

showed that in Amman, SO2 increased significantly with 

humidity, wind speed, and pressure, while the NO2 level 

was directly proportional to temperature. There was no 

relationship found between meteorological conditions and 

PM10. Industrial sources of pollution in Amman included 

the largest cement manufacturer (Lavarge), which produced 

CO, SO2, and NO2, as well as the steel industry (Arab Iron 

and Steel Industry), which also produced PM10 and PM2.5. 

A pottery factory to the north of Amman, near Irbid, also 

contributed to air pollution, as shown in Table 3.

In Zarqa, the concentrations of CO, SO₂, and NO₂ were 

directly proportional to the rise in humidity. NO₂ levels 

also increased with wind speed, while pressure played a 

significant role in increasing CO concentrations. However, 

no correlation was observed between PM₁₀ concentrations 

and meteorological conditions. In Irbid, known as the “city 

of refugees,” temperature had the greatest influence on NO₂
levels, high humidity had the most significant impact on SO₂
concentrations, and pressure had the strongest influence on 

PM₁₀ concentrations (Matouq et al. 2013a).

Another important source of air pollution is the industrial 

sector (e.g., the petroleum refinery, Asmara wastewater 

purification plant, and Ramallah iron and steel industry). The 

petroleum refinery in Zarqa produced a sulfur concentration 

of 300 ppb, which decreased to 50 ppb (which reflects a 95% 

removal efficiency rate) after a sulfur recovery unit was 

installed. Wastewater treatment plants significantly impact 

air pollution; since the 1980s, wastewater has either been 

discharged into valleys or mixed with fresh water before 

being reused.  The largest wastewater treatment facility in 

Jordan is located in Asmara, 60 km from Amman, which was 

established in 2007. It had a maximum capacity of 15,000-

20,000 m3/day, which increased to 267,000 m3/day in 2008 
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Fig. 13: Monthly air concentration of PM10 (µg/L) in Amman and Zarqa.

Table 4: Metrological parameters (temperature, humidity, and wind speed) in Amman and Zarqa during COVID-19. 

Year Region T (°C) Humidity (%) Wind Speed (km/h) SO2 NO2 CO PM10

2019 Amman 17 64.5 7.5 11 36.3225.6 2,256 63.8

Zarqa 25 50.1 9.6 13.7 33.762.7 719 54.5

2020 Amman 16 66.3 8.9 4.6 4.6201.8 1,575 52.4

Zarqa 27 56.2 10 8.5 9.562.9 606 33
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and 367,000 m3/day in 2015 (Bdour & Nidal Hadadin 2005). 

The amount of H2S and SO2 in the final sludge in Asmara 

was reduced by an upgraded desulfurization facility.

The land area of Jordan experiences an annual rainfall of 

less than 200 mm, resulting in poor structural stability of soils 

and a high susceptibility to erosion during shallow rainstorm 

events (Hammad et al., 2018). According to predictions by 

Ghanem (2020), droughts and smoke clouds are expected 

to increase, especially during the summer, while rainfall is 

anticipated to decrease by 30%. Additionally, temperature 

has been increasing at a rate of approximately 0.04°C per 

year (Abdulla 2020, Tabieh et al. 2014). Over the past 

decade, maximum wind speeds have also increased, reaching  

25 km/h. Furthermore, humidity levels have risen to 68% 

over the past two years, as reported in a 2021 Amman climate 

weather report.

Several studies in Zarqa have indicated that warming 

influences rainfall volume reduction. For instance, if the 

temperature increases annually by 4 °C and rainfall decreases 

by 10%, it can lead to a 12.4% reduction in cultivated areas 

(Al Saodi et al. 2023, Tabieh et al. 2014). Meanwhile, in 

the mid, south, and southeastern regions of Amman; the 

Zarqa Basin; and Jordan overall, rainfall has decreased by 

10-15% over the past two decades. Desert stations have 

reported even greater reductions in rainfall. Previous studies 

have confirmed that the evaporation factor for the Zarqa 

River basin is 90%. However, evaporation has increased 

due to the shifting of rainfall storms toward the summer 

season. Consequently, this study suggests that the potential 

evaporation value has increased from 90% to 91% (Matouq 

et al. 2013b). 

Air Pollution’s Impacts on Public Health and the 

Environment 

Effect of air pollution on human health: Khatatbeh et al. 

(2020) conducted a study in Al-Hashmiya (Zarqa region) 

and highlighted the negative impact of air pollution on 

public health, particularly in areas near industrial sources 

of pollution. They identified that health outcomes, including 

respiratory issues, skin conditions, and malignancies, are 

consistent with the known health effects of exposure to air 

pollutants such as PM10 and SO2. For example, 33.7% of 

people in this region suffer from chronic diseases, 25.6% 

have aches or infections, and 19.8% have a family history of 

cancer (Bdour et al. 2008). The high percentages of chronic 

diseases, aches and infections, and family histories of cancer 

among the population living near the oil refinery indicate an 

urgent need for effective measures to reduce air pollution 

levels in these areas.

This study was conducted in a specific location and may 

not represent the entire country. Further studies are necessary 

to identify areas with the highest levels of air pollution and 

their impact on public health to inform the development 

of effective policies and interventions to mitigate these 

Table 5: Health effects and sources of air pollutants in Jordan.

Pollutants Health Effects Locations Reference

PM10 Respiratory disorders like bronchitis or asthma damage the immune system.

Affects the body’s ability to fight infection.

High blood pressure, strokes, and lung cancer.

Aljafer

Ma’an

Karak

(Endale et al. 2024, 

Rajagopalan et al. 2020, 

Rozita et al. 2022)

CO, CO2 Causes asphyxia at high concentrations.

Reduces the blood’s ability to carry oxygen to cells and organs.

Amman (WHO, chronic diseases from 

air pollution report, 2013).

NOx Asthma symptoms and respiratory infections.

Chronic lung disease at high concentrations.

Zarqa (Muhaidat et al. 2019)

SO2 Throat and nose irritability.

Bronchitis.

Zarqa (Hadadin &  Tarawneh 2007)

O3 Damages live cells when it reacts with biological membranes.

Asthma and reduced lung function.

Amman (Dabbour 2021)

VOC exposure Poor coordination and nausea.

Irritation of the eyes, nose, and throat.

Headaches and neck pain.

Damage the kidneys, liver, and nervous system at high concentrations.

Zarqa (WHO, chronic diseases from 

air pollution report, 2013

(Rozita et al. 2022))

Nonmethane hydro-

carbons (NMHCs) 

Chronic obstructive pulmonary disease.

Damage to the central nervous system.

High cardiorespiratory.

Amman

Zarqa

(Herndon et al., 2020; 

Bhosale et al. 2023)

HAPs (benzene, 

trichloroethylene, 

mercury, chromium, 

and dioxin)

Asthma and lung cancer.

Birth defects, reproductive effects, and neurodevelopmental effects.

Zarqa (International Agency for 

Research on Cancer, report 

2013)
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effects. Table 5 lists air pollutants’ sources and health  

effects.

Effects of air pollution on the environment: Naber’s 

(2010) environmental analysis related to achieving 

sustainable development in Jordan indicated that air pollution 

is the primary cause of environmental degradation in Jordan, 

with air pollution responsible for the highest annual cost 

of environmental degradation in terms of gross domestic 

product, followed by water (0.81%), waste (0.23%), and soil 

(0.11%). Meanwhile, over the past 10 years, the impact of 

air pollution on ecosystems has grown significantly, leading 

to global warming, the loss of vegetation, and stratospheric 

ozone. Table 6 shows the links between various Jordan air 

pollutants and their environmental impacts.

CONCLUSIONS

The air pollution in Jordan is a critical problem that has 

increased over time. This study explains that there was a 

significant decrease in the annual concentrations of H2S, SO2, 

and NO2 during the COVID-19 lockdown, with reductions of 

70%, 58%, and 87%, respectively in Amman, and 36%, 62%, 

and 72%, respectively in Zarqa. However, there was only a 

slight reduction in CO and PM10, with decreases of 39% and 

18% in Amman and 19% and 40% in Zarqa, from March 20 to 

August 20, 2020. This decrease is attributed to the reduction 

of primary sources of air pollutants, linked to reduced traffic 

volume and industrial activities during the lockdown. It is 

also concluded that wind speed was the dominant parameter 

responsible for reducing the concentration of pollutants like 

CO, SO2, and NO2 to about 30% of their usual levels.

The issue of sandstorms in 75% of Jordan poses a 

significant challenge in decreasing the levels of PM10 in 

the atmosphere. As a result, PM10 is a significant concern 

in Jordan and the Middle East because the natural sources 

of PM10, especially sandstorms in the southern region, are 

difficult to control and cause health and environmental 

effects. The Ministry of Environment plans to install 

advanced instruments in southern areas to better monitor 

pollution. However, many industries still lack environmental 

awareness and a sense of responsibility. The Jordan 

Environmental Monitoring Directorate, established in 

2003, oversees air quality through the national ambient air 

quality monitoring network. However, from 2015 to 2018, 

air pollutant concentrations (NO2, CO, SO2, and O3) in

Amman and Zarqa exceeded the Jordanian standard limit 

of 1140/2006. 

During the COVID-19 pandemic, annual concentrations 

of air pollutants significantly decreased due to reduced 

traffic and industrial activities. Sandstorms, affecting 75% 

of Jordan, present a major challenge in reducing PM10 

levels, with significant health and environmental impacts. 

The Ministry of Environment plans to install advanced 

monitoring instruments in southern regions, although many 

industries lack environmental awareness and responsibility. 

The industrial sector employs filter technologies to reduce 

emissions, such as bag filters in cement and steel factories, 

Table 6: Environmental effects associated with air pollutants in Jordan.

Pollutants Environmental Effects Locations Reference

PM10 Affects water’s clarity and quality (increased turbidity).

Deposition and subsequent uptake by plants.

Significantly affects growth and reproduction in some plants.

Damage in leaves in some plants.

Irbid (Shatnawi & Abu-Qdais 2021)

CO, CO2

(Construction or vehicles)

Global warming.

Destroys the Earth’s ozone layer.

Amman (AL-Kurdi & Al Hadidi 2015)

NOx Damages leaves, slows growth, and lowers agricultural 

production.

AL-Kurdi & Al Hadidi 2015)

SO2 Sulfuric acid, which causes acid rain, leads to deforestation.

Acidifies waterways to the detriment of aquatic life.

Amman

Zarqa

Azraq

Aljafer

(WHO 2019)

O3 Decreases the growth and survival of tree seedlings.

Decreases agricultural crop and commercial forest yields.

Aqaba (Gertler et al. 2011)

Volatile organic compound 

(VOC) exposure

Increases plant diseases, delays seed formation and hinders 

fertilization.

Increases production of low-level ozone as a result of 

photochemical processes with high temperatures and heat waves.

Amman (Al Jaber 2016)

Nonmethane-hydrocarbons 

(NMHC)

Considerably increases the amount of propane and ethane in the 

air around highways, causing ground-based ozone pollution.

Amman (Salameh et al. 2015)
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ceramic filters in medical waste incinerators, and particulate 

matter and chemical filters for manganese production. 

The high cost of implementing these technologies poses a 

challenge for the private sector.

The Jordanian government has implemented regulations 

to address air pollution in residential areas, focusing on 

preventing tree burning and smoking. New transportation 

technologies are being adopted to reduce CO2 and other 

pollutants from diesel and gasoline vehicles. Green fuels like 

synthetic natural gas, green methanol, or ammonia, along 

with increased use of electric cars, are being promoted. The 

bus rapid transit system, implemented in 2021, has reduced 

car usage and alleviated congestion in urban areas.

RECOMMENDATIONS

•	 Encourage and promote the use of public transportation, 

such as bus rapid transit, as well as environmentally 

friendly transportation methods like bicycles or walking, 

to reduce the number of cars on the road and reduce air 

pollution.

•	 Enforce regular technical inspections of automobiles to 

ensure they meet safety and emission standards, either 

through on-the-spot inspections or regular checks at 

specialized traffic centers.

•	 Promote the use of peripheral parking areas near train 

and bus stations for those who spend extended periods 

at work or school to reduce traffic in the city center and 

alleviate pressure on short-term parking areas.

•	 Improve the efficiency of heating systems by using 

mechanical means, such as outdoor air intakes 

connected to the HVAC system, as well as natural 

ventilation methods, such as openings, joints, and cracks 

in walls, floors, ceilings, and areas around windows and 

doors.

•	 Adopt advanced technologies to measure and monitor 

air pollutants in the environment, such as high-tech laser 

particle sensors, beta attenuation, chemiluminescence, 

and UV fluorescence.

•	 Implement improved processes for treating waste, such 

as condensate run-off from autoclaves for medical 

waste, molten salt oxidation for energy production from 

solid waste, and composting organic waste for use as 

fertilizer. 

•	 Encourage a circular economy with a focus on 

reducing waste and lowering greenhouse gas emissions 

by eliminating waste and pollution and promoting 

sustainable practices.
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      ABSTRACT

The urban expansion analysis plays a significant role in the physical, social, and environmental 

dimensions of the cities. The research was conducted to monitor the urban growth and 

urban sprawl analysis of Tumkur city from 2000 to 2020 using multispectral satellite data 

(Landsat-5, Landsat-7, Resourcesat-1, Landsat-8, Sentinel-2A). Various methods like 

urban-related indices (AUER, UEII, and NDBI), and statistical methods (Degree of Freedom, 

Shannon Entropy, and Degree of Goodness) were used in the present research work. The 

AUER (Annual Urban Expansion Rate) and UEII (Urban Expansion Intensity Index) study 

of urban indices reveal that the urban area has expanded from 24.94 km2 to 60.59 km2

due to the development of commercial buildings, single-use zones, and low-density areas. 

The analysis of NDBI (Normalised Difference Built-up Index) indicates that the expansion of 

urban infrastructure, industrial growth, and population increase cause significant damage to 

vegetation in the city center compared to other areas. The study of the Degree of Freedom 

and  Shannon entropy indicates that high compactness appeared in the core, whereas other 

regions are experiencing significant expansion. The method of freedom of goodness (2000 

= - 0.093  to 2020 = - 0.159) demonstrates that the currently unfavorable conditions of urban 

growth have appeared in Tumkur city and it leads to numerous adverse effects on present 

and future generations. This study will help urban planners and decision-makers maintain the 

proper land use planning to reduce urban sprawl and its associated consequences, allowing 

for sustainable urban development.

INTRODUCTION

Urban areas constitute less than 1 percent of the Earth’s 

surface area. However, they contribute to 90 percent of the 

global economy, with 50 percent of the world’s population 

residing in cities. Additionally, cities consume 65 percent 

of the planet’s resources and are responsible for 70 percent 

of the greenhouse gases emitted into the atmosphere 

(Martinuzzi et al. 2007, Almeida et al. 2005). By the World 

Urbanization Prospects-2018, 95% of the population will 

be settled in towns in developing countries in the coming 

years. Urbanization is a societal and spatial process that 

affects human societies in many ways. This process leads to 

changes in human practices that impact urban communities 

negatively. Urbanization and urban growth are two main 

urban development phases that must be clearly outlined 

(Bhatta et al. 2010, Dadras et al. 2015). Urbanization 

refers to the increasing proportion of a population residing 

in urban areas, while urban growth pertains to the actual 

increase in population within urban areas. Urban growth is 

a key indicator of the development of urban areas and it is a 

comprehensive approach that involves various ideas. 

 Urban growth is influenced by a multitude of factors, 

including natural population growth, improvements in 

transportation and communication, the availability of 

facilities for education and recreation, urban planning 

policies, topographical factors, uneven spatial development, 

changes in living habits brought about by modernization 

and transformation, mining and investment, migration, 

commercialization, and industrialization, etc (Manna et al. 

2024, Alam & Banerjee  2023).

The expansion of cities has many detrimental effects, 

such as the significant loss of biodiversity brought about 

by habitat destruction and fragmentation, pollution of air 

and water, soil contamination from waste disposal, heat 

island effect, improper waste management, higher rates of 

crime and violence due to socioeconomic inequities, and 

an increased risk of disease due to poor health practices 

and overpopulation (Nkeki 2016). Significant dangers from 
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man-made and natural catastrophes can arise from unplanned 

and mismanaged urban expansion in cities. When properly 

planned and managed, urban growth can reduce poverty 

and inequality by improving employment opportunities 

and quality of life, including through better education and 

health. But when poorly planned, urbanization can lead to 

so many consequences like traffic congestion, higher crime 

rates, pollution, increased levels of inequality, economic 

inequality, and social exclusion. Urban expansion influences 

the increased demand for land and changes in a region’s 

land use and cover areas (Yakub & Tiffin 2017). Proper 

analysis of urban development is crucial to examine its 

past records, as well as natural, geographical, societal, and 

financial influences.

Urbanization in India

India’s urbanization rate initially decreased but then grew 

gradually in the 1920s (Mohan & Dasgupta 2004, Dadras 

et al. 2015). After a few decades, urbanization has become 

more significant in India, which accounts for just 2.5 percent 

of the world’s total land area yet produces about 16 percent 

of its people. (UNEP 2001). Compared to a gain of 2.1% 

between 1991 and 2001, it has climbed from 27.7% to 

31.1% between 2001 and 2011, a growth of 3.3% (Bhagat 

2011).  According to this analysis, India’s urban population 

is expected to almost triple, to 600 million people, by 2031 

(Raftery 2012). The nation’s fast urbanization has drastically 

changed the urban environment, changing land use and cover 

and placing a great deal of strain on the nation’s natural 

resources. Given the extent of urbanization, it shows that 

one must study those topics to maintain unfavorable living 

circumstances and local environmental issues that would 

plague Indian towns (Mohan et al. 2011, Saxena et al. 1997).

Proper land-use planning and comprehending the 

dynamics of growth and the effects of driving variables to 

manage urban development effectively is essential. Urban 

growth monitoring involves remotely observing an object 

or phenomenon at different times to study changes resulting 

from human modification of the environment (Hegazy & 

Kaloop 2015, Li et al. 2018). The urban growth analysis is 

helpful for local planning authorities to manage growth and 

development under the region’s environmental or ecological 

carrying capacity and maintain sustainable urban development 

in cities (Das & Das 2019, Haregeweyn et al. 2012).

There are already many methods like the Geospatial 

method, Machine Learning Method, Statistical methods, 

Land use Prediction Models, and other different models used 

to monitor the urban land transition, urban studies, and urban 

growth in different study areas (Ramachandra et al. 2013, 

Mishra & Rai 2016, Rahman et al. 2017, Chen et al. 2020).

Present Study

The present study employed geospatial methods and 

statistical models to examine the urban area expansion of 

the study region over two decades. The use of GIS and 

RS methodologies has enabled the creation of various 

statistical scales and parameters to quantify urban sprawl 

and monitor urban growth (Bhatta et al. 2010). These 

technologies provide cost-effective and efficient ways to 

study the physical expressions and patterns of urban sprawl 

(Barnes et al. 2001). In recent years, remote sensing data 

and geographical information systems (GIS) techniques 

have been increasingly used to understand urban patterns 

and processes and simulate urban growth, urban land 

transition, and urban sprawl development (Patra et al. 2018, 

Wang &  Munkhnasan et al. 2021, Fertner  2018, Ngolo 

et al. 2023, Mohan et al. 2020). Remote sensing provides 

reliable scientific tools for calculating the built-up area, using 

intertemporal satellite images, and studying the multispectral 

space. The GIS may use multi-agent data evaluation methods 

to analyze the data gathered by remote sensing with the 

embedded decision-making support features (Basu  et al. 

2023, Mohan et al. 2020, Mohan & Kandya 2015, Verma & 

Garg 2022). Various methods, including unsupervised and 

supervised classification (Kim 2016, Mohan & Kandya 2015, 

Ji et al. 2006), hybrid methods (Mas et al. 2017), and object-

based detection methods were utilized to quantify, assess, 

mapping, and monitor urban growth in cities. Scholars have 

utilized a few important indices to monitor and analyze urban 

expansion in a given area. These indices include the Annual 

Urban Expansion Rate Index (AUERI), which measures the 

rate of urban expansion, and the Urban Expansion Intensity 

Index (UEII), which assesses the intensity of urban areas. 

Additionally, they use the Normalised Difference Built-up 

Index to analyze the built-up area. The scholar used statistical 

analysis like the person” ‘s Chi-square and ‘Shannon’s 

entropy’ to analyze the disparity of urban growth in the study 

area (Dewa et al. 2022). The new “degree-of-goodness” 

method is applied to statistically monitor urban growth in 

the present study (Akshaya 2021). 

Tumkur City, also known as Tumakuru City, is a 

growing urban entity in Karnataka, undergoing substantial 

expansion and development. The city has witnessed 

significant developments in many areas, including the 

economy, governance, culture, and education. Opportunities 

for infrastructure development, employment creation, and 

bettering the standard of living for locals are presented by 

this urbanization process. Tumkur city, on the other hand, has 

undergone a considerable rural-to-urban shift during the last 

few decades. Apart from that, most of Karnataka’s studies 

on urban expansion have concentrated on the Bangalore 
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metropolitan region rather than on Tumkur City which is 

very close to Bangalore (Ramachandra et al. 2019, Govind 

& Ramesh 2019, Raj et al. 2021, Shukla 2020, Kannan 

et al. 2021, Kanga 2022). Urban surface water quality, 

urban groundwater quality, sewage waste management, 

and urban solid waste management are the few research 

works conducted in the study area (Bhaskar & Nagendrappa 

2008, Kumara & Belagali 2010, Manjunath et al. 2020). 

Furthermore, as far as we know, studies have yet to use the 

most recent spatial data and statistical methods to investigate 

the spatiotemporal assessment, urban land transition, urban 

sprawl, and urban growth monitoring in Tumkur City. From 

this point of view, this study attempts to close this gap by 

employing geographic and statistical methods to monitor 

the expansion of the study region. The study’s objectives 

are (1) The examination of urban sprawl by using the 

Shannon entropy technique and the chi-square test. (2) to 

assess and analyze the behavior of urban expansion in the 

research region using a new methodology called “Degree 

of Goodness.” Using these scientific findings, planners, 

decision-makers, and urban designers in the study area will 

contend that implementing ecological sustainability plans 

and employing sustainable urban development strategies will

enhance the quality of life for present and future generations 

residing in cities.

STUDY AREA

Tumkur City is located southeast of Bangalore (Fig. 1). It 

is located between the latitudes 13°19’00” and 13°21’19” 

and longitudes 77°05’26” and 77°07’12”. Tumkur city is 

located at an altitude of 835 m (2739.5 ft) above the mean 

sea level. The major city of Tumkur Distinct is the eleventh 

populated city in Karnataka. It is one of the seven smart 

cities in Karnataka, selected by the Indian government 

as part of the Smart City Mission. In 1961, the area of 

Tumkur city was 12.95 km2; in 2011, it was increased to 

64.27 km2.  According to the master plan map for 2021, it was 

331.6 km2.  Tumkur is an ideal location for setting up 

industries along National highways (NH 48 and NH 73). 

It contains many industrial areas and industrial estates. 

According to the United Nations  Population Projections and 

Census of India 2011 report the population of Tumkur city 

was 302000 in 2011, and, it is expected to rise to 506000 

in 2030. According to Karnataka Municipal Reforms, cell 

reports declared that 37 slum areas are present in Tumkur 

City. Monitoring urban growth is crucial for local planning 

authorities to manage urban growth and development 

within the region’s ecological or environmental carrying 

capacity since the growing population and the expansion of 

urban areas have led to several difficulties. For the benefit 

Fig. 1: Location map of study area.
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of sustainability, urban authorities need to understand 

the nature of the urban growth in Tumkur city. With the 

rapid urbanization process, the demand for urban land is 

growing continuously, and urban growth has put tremendous 

pressure on protecting regional ecological environments and 

conserving incredible ruins. 

DATA SOURCES AND METHODOLOGY

Materials

A LULC map and Urban growth change analysis were 

carried out using Landsat, LISS III, and Sentinel satellite 

images. LULC maps have been verified by Google 

Earth Pro samples as well as ground truth surveys. 

(Table 1) The city’s population statistics from the 

United Nations Population Projections and the Census of  

India.

Modeling Framework

Image pre-processing and urban growth analysis: For 

meaningful and reliable results to be obtained, pre-processing 

of satellite images is crucial. To get appropriate outcomes 

initially, detecting atmospheric noise, such as haze formed 

by water vapor, smog, and atmospheric elements, is very 

necessary. It offers a variety of methods for analyzing the 

standard results of images to determine the accuracy of 

surface features. 

A maximum likelihood classifier was used to create land 

use and land cover maps of the study area using satellite 

images 2000 (Landsat 5), 2005, 2009, 2012, (Resourcesat-1), 

2015, 2020 (Sentinel-2A). Eleven land use and land cover 

categories have been chosen for LULC classification. These 

are Built-up areas, Fallow land, Double Crop, Scrub Land, 

Water Bodies, Scrub Land, Stoney Waste, Plantation, Kharif 

Crop, Scrub Forest, and Forest Plantation.

For the analysis, the zone-wise extracted built-up areas 

were used for monitoring the urban growth of the study area. 

The total area is partitioned into 8 equal sectors forming 8 

different directions (North North West ( NNW), North North 

East (NNE), West North West (WNW), East North East 

(ENE), West South West (WSW), South South West (SSW), 

East South East (ESE), South South East (SSE). This has 

been divided into multiple zones to extract the built-up area in 

different directions so that they can statistically be compared. 

It is worth mentioning that the radius of the circle should 

be large enough so that it includes the entire urban extent or 

the metropolitan area within it. Urban extent is a dynamic 

phenomenon; it changes over time, however, it is largest in 

the latest temporal instant. Therefore, the circle should be 

drawn in consideration of the latest image of the study. This 

has resulted in a matrix (Table 2) that shows built-up areas 

for each zone and each temporal instant. Fig. 2 briefly the 

flowchart of the entire methodology. The drawn circles are 

concentric and include the entire scope of the study from 

the center of the city. Hence, the circles have been drawn in 

a way that they include the regions constructed based on a 

radius of 500 m from each other and in different geographic 

directions. This division has been made such that the process 

of changes in construction in different parts and directions 

could be statistically compared. Essentially, the structure of 

urban boundaries is a dynamic process and greatly changes 

in different directions with time. 

NDBI Index: The NDBI Index, assesses the expansion 

of urban areas, particularly ones built up or with artificial 

structures. NDBI is a built-up index image proposal by 

Zha (2003) using  Landsat Thematic Mapper (TM) images 

Table 1: Lists of satellite images used in LULC and NDBI investigations.

Data type and materials Data source (Row/Path) Purposes

Topographical sheet Naivik (Survey of India) - LULC

Landsat 5 (16/03/2000) USGS Earth Explorer (Row/Path Number = 144/51) LULC

LISS III (06/08/2005) Bhuvan (ISRO) (Row/Path Number = 93/56)

LISS III (31/03/2009)

LISS III (08/02/2012)

Sentinel (22/10/2015) USGS Earth Explorer -

Sentinel (13/02/2020) -

Landsat 5 (18/02/2005) (Row/Path Number = 144/51) NDBI

Landsat 5 (18/04/2009)

Landsat 5 (17/04/2012)

City and Ward Boundary Tumkur Urban Development Authority - LULC

The ground survey field attributes /Training data Field measurement and observation - LULC
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analyzed the urban spatial dispersion pattern (Dewa et al. 

2022). The information theory,  developed by Shannon

(1948), gives entropy a statistical character. Richness and 

evenness, the two primary components of the Shannon 

Entropy Index, are used to calculate the degree of spatial 

concentration of built-up area. While evenness refers to the 

proportion of each object in a class, richness encompasses 

the number of classes or objects analyzed (Masisi et al. 2008, 

Al Sharif et al. 2014, Dewa et al. 2022).

Shannon’s entropy is given by

 Hn = ∑ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒(𝑝𝑝𝑝𝑝)𝑛𝑛𝑖𝑖=1 � …(4)

Where Pi is the portion of the variable in the ith zone (in 

this example, the proportion of built-up area or urban patches 

in each zone. Greater entropy values show an uninterrupted 

dispersion of built land, which reflects urban sprawl, whereas 

lower entropy values show cluttering or less fragmentation of 

developed areas, which suggests a reduced chance of sprawl. 

(Antipova et al. 2022).

Pearson’s Chi-square Test: Pearson’s chi-square statistics 

considers the checking of freedom amongst pairs of variables 

chosen to explain the same category of land-cover change. 

Therefore, the chi-square test was performed with Pearson’s 

chi-square expression: (observed _ expected)2 /expected to 

determine the degree of freedom. It reveals the freedom or 

degree of deviation for the observed urban growth over the 

expected (Mohamed & Worku 2019, Al-Sherif  2014).

 𝑥𝑥𝑖𝑖2 = ∑ (𝑀𝑀𝐽𝐽−𝑀𝑀𝐽𝐽 
𝐸𝐸)
2𝑀𝑀𝐽𝐽𝐸𝐸

𝑚𝑚
𝑗𝑗=1

  …(5)

Where, xi2 is degree of freedom, Mj is  observed built-up 

area in j-th column for a specific row, MjE  is expected built-

up area in j-th column for a specific row. The expected built-

up growth for each variable was calculated by the products 

of marginal totals, divided by the grand total. Therefore, the 

expected growth MEij for the i-th row and j-th column is

 𝑀𝑀𝐼𝐼𝐼𝐼𝐸𝐸 =
𝑀𝑀𝐼𝐼𝑆𝑆×𝑀𝑀𝐽𝐽𝑆𝑆𝑀𝑀𝑔𝑔       …(6) 

Where,  

MiS = Row Total

MJS = Column Total

Mg  = Grand Total

Degree-of-Goodness: Since the chi-square (degree of 

freedom) and entropy (degree of sprawl) are different 

measures, one may sometimes contradict the other. Due to 

that, the ‘degree of goodness’ method necessitates urban 

growth analysis (Bhatta et al. 2010, Dadras et al. 2015). The 

(Bramhe et al. 2018). NDBI maps are primarily based on 

two bands: Short Wave Infrared and Infrared Bands (Zheng 

et al. 2021, Vadakkuveettil & Grover 2023) Additionally, it 

ranges from -1 to +1, just like NDVI and other indices.  The 

following formula was used to determine NDBI:

NDBI = 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 𝑫𝑫𝑰𝑰𝑰𝑰𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑰𝑰 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒘𝒘𝑺𝑺𝑰𝑰𝒘𝒘𝑺𝑺𝑺𝑺 − 𝑵𝑵𝑺𝑺𝑺𝑺𝑺𝑺 𝒊𝒊𝑰𝑰𝑰𝑰𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑰𝑰 𝑾𝑾𝑺𝑺𝑺𝑺𝑺𝑺𝒘𝒘𝑺𝑺𝑰𝑰𝒘𝒘𝑺𝑺𝑺𝑺 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 𝑫𝑫𝑰𝑰𝑰𝑰𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑰𝑰 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒘𝒘𝑺𝑺𝑰𝑰𝒘𝒘𝑺𝑺𝑺𝑺 + 𝑵𝑵𝑺𝑺𝑺𝑺𝑺𝑺 𝒊𝒊𝑰𝑰𝑰𝑰𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑰𝑰 𝑾𝑾𝑺𝑺𝑺𝑺𝑺𝑺𝒘𝒘𝑺𝑺𝑰𝑰𝒘𝒘𝑺𝑺𝑺𝑺 
 

 

  …(1)

Measuring Urban Area Expansion Intensity Index: 

The Urban Expansion Intensity Index, (UEII), could be a 

valuable tool for quantitatively assessing the urban spatial 

expansion difference (Yan et al. 2019). It calculates the 

level of urbanization and the rate at which town landscapes 

are expanding or contracting (Zhong et al. 2020). It is an 

indicator that takes into account both the length of expansion 

(Dong et al. 2007, Qiao et al. 2014, Al-Sherif et al. 2014, Yan 

et al. 2019, Xian et al. 2019) and the proportional growth in 

the size of urban areas is used. To calculate the UAEII, the 

following equation has been used :

UAEII =
UAt2

b−UAt1
b

TAb∗∆t ∗ 100      …(2)

Where, UA = Urban area; b = spatial unit; t1 = base year; 

t2 = ending year; Δt = t2 - t1, the difference of urban land at 

the base year and ending year of spatial unit i; TA = Total 

landscapes of the study region.

There are five categories in the UEII standard: slow-speed 

development (0 to 0.28), low-speed development (0.28 to 

0.59), medium-speed development (0.59 to 1.05), high-

speed development (1.05 to 1.92), and extremely high-speed 

development >1.92. (Zhong et al. 2020).

Annual Urban Expansion Rate  (AUERI): The AUER 

calculates the mean annual expansion rate of built-up 

land expansion for the entire study area between the base 

year and the final year. The index yields an estimate  

depicting the quantum rate at which built-up land of a given 

region is changing (Alam et al. 2023, Acheampong et al. 2017).

The annual Urban Expansion Rate was calculated by 

using the formula.𝐴𝐴 = [(𝑈𝑈𝑈𝑈𝐴𝐴𝑈𝑈𝑡𝑡2|𝑈𝑈𝑈𝑈𝐴𝐴𝑈𝑈𝑡𝑡1)
1𝑡𝑡2−𝑡𝑡1 − 1] ∗ 100    …(3)

Where, UA = Urban area; b = spatial unit; t1 = base year; 

t2 = ending year; Δt = t2 - t1, the difference of urban land at 

the base year and ending year of spatial unit i; TA = Total 

landscapes of the study region.

Urban Sprawl Analysis Using Entropy Model

Shannon’s Entropy: The Shannon Entropy Index (H) 
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degree of goodness is a direct measurement method. For this 

measurement, positive values are indicative of goodness, 

while negative ones are indicative of badness (Bhatta et al. 

2010, Dadras et al. 2015).𝐺𝐺𝑖𝑖 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒 [ 1𝑥𝑥𝑖𝑖2( 𝐻𝐻𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒(𝑚𝑚))]        …(7)

RESULTS AND DISCUSSION

The accuracy assessment result shows that the overall 

accuracy values are 87%, 88%, 86%, 92%, and 94% in the 

years 2000, 2005, 2009, 2012, 2015, and 2020 respectively, 

and also corresponding kappa co-efficient in corresponding 

years are 0.80, 0.82, 0.84, 0.91, 0.92 and 0.94 respectively.

Urban Extent

To extract the built-up and non-built-up areas in a particular 

period after creating land use and land cover maps using 

temporal satellite images. Examining these classified 

images, even cursorily, one can see that the expansion of 

the city in the specified zones of the study area, some zones 

are very compact while in others more open space between 

built-up areas. In 2000, the built-up area was very low, but 

in 2020, the built-up area expanded compared to 2000 (Fig. 

 Fig. 2: Methodological flowchart used for the present study.
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Fig. 3: Urban Sprawl Map of Tumkur City in  2000,  2005,  2009,  2012,  2015 and 2020.
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3). The built-up areas of different zones are mentioned in  

Table 2. 

Annual Urban Expansion Rate  (AUER)

The urban expansion rate of zones from 2000 to 2005 could 

be faster compared to the AUER value of 2005 to 2009. 

Due to population growth, development of industries, and 

other reasons, the zone’s speed of urban area expansion is 

high, and few areas of the zone are very low due to improper 

infrastructure facilities, etc. However, in the case of the 

2009 to 2015 period, the AUER rate is very high. This is an 

indication of the development of built-up areas. According 

to the AUER, the scores are given in Table 3. 

Zone-wise Annual Urban Expansion Rate (AUER) 

result for the region is presented in Fig. 4. This is designed 

to indicate the directional distribution of sprawl among 

the 8 quadrats.  From 2000 to 2020 the AUER values 

were very high in zones like NNE, ENE, ESE, and WNW 

compared to other zones which indicated the growth of 

built-up in the form of commercial buildings, residential 

areas, infrastructure facilities, etc. in the area. From 2000 to 

2020, in a few zones like NNW, WNW, WSW, and SSW, 

0

5

10

15

20

NNW

NNE

WNW

ENE

WSW

SSW

ESE

SSE

2000- 2005

2005-2009

2009-2012

2012-2015

2015-2020

Fig. 4: Radar chart of Annual Urban Expansion Rate (AUER) of different zones.

Table 2: The Built-up areas of different zones in Tumkur City from 2000 to 2020.

Zones Total Area (Sq. km) 2000 2005 2009 2012 2015 2020

NNW 38.08 2.505 3.626 3.56 3.89 6.08 7.158

NNE 37.77 3.195 5.034 5.18 6.31 9.20 10.44

WNW 54 2.352 3.29 4.39 4.74 6.70 8.654

ENE 21.74 1.972 2.75 3.03 3.10 4.208 5.328

WSW 44.46 1.338 2.460 3.12 3.26 4.412 5.56

SSW 25.92 2.35 3.113 2.98 3.05 4.433 5.13

ESE 68.82 9.19 10.66 12.04 11.95 15.125 16.53

SSE 29.95 2.08 2.36 3.32 3.45 5.848 6.019

Table 3: Annual Urban Expansion Rate values from 2000 to 2020.

Zones 2000 - 2005 2005 - 2009 2009 - 2012 2012 - 2015 2015 -2020

NNW 7.66 0.49 1.30 15.80 3.29

NNE 9.66 0.81 6.59 13.25 2.56

WNW 6.96 7.47 2.56 10.74 5.24

ENE 6.51 2.87 0.75 9.60 4.83

WSW 12.95 6.12 1.32 9.50 4.73

SSW 5.78 0.69 0.46 8.98 2.98

ESE 3.01 3.09 1.13 5.88 1.79

SSE 2.55 8.90 1.15 17.15 0.56
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the settlement area increased due to population growth, the 

development of infrastructure facilities, and the growth of 

the transport network. After 2009, the rise of real estate, high 

industrial development, better resource availability, and the 

development of the transport system led to an increase in the 

development of settlements. 

From 2000 to 2005, a few small-scale industries 

improved in a few villages like Nandhihalli, Chikkahalli, 

Chokkenahalli, Manchakalkuppe villages, and a few 

wards in Tumkur city limits. The development of 

settlements in the urban core region especially wards like 

Someshwarapura, Batawadi, M.G Road, Sapthgiri Extension, 

Ashokanagar, Upparhalli, Shanthinagara, Gandhi Nagara, 

Banashankari, Sadhashivanagara, Hegade Colony, K.H.B. 

Colony, Chikkepete, Sriranganagar, Kuvempunagara, 

Vinayakanagara, Vidyanagara is very high compared 

to periphery region of study area. The improvement of 

national highways and major roads in the study area 

led to the development of a few layouts in Shettyhalli, 

Kaytasandra, Badihallli, Sanapalya, Hirehalli, Kotkahalli, 

Habbathanahalli, Heggere, Hirehalli, Manchakalukuppe 

villages (Figs. 7, 8 and 9). 

Table 4: Urban Expansion Intensity Index of all zones (2000 to 2020).

Zones Year

2000-

2005

2005-

2009

2009-

2012

2012-

2015

2015-2020

NNW 0.588 0.11 0.0875 1.90 0.56

NNE 0.97 0.1098 0.9796 2.55 0.68

WNW 0.348 0.5492 0.2160 1.20 0.723

ENE 0.676 0.373 0.107 1.69 1.030

WSW 0.5147 0.3712 0.1049 0.863 0.5164

SSW 0.585 0.108 0.064 1.71 0.54

ESE 0.4272 0.50130 0.2131 1.70 0.4097

SSE 0.1869 0.80 0.14468 2.60 0.4178

Total 0.5367 0.3653 0.2395 1.77 0.912

 

 Fig. 5: Bar chart of UEII from 2000 to 2020.

Table 5: Observed growth in built-up area (in km2).

Year NNW NNE WNW ENE WSW SSW ESE SSE TOTAL

(2000-2005) 1.121 1.839 0.938 0.778 1.121 0.763 1.47 0.28 8.311

(2005-2009) 0.066 0.146 1.1 0.28 0.66 0.133 1.38 0.96 4.825

(2009-2012) 0.33 1.13 0.35 0.07 0.14 0.072 0.09 0.13 2.31

(2012-2015) 2.19 2.89 1.96 1.108 1.152 1.383 3.175 2.390 16.248

(2015-2020) 1.078 2.042 1.954 1.12 1.48 0.697 1.405 0.172 9.615

Total 4.785 8.047 6.332 3.356 4.222 2.78 7.52 3.93 41.209

Table 6: Expected growth in built-up area (in km2).

Year NNW NNE WNW ENE WSW SSW ESE SSE

(2000-2005) 0.9650 0.9420 1.277 0.6768 0.8514 0.5606 1.5165 0.7925

(2005-2009) 2.6800 0.9421 0.7413 0.3929 0.4943 0.3254 1.5166 0.4601

(2009-2012) 0.2682 0.4510 0.3549 0.1881 0.2366 0.1558 0.4215 0.2202

(2012-2015) 1.886 3.1729 2.4965 0.6768 0.8514 1.0961 2.9650 1.5495

(2015-2020) 1.116 1.877 1.4774 0.7830 0.9850 0.6486 1.7545 0.9169
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From 2005 to 2009, the settlements expanded in rural 

areas like  Kanehalli, Kotkahalli, Palasadra, J.I Thimmlapura, 

Kuppuru, Chokkenahalli, Hirehalli, Pandithanahalli, 

Kundhuru in the area. The agricultural land has been 

converted into single-zone development of built-up areas 

in the form of residential, commercial, and educational 

institutions developed in Kunkamanahalli, Maranaipalya, 

Ballapura, Banavara, Gondapura, Hodhekallu, Byatha, 

Shinganahalli, Muthsandra, Vaddarahalli, etc.  The new 

layouts were developed in industrial and surrounding 

areas like Maranaikanapaliya Rangapura, Birennakallu,

Seegepalya, and Annenahalli villages. 

From 2009 to 2012, the growth of large industries led 

to the conversion of agricultural land and scrubland into 

commercial and layouts for residential purposes. From 2012 

to 2015 period, the central government’s  Smart City Mission 

implemented in Tumkur City influenced the development of 

infrastructure facilities like the improvement of the bypass, 

development of new schools and colleges, and construction 

of the corridor. During this period the large conversion of 

agricultural land in Hosahalli, Haronahalli, and Kuppur 

areas, and scrubland transformed into settlements in the form 

of layouts, in the Peripery of  Haronahalli, Goolaharuve, 

Maraluru Amanikere, Kallahalli areas.  

From 2015 to 2020 the central government implemented 

the Bharat Mala Project (development of  NH4 and

NH 73 highways), the Smart City Mission project, and 

many other projects that led to the development of more 

settlements in the form of residential infrastructure, and 

roads for connecting newly developed built-up areas in 

core and periphery regions, and the large compactness that 

appeared in core areas indication of urban agglomeration. 

During this period residential, educational, and commercial 

areas in highways and major roads connected areas like 

Kannenahalli, Bugadanahalli, Agalakunte, Asalipura, 

Ballapura, Banavara, Gowdihalli, Keggere, Doddasarangi, 

Kotkahalli, Mudigere, Palasandra, Hethenahalli, Gangasadra, 

Hosahalli, Adhalapura, Halanuru areas are developed. 

Analysis of Urban Expansion Intensity Index 

Between 2000 and 2020, an urban expansion intensity index 

of 0.11 at the lowest point and 2.60 at the highest point is 

considered a high urban expansion rate. UEII describes the 

nature of the urban expansion of Tumkur City; the zone-wise 

statistics are presented in Table 4. Between 2000 and 2005, 

the overall study area had an expansion intensity index of 

0.53, considered moderate for urban expansion. During the 

initial stage of the growth of industries, the government’s 

small infrastructure projects, improper transport facilities, 

and other different causes are the main reasons for the slow 

expansion of urban growth. 

From 2005 to 2009, urban land in Tumkur City began 

dispersing to the east, north, west, and south-southwest, but 

in 2012-2020, urban land began to disperse almost in all 

directions. (i.e., South South East, West South West).

Furthermore, between 2009 and 2012, the UEII increased 

dramatically from 0.23 to 1.77 from 2012-2015; this rapid 

increase in UEII indicates an increased likelihood of urban 

sprawl occurring as a result of various infrastructure projects 

initiated by the government, an increase in industries, and 

increase in population. Fig. 5 notices that the UEII values in 

different zones have increased in different directions from 

2000 to 2020. It is evident from the significant increase 

in UEII that urban sprawl is becoming more prevalent. It 

suggests that there was noticeable urban sprawl during 

this period, indicating the expansion of urban areas into 

previously undeveloped or rural areas. The large agricultural 

land, scrubland, and Plantations were converted into urban 

settlements.

Pearson’s Chi-Square Statistics and Urban Growth

To determine the ‘degree of freedom’, a Chi-square test 

was performed with Pearson’s chi-square expression: 

(observed_expected)2/expected. It reveals the freedom or 

Table 7: Degree of freedom for urban growth in each zone.

Year NNW NNE WNW ENE WSW SSW ESE SSE

(2000-2005) 0.0248 0.028 0.089 0.015 0.085 0.073 0.00139 0.330

(2005-2009) 0.4359 0.672 0.172 0.032 0.054 0.113 0.283 0.074

(2009-2012) 0.0141 0.037 0.000045 0.074 0.143 0.031 0.260 0.036

(2012-2015) 0.3460 0.402 0.117 0.031 0.020 0.145 0.014 0.455

(2015-2020) 0.0013 0.014 0.154 0.144 0.248 0.0036 0.069 0.605

Table 8: Degree-of-freedom for urban growth in each temporal span.

Year Degree of Freedom

(2000-2005) 0.64969

(2005-2009) 1.43602

(2009-2012) 0.5976

(2012-2015) 1.5343

(2015-2020) 1.2420
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degree of deviation for the observed urban growth over the 

expected. The observed urban growth and expected urban 

growth are presented in Table 5 and Table 6.

Overall freedom indicates a lack of equal weightage and 

lack of consistency in planning with the entire city.  The higher 

degree of freedom for a zone is an indication of unstable 

development within the zone with the change of time.

The degree of freedom in each zone varies from one zone 

to another. The highest degree of freedom value is 0.672, 

recorded in the NNE zone, and the lowest is 0.000045, 

recorded in WNW. Table 7 shows that the freedom is high 

for NNW, NNE, ESE, and SSE. It indicates that those zones 

have harmful urban growth due to a lack of consistency in 

urban planning in the city. The very low degree of freedom 

of zones ENE, WSW, SSW, and WNW  have low urban 

growth in the city. However; it is worth mentioning that a 

higher degree of freedom is not only considered as sprawl, 

instead it should be regarded as the disparity in growth as a 

process and/or pattern.

On the other hand, poor urban planning can bring 

opposite harmful effects like heavy traffic congestion, 

insufficient infrastructure, improper waste management, 

sanitation, and other issues in the city. The higher degree of 

freedom in different periods refers to the need for consistency 

in planning, managing, and controlling urban growth (Table 

8). From 2012 to 2015  high degree of freedom indicated 

highly tremendous urban growth due to sizeable agricultural 

land transformed into built-up areas, both sides of highways 

and minor roads, etc.  

Quantification of Urban Sprawl Using Shannon’s 

Entropy

The Radar chart shows that between 2000 and 2020, the 

Table 9: Shannon’s entropy index of Tumkur City (zone-wise).

Year Built-up Area

(sq. km2)

Entropy 

Value

 Log (n)

2000 24.94 0.999 0.9030

2005 32.10 0.998 0.9030

2009 36.47 0.980 0.9030

2012 39.08 0.997 0.9030

2015 55.85 1.010 0.9030

2020 60.59 0.990 0.9030

Fig. 6: Radar chart characterizing zone-wise urban sprawl pattern by temporal period.

Table 10: Shannon Entropy values of different zones from 2000 to 2020.

Year Zones

NNW NNE WNW ENE WSW SSW ESE SSE

2000 0.999 0.998 0.98 0.991 0.990 0.99 1.02 0.99

2005 1 0.99 1.05 0.995 0.998 1.04 1.09 1.02

2009 1.05 0.98 1.07 0.996 0.987 1.03 0.99 0.98

2012 1.075 1.035 0.991 0.997 0.995 1.05 0.99 0.99

2015 0.99 0.99 1.01 0.99 0.99 1.09 1.18 1.01

2020 0.98 1.15 1.02 0.99 0.99 1 1.23 1
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amount of entropy has increased irregularly. The entropy 

values obtained are 0.999 in 2000, 0.998 in 2005, 0.980 

in 2009, 0.997 in 2012, 1.010 in 2015 and 0.990 in 2020. 

Shannon’s entropy for the year 2000 is 0.999, and the log n 

value of this is 0.9030, which means that the development 

of urban built-up is more towards the dispersion (Table 9). 

Nevertheless, it was pretty high after 2015, and the entropy 

value is 1.010, and the log n value is 0.9030. New residential 

Table 11: Shannon Entropy in different periods.

Years Shannon Entropy

(2000-2005) 1.1208

(2005-2009) 1.01

(2009-2012) 1.09

(2012-2015) 1.20

(2015-2020) 1.05

   A)2010                                                                                             B)2020 

 

(Source:  Google Earth Map)

Fig. 7: Urban area development on both the sides of National Highway and agricultural land into Built-up land in the Heggere area.

       C) 2010                                                                                             D)2020 

 

(Source Google Earth Map).

Fig. 8: Low-density development, Single-used developments, Commercial development in Tumkur city. 

E) 2010                                                                                             F)2020 

 
(Source:  Google Earth Map)

Fig. 9: The Growth of built-up areas in Satyamangala Industrial areas.
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areas, a few infrastructures implemented by smart city 

missions, and the development of new industries added 

during this period are the main reasons for the increase in 

dispersion between 2009 and 2020. Shannon’s entropy values 

are calculated year-wise (Table 10), and each zone for all 

two decades is presented in Table 11.  

Interestingly, the entropy values of all eight zones are 

close to log (n) values, indicating a high degree of dispersion. 

The index value increased gradually and reached 1.180 log 

(n) in 2014 indicating an increase in sprawl. KIADB has 

developed industrial estates at Sathyamanagar, Lingapura, 

and Antharasanahally along NH 4 in the northern part of 

the city and also in Hirehalli towards Bangalore. According 

to TUDA Report from 2000 to 2020, TUDA Developed 80 

Layouts in North North East zones. ENE zone records the 

least sprawl extent and intensity when compared with other 

zones due to the presence of hill and quarrying activities. 

The urban edge sprawl has spread further away from the 

urban cluster, although at a maximal rate, along such an axis. 

On the other hand, the SSE zone is undergoing maximum 

contemporary urban growth and haphazard sprawl patterns 

influenced by industry. The core areas of all zones were  

more compact compared peripheral region. This shows severe 

development of built-up areas appeared in the study area.

The entropy value was 0.9923 in 2000 which is a gradual 

increase throughout and reached an index value of 1.02. This

is due to the impact of increasing residential areas and newly 

established developmental activities conducted by the smart 

city mission. From the year 2000 to 2020, the WSW zone has 

remained consistent over the temporal period, with minimal 

fluctuations. WSW zone records the least sprawl extent and 

intensity compared to other zones. The NNW zone faces 

maximum expansion of built-up areas and haphazard sprawl 

patterns greatly influenced by industries (Fig. 6).

The development of industries leads to, the conversion 

of agricultural land into urban use (Fig. 7). The low-

density development took place in small mining areas 

in villages like Maidala, Ajjappanahalli, Thippanahalli, 

Machanahalli, Hosahalli, Amalapura, Devaraypattna, H 

Byarsandra (Fig. 8 & 9).   

Combination of Chi-square Test and Shannon  

Entropy Models

The Chi-square model for calculating the degree of freedom 

and the Shannon entropy model for computing the degree of 

sprawl have different measurements, which may contradict 

each other in some cases (as evident in the current study). 

Thus, it is also vital to determine the degree of goodness 

for urban growth. The degree of goodness is a direct 

measurement method. For this measurement, positive values 

are indicative of goodness, while negative ones are indicative 

of badness (Tables 12 and 13).

The development of industries and the growth of  

Population have created so many problems like no proper 

road facilities, lack of sewage, improper drainage facilities, 

unhygienic and sub-standard living conditions, lack of 

sanitation, lack of water supply and other amenities. In this 

study, however, the demonstrated approach of determining 

the goodness had a significant limitation: it needed to consider 

any policy variables of the past. It is worth mentioning that 

although industrialized countries may have proper planning 

policies for their cities, the cities in developing countries 

lack such policies in most cases, and they grow with all 

Table 12: Degree of goodness for urban growth.

Year Zones

NNW NNE WNW ENE WSW SSW ESE SSE

(2000-2005) -1.56 -1.51 1.010 -1.78 1.030 -1.079 -2.79 0.426

(2005-2009) 0.316 -0.123 0.690 1.02 1.201 -0.881 -0.497 -1.071

(2009-2012) -1.765 -1.366 1.16 -1.090 0.762 1.19 -0.487 1.08

(2012-2015) 0.344 -0.33 0.85 1.07 1.65 -0.777 -1.77 -0.275

(2015-2020) 1.10 -1.79 0.772 -0.797 0.564 2.36 -1.097 0.78

Table 13: The Overall Degree of Goodness for Urban Growth.

    Years Degree of Goodness   Behavior

(2000-2005) - 0.093  Badness

(2005-2009) -0.205  Badness

(2009-2012) -0.1418  Badness

(2012-2015) -0.079  Badness

(2015-2020) -0.159  Badness

Table 14: Correlation of area statistics of Built-up land.

Year Supervised  NDBI

2000 24.94 25.77

2005 32.10 33.51

2009 36.47 37.58

2012 39.08 40.78

2015 55.85 56.67

2020 60.59 61.53
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Fig. 10: NDBI and Built-up area map of NDBI in the Tumkur city area in (a) 2000, (b) 2005, (c) 2009 (d) 2012, (e) 2015, (f) 2020. 

 

lation ph of Buil f vi d Classific ti d 
Fig. 11:  Correlation Graph of Built-up areas of Supervised Classification and Built-up areas of NDBI.
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Table 15: Population-level and growth rate for the Tumkur, from 2000 to 2020.

Year Population Data Growth Rate

2020 361,000 1.69%

2019 355,000 2.01%

2018 348,000 1.75%

2017 342,000 2.09%

2016 335,000 1.82%

2015 329,000 2.17%

2014 322,000 1.90%

2013 316,000 1.94%

2012 310,000 1.97%

2011 302143 2.01%

2010 298,000 1.71%

2009 293,000 2.09%

2008 287,000 2.14%

2007 281,000 1.81%

2006 276,000 1.85%

2005 271,000 1.88%

2004 266,000 2.31%

2003 260,000 1.96%

2002 255,000 1.59%

2001 248929 2.87%

2000 244,000 3.39%

(Source: United Nations population projections and Census of India 2011)

Fig. 12: Column graph of the Population growth rate of Tumkur City (2000-2020).

Fig. 13: Line graph of Tumkur City population data from (2000 to 2020).
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freedoms. Therefore, the demonstrated approach will benefit 

the cities in developing countries. According to the latest data 

collected by the Karnataka State Pollution Control Board 

(2018), Tumkur city is the first place in high air pollution 

cities in  Karnataka. Tumakuru recorded a PM 10 level of 

146 micrograms per cubic meter.  The vehicular emissions 

and industrial emissions are the main reasons for the high 

pollution rate in Tumkur city. 

Temporal Analysis of NDBI

An analysis of NDBI values in Tumkur between 2000 and 

2020 is presented in Fig. 10. According to the NDBI indexes, 

the percentage of urban areas has increased significantly 

between these periods. Built-up areas of the core region 

have increased from 7.75 percent to 18.85 percent of the 

area. During 2000 the rural areas, where agricultural lands 

and vegetation are predominant, the NDBI index values 

were the lowest. Table 14 indicates that in the comparison 

between the two methods the built-up areas are almost the 

same and Fig. 11 shows a positive correlation between the 

two methods built-up areas. During the 2009 period, the 

expansion rate of urban areas in peripheral regions and 

industrial areas increases. During 2012 the agricultural land 

converted into built-up areas. A scattered settlement was 

converted into dense settlements during this period.  From 

2015 to 2020 NDBI values were very high in bare soil, and 

vegetation cover which indicated the conversion of water 

bodies, agricultural land, and vegetation into built-up areas 

in the form of large new layouts.

The statistics show a positive correlation between Built-

up areas of NDBI and Supervised classification. 

Population Data Analysis of Tumkur City (2000-2020)

According to Fig. 12 and Fig. 13, the population of Tumkur 

City in 2000 was 244,000, but in 2020 the population 

increased to 361,000. From 2000 to 2020, on average, every 

year, 5000 people were added to the list of population growth. 

Table 15 statistical analysis revealed that due to population 

growth, increased tremendously. The migration of people 

plays a major role in population growth apart from that, 

the growth of built-up areas in rural areas increased yearly.  

Table 16 statistics analysis revealed that population increases 

lead to causes of urban area growth.

CONCLUSION

The current study aims to investigate the urban growth of the 

Tumkur city using the retrieved spatial satellite data spanning 

two decades (2000-2020) using urban-related indices, and 

new statistical methods. The AUEII study revealed that 

the values of different years, like 2000, 2005, 2009, and 

2012 are moderate, indicating the slow urban development 

activities present in Tumkur city. Year to year, the variation 

of built-up land occupancy due to sizeable agricultural land 

and vegetation cover converted into built-up areas. The UEII 

statistics show the expansion rate from 2000 to 2009 was a 

little slow later the growth of industries, implementation of 

various government infrastructure projects, and increasing 

population growth leads the expansion of built-up areas. The 

expansion of built-up land in rural areas gradually increases 

and leads to the destruction of vegetation like plantations and 

scrubland. During the expansion period large water bodies 

areas converted into built-up areas and agricultural land. 

The Normalised Built-up Index depicted that from 2000 to 

2009 the peripheral region and rural areas had NDBI values 

low compared to the core of the city. After 2009 increasing 

built-up areas leads to increases in those areas. Pearson’s 

Chi-square test and Shannon Entropy analysis revealed most 

urban sprawl appeared in the area. The degree of goodness is 

very which shows compactness in a few areas and expansion 

in a few regions. Finally, urban growth is the expansion of 

built-up due to population growth, destruction of agricultural 

land, and few water bodies. The degree of goodness model 

can be regarded as a sustainable development index and 

constitutes a vital tool for future researchers. Using these 

scientific conclusions of the study area’s planners/ decision 

makers, and urban designers will maintain that sustainable 

urban development strategies for controlling the presence 

of an environmental imbalance in cities and to implement 

ecological sustainability plans will improve the living 

conditions of future generations in cities.  
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      ABSTRACT

The degradation of atrazine (ATZ) was studied in the presence of β-cyclodextrin (β-CD) under 

ultraviolet light irradiation. The β-CD was characterized by modern analytical techniques 

and the different operating parameters of photodegradation were investigated. Experimental 

results revealed irregular shapes in the structure of β-CD, and the functional groups of β-CD 

were present in the glucose units. The BET surface area of β-CD was 285.02 m2/g with a 

pore volume of 0.172 cc/g and a pore diameter of 2.138 nm, whereas, the x-ray diffraction 

analysis revealed the polycrystalline nature of β-CD. The z-average diameter of the particle 

size distribution was determined as 63.21 nm, thermogravimetric analysis data demonstrated 

weight loss events while the differential thermal analysis data revealed associated energy 

changes during phase transitions. The photodegradation of ATZ in the presence of β-CD

resulted in 80.80% and 59.40% degradation, respectively, for 6.25 mg/L and 100 mg/L of ATZ 

after 60 min of irradiation time. The treatment method could be described by the Langmuir-

Hinshelwood kinetic model, with kc equals 0.1462 mgL-1min-1 and KLH equals 10.45 × 10-2

Lmg-1. Thus, photodegradation with β-CD as a catalyst could be effectively used for the 

remediation of pesticide-contaminated wastewater.

INTRODUCTION

β-cyclodextrin (β-CD) is an amphiphilic molecule with 

a hydrophobic inner cavity rich in electrons (Kasprzak 

& Poplawska 2018). It serves as a host molecule for the 

supramolecular inclusion of a variety of guest molecules 

which results in host-guest inclusion complexes (Duan et 

al. 2020, Morin-Crini et al. 2018). Thus, the application of 

β-CD for the selective eradication of organic pollutants is 

a possibility. The capability of β-CD has been noticed to 

promote the degradation of organic pollutants. In recent 

years, numerous studies have investigated the application of 

β-CD in photocatalysis, revealing its prospect as an effective 

and versatile material for environmental remediation. 

One significant study was conducted by Liu et al. (2020), 

this comprehensive review highlights cyclodextrin-based

adsorbents as assuring materials for wastewater treatment 

due to their outstanding physicochemical properties. This 

material shows excellent performance in removing heavy 

metals, dyes, endocrine-disrupting chemicals, and mixed 

pollutants from water. The photocatalytic decoloration of 

organic dyes (Velusamy et al. 2014), and organophosphorus 

pesticides (Kamiya et al. 2001) by β-CD has been reported. 

Liu et al. (2011) also reported the photocatalytic degradation 

of pesticides with sulfonated β-CD and in a work by Zhou 

et al. (2019), the adsorptive removal of carbamazepine, 

chloroxylenol, and bisphenol A from water through 
β-CD polymer has been investigated. Another significant 
contribution comes from the work of Zhang et al. (2021), the 

authors explored polyacrylonitrile/β-cyclodextrin composite 

nanofibrous membranes with TiO2 and graphene oxide 

(GO) which were prepared via electrospinning. The results 

showed the highest photocatalytic efficiency under sunlight,

degrading methyl blue (MB) (93.52 ± 1.83%) and methyl 

orange (MO) (90.92 ± 1.52%). This eco-friendly and reusable 

PAN/β-cyclodextrin/TiO2/GO nanofibrous membrane holds
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significant potential for the effective removal of dyes from 

industrial wastewaters.

A recent study by Yadav et al. (2022) delved into the 

various cyclodextrin-based materials such as composites, 

nanocomposites, polymers, hydrogels, membranes, and 

immobilized supports for diverse environmental applications. 

Cyclodextrin’s eco-friendly nature promotes green processes, 

and the reversible equilibrium of the inclusion phenomenon 

allows for innovative pollutant removal techniques, 

including supramolecular chemistry, biodegradation, and

advanced oxidation, enabling complete pollutant removal 

and cyclodextrin recycling. In a recent experimental study 

conducted by Jia et al. (2024), a novel nano-adsorbent, CD/

CA-g-CS, was synthesized by chemically binding β-CD 

with chitosan (CS) and citric acid (CA) for efficient dye 

removal from wastewater. The material exhibited outstanding 

adsorption capacities for cationic and anionic dyes, 

surpassing previous adsorbents. CD/CA-g-CS demonstrated 

effective removal of mixed dyes in simulated sewage and 

real industrial wastewater, with an additional antibacterial 

activity of over 99.99% against E. coli, making it a promising 

solution for high-efficiency dyeing wastewater remediation. 

Conclusively, the collective results from these studies show 

the rising importance of β-CD in enhancing photocatalysis 

for environmental applications. The studies mentioned

above provide important visions into the mechanisms 

over which β-CD improves photocatalytic efficiency and 

provide a foundation for further research in modifying β-CD 

based materials for particular environmental remediation 

challenges. As scientists continue to investigate the potential 

of β-CD in photocatalysis, these studies pave the technique 

for the development of novel and effective strategies for 

tackling environmental pollutants.

The herbicide atrazine (ATZ) is often used to manage 

weeds and has been found in surface and groundwater in many

places throughout the world. ATZ is an endocrine disruptor that 

is frequently present in soil ecosystems where it accumulates 

because of its low volatility, delayed hydrolysis, high chemical 

stability, and poor biodegradability (Altendji & Hamoudi 

2023). Therefore, addressing the deterioration of ATZ in 

water through appropriate methods is crucial. Therefore, the 

study aims to investigate the photocatalysis of ATZ using 

β-CD polymer as a photocatalyst. The objectives are (i) the 

characterization of β-CD polymer (ii) the investigation of the 

effect of operating conditions on the reaction advancement 

and (iii) the investigation of the kinetics and mechanism of 

photodegradation of ATZ by β-CD polymer. An innovative 

way to combat water pollution is by photocatalytic reaction, 

in which the catalyst and light source photon work in concert 

to break down the target pollutant.

MATERIALS AND METHODS

Chemical Reagents 

β-CD polymer produced by Wacker CH was obtained from 

Sigma Aldrich. ATZ standard, (2-Chloro-4-ethylamino-

6-isopropylamino-1,3,5-triazine) was also obtained from 

Sigma Aldrich. Other chemical and reagents include ethanol, 

sodium hydroxide and hydrochloric acid. Distilled water was 

used for all analytical preparations.

Instrumentations

Fourier transform infrared spectroscopy (FTIR) was used 

to determine the functional group present in β-CD polymer. 

The scanning electron microscope - energy dispersive X-ray 

spectroscopy (SEM-EDS) Phenon Prox model, manufactured 

by Phenom-World Eindhoven, Netherlands was used to carry 

out the morphology analysis. Other characterizations include 

x-ray diffraction (XRD) (Empyrean Malvern Panalytical 

Diffractometer), thermogravimetric analysis - differential 

thermal analysis (TGA-DTA) (PerkinElmer TGA 4000), 

Brunauer, Emmett, and Teller (BET) and particle size 

analysis.

Photocatalysis of Atrazine 

The aqueous ATZ was photodegraded at ambient temperature 

in a photocatalytic reactor operating under ultraviolet (UV) 

light at a wavelength of 254 nm (Altendji & Hamoudi 2023). 

A mixture of 25 mL of ATZ solution and catalyst was 

vigorously stirred under UV light irradiation for 5 - 60 min 

in the dark. The aliquots were sampled and filtered to remove 

the solid phase. Detection of the concentration of ATZ was 

done by Shimadzu UV-1650 PC at a maximum wavelength of 

220 nm (Assaker & Rima 2012). The degradation efficiency 

(%) was obtained using Equation 1 (Aremu et al. 2022).

 
0

0

% 100
tDegradation ATZ ATZ

ATZ

−
=  � ...(1)

where ATZ0 and ATZ t are the initial and final 

concentrations of ATZ, respectively.

RESULTS AND DISCUSSION

EDS and SEM Analysis of β-Cyclodextrin

The SEM image presented in Fig. 1a showcases the 

morphology of β-CD polymer. Notably, the image 

reveals irregular shapes in the structure of β-CD. This 

suggests that the β-CD polymer is not uniform in its 

structure. This variability can impact its properties and 

performance and it is indicative of the agglomeration or 

aggregation of β-CD particles. This observation aligns 
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closely with the research findings reported by Rachmawati 

et al. (2013), which focused on the synthesis of molecular 

inclusion complexes involving curcumin and β-CD  

nanoparticles.

Fig. 1b illustrates the EDS spectrum obtained from the 

analysis of β-CD polymer. Within the figure, the spectrum 

qualitatively reveals the relative abundance of elements found 

in the β-CD sample. From this spectral data, two distinct 

elements emerge as being present in the β-CD, namely 

oxygen (O) and carbon (C). Notably, Fig. 1b underscores 

that oxygen (O) is the predominant element within the 

analyzed β-CD polymer. The analysis demonstrates 

that oxygen constitutes the majority of the composition 

at 88.94%, with carbon accounting for the remaining  

11.06%. 

TGA-DTA of β-Cyclodextrin Polymer  

The TGA-DTA curves obtained for β-CD polymer provide 
valuable insights into the material’s thermal behavior, with 
the DTA data offering a complementary perspective on the 
energy changes during phase transitions. Fig. 2 displays the 
TGA-DTA curve for β-CD polymer. Notably, a weight loss 
event is observed between 90.14oC and 90.32oC, resulting in 
a substantial reduction in weight from 99.997% to 96.356%. 
The TGA curve indicates a significant weight loss, typically 
associated with thermal decomposition or degradation. In the 
context of β-CD, this suggests that the sample undergoes 
decomposition, leading to the release of volatile components 
and a corresponding weight loss. The DTA data offer fur-
ther insights into these observations. At around 32oC in the 

DTA curve, an endothermic peak is evident, indicating the 

 

 

b) 

a) 

Fig. 1: SEM micrograph and EDS spectrum of β-cyclodextrin.
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absorption of heat during this phase transition such as melting 

or dehydration (Rajamohan et al. 2022). The endothermic 

nature of this peak confirms that energy is absorbed during 

the transition, consistent with the decomposition process 

indicated by the TGA data.

Subsequently, at approximately 38oC in the DTA curve, 

an exothermic peak is observed, signifying the release of heat.

This corresponds to an exothermic phase transition, which 

in the context of β-CD, could be linked to crystallization or 

another exothermic process. The release of heat during this 

transition aligns with the weight loss and decomposition noted 

in the TGA data, further supporting the idea that significant 

changes are occurring within the materials. As we move to 

higher temperatures, the TGA data indicate two more weight 

loss events, one between approximately 290oC and 240oC 

and another between 417oC and 435oC. These events likely 

signify pronounced changes or decomposition in the β-CD 

sample. The DTA data continue to corroborate the TGA 

findings. Notably, an endothermic peak at 505oC is observed, 

indicating another energy-absorbing phase transition or 

process at this elevated temperature. This endothermic peak 

aligns with the weight loss events observed in the TGA 

data and further supports the idea of structural or phase 

transformations in the β-CD samples under extreme thermal 

conditions.  

Fourier Transform Infra-Red Spectroscopy of 

β-Cyclodextrin

The FTIR spectrum of β-CD polymer (Fig. 3) shows peaks 

that correspond to the functional groups present in the 

glucose units of β-CD, such as C-H, C-O, and O-H bonds. 

These peaks are important for identifying β-CD. Fifteen 

(15) absorption bands were observed in the FTIR spectrum 

of β-CD and included bands observed at wavenumbers 

of 704.46 cm-1, 752.92 cm-1, 857.28 cm-1, 939.28 cm-1, 

1021.29 cm-1, 1077.20 cm-1, 1151.74 cm-1, 1252.38 cm-

1, 1334.38 cm-1, 1367.93 cm-1, 1416.38 cm-1, 1640.02 

cm-1, 2102.21 cm-1, 2929.68 cm-1 and 3265.14 cm-

1. The peaks obtained from the FTIR data of β-CD

polymer are  consis tent  with those reported in 

 

Fig. 2: TGA-DTA curves for β-cyclodextrin polymer.
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Fig. 5 illustrates the particle size distribution of β-CD, 

revealing a broad spectrum of particle sizes ranging from 

as small as 0.4 nm to as large as 10,000 nm (or 10 µm). 

This distribution is characterized by two key parameters: 

particle size, expressed in nanometers, representing the 

physical dimensions of β-CD particles, and intensity, denoted 

in percentage, which signifies the relative abundance of 

particles within specific size intervals. As depicted in the 

figure, there is a noticeable trend in the intensity values as 

particle size increases, signifying variations in the relative 

abundance of particles across different size ranges. The 

z-average diameter of this distribution is determined to be 

63.21 nm, indicating that the mean size of β-CD particles 

within the sample falls within this size range. The obtained 

value of 63.21 nm is far lower than the 173.212 µm reported 

for hydroxypropyl-β-cyclodextrin (Li et al. 2018). Crucially, 

the distribution curve unveils the presence of three distinct 

peaks, a characteristic feature of a multimodal distribution. 

These peaks represent separate populations of β-CD particles, 

each characterized by unique sizes and relative abundances. 

The first and most prominent peak, centered at 

approximately 102.8 nm, exhibits a high intensity of 

83.5%, signifying a substantial concentration of β-CD

particles within this size range. Notably, this peak displays 

a relatively wide standard deviation of 130.5 nm, indicating 

notable variability in the sizes of β-CD particles within 

this particular range. Conversely, the second peak, located 

around 2.319 nm, displays a lower intensity of 8.5%. This 

peak represents a population of considerably smaller β-CD 

particles. Remarkably, the standard deviation for this peak 

is remarkably low at 1.606 nm, suggesting a high degree of 

uniformity in particle size, with particles tightly clustered 

the literature (Bratu et al. 2004, Sambasevam et al.  

2013).

The FTIR data of the β-CD polymer were analyzed to 

assign the appropriate functional group to the various peaks. 

The peak at 704.46 cm-1 was attributed to the out-of-plane 

bending of C-H bonds in the glucose units of β-CD, while 

the peak at 752.92 cm-1 was assigned to the rocking vibration 

of C-H bonds in the glucose units of β-CD. The peaks at 

857.28 cm-1, 939.28 cm-1, 1021.29 cm-1, 1077.20 cm-1,  

1151.74 cm-1, and 1252.38 cm-1 were attributed to the 

stretching vibration of C-O bonds in the glucose units 

of β-CD. The peaks at 1334.38 cm-1, 1367.93 cm-1, and  

1416.38 cm-1 were assigned to the stretching and bending 

vibrations of C-H bonds in the glucose units of β-CD. The 

peak at 1640.02 cm-1 was assigned to the stretching vibration 

of O-H bonds in the glucose units of β-CD. The peak at 

2102.21 cm-1 was attributed to the stretching vibration of 

C≡C bonds typically found in alkynes. The peaks at 2929.68 

cm-1 and 3265.14 cm-1 were assigned to the stretching 

vibration of C-H and O-H bonds in the glucose units of β-CD, 

respectively (Rachmawati et al. 2013). The identification 

of functional groups in the FTIR data of β-CD polymer 

is important for understanding its molecular structure and 

properties. 

BET Analysis and Particle Size Distribution of 

β-Cyclodextrin

Fig. 4 shows the BJH cumulative pore distribution of β-CD. 

β-CD exhibited a surface area of 285.02 m2/g. The pore 

size was determined by the Barrette-Joyner-Halenda (BJH) 

method. The pore volume of β-cyclodextrin was 0.172 cc/g, 

it exhibits a slightly larger pore diameter of 2.138 nm.
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around the mean. Lastly, the third peak, characterized by 

a z-average diameter of 3528 nm and an intensity of 5.1%, 

corresponds to larger β-CD particles. Analogous to the first 

peak, this segment also exhibits a relatively large standard 

deviation of 1280 nm, indicating considerable variation and 

heterogeneity in particle sizes within this range. In summary, 

the particle size distribution data of β-CD underscores the 

diverse nature of particle sizes within the sample. The 

presence of multiple peaks signifies the coexistence of 

distinct populations of β-CD particles with varying sizes and

relative abundances. This data is pivotal for tailoring β-CD

for specific applications where particle size plays a crucial 

role, such as drug delivery systems, encapsulation, and other 

innovative uses in pharmaceuticals and materials science.

XRD Pattern of β-Cyclodextrin

XRD analysis was harnessed to delve into the intricate realm 

of phase composition and crystallite structure within the 

Fig. 4: BJH pore size distribution of β-cyclodextrin.

0

1

2

3

4

5

6

1 10 100 1000 10000

In
te

n
si

ty
 (

%
)

Size (nm)

Fig. 5: Particle size distribution of β-cyclodextrin.



103PHOTODEGRADATION OF ATRAZINE WITH b-CYCLODEXTRIN POLYMER

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

XRD pattern of β-CD polymer. The findings, prominently 
featured in Fig. 6a unveiled a vivid portrayal of the XRD 
pattern of β-CD, covering a 2θ range from 0° to 70°. This 
XRD analysis astutely revealed the polycrystalline nature 
of β-CD, as evidenced by the presence of multiple peaks at 
various 2θ angles. This observation aligns harmoniously with 
previous research, as supported by the work of Musuc et al. 
(2020). In the XRD patterns of β-CD, a total of thirty-three 
(33) distinguishable peaks graced the spectrum. However, 
seven of these peaks stood out as particularly prominent. 
Positioned at 2θ angles of 4.600°, 9.0620°, 12.53°, 12.767°, 
17.78°, 22.783°, and 27.08°, these peaks were accompanied 
by integrated intensities of 50, 447, 626, 923, 511, 675, and 

597 counts per second (cps) respectively. Notably, the 2θ 

values corresponding to these peaks closely mirrored the 

findings presented by Musuc et al. (2020).

Fig. 6b presents a comprehensive XRD analysis of β-CD 

polymer, thoughtfully compared with established standards, 

specifically the JCPDS card 00-054-1476. This analytical 

approach sought to unravel the phase composition and 

crystallite structure of the material, providing critical insights 

into its underlying characteristics. The findings depicted in 

Fig. 6b offer a compelling depiction of the XRD pattern of 

β-CD, extending over a 2θ range. What becomes apparent 

from this examination is the striking resemblance between the 

analyzed sample’s XRD pattern and the reference standard 

for β-CD decahydrate (C42H70O35-C7H7NO2•10H2O) as 

a) 

b) 

Fig. 6: XRD pattern of β-cyclodextrin (a), and β-cyclodextrin matched with standard (JCPDS card file).
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represented by the JCPDS card 00-054-1476. The XRD 

analysis indicates that all the diffraction peaks present in the 

sample’s pattern are consistent with the monoclinic structure 

of β-CD decahydrate, further confirming its identity. This 

alignment between the sample’s XRD pattern and the 

standard is significant, as it unequivocally establishes that 

the material under analysis is indeed β-CD decahydrate. The 

distinct peaks, their positions, and the overall pattern concur 

with the established reference, reinforcing the identity of 

the material. 

Photocatalysis of Atrazine by β-Cyclodextrin

Effect of the irradiation time and β-cyclodextrin dosage: 

In the photocatalytic degradation of the ATZ using β-CD, 

the results demonstrate a dosage-dependent impact on the 

photocatalytic degradation over the specified time intervals 

(Fig. 7). The lowest dosage of 0.1g β-CD at 5 minutes 

exhibited the lowest degradation efficiency of 6.2%, while 

the highest dosage of 0.5 g exhibited a higher degradation of 

17.6%. This trend continued through the subsequent time of 

the study, with the 0.5 g dosage consistently outperforming 

the 0.1 g dosages. Remarkably, at 60 minutes, the 0.1 g dosage 

caused 47.4% degradation, while the 0.5g dosage attained a 

moderately higher degradation efficiency of 59.4%.

Kinetics of Degradation

By assuming pseudo-first-order reaction kinetics, Equation 2 

was used to deduce the photocatalytic rate constants (Ayanda 

et al. 2021).
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The kinetic plot is shown in Fig. 8. The removal of ATZ 

with variation in β-CD dosage (0.1-0.5 g) best fits pseudo-

first-order kinetics with rate constants k and R2 values of 

0.0105 min-1, 0.011 min-1, 0.0125 min-1, 0.0124 min-1 and 

0.0127 min-1. The R2 values are 0.9967, 0.9986, 0.9997, 

0.9984 and 0.9987, respectively. 

Effect of Initial Concentration of Atrazine

For β-CD degradation of ATZ considering the initial 

concentration of ATZ, the results also reveal a concentration-

dependent trend, showcasing that, higher initial concentrations 

of ATZ result in decreased degradation efficiencies (Fig. 9). 

For instance, at the lowest concentration of 6.25 mg/L,

degradation rates were 28.0% at 5 minutes to 80.8% at 

60 minutes. As the initial concentration increases to 100 

mg/L, the resultant degradation rates decrease, ranging 

from 15.0% at 5 minutes to 59.4% at 60 minutes. This 

outcome aligns with common observations in photocatalysis, 

where higher initial concentrations can lead to increased 

competition for active sites on the catalyst surface, potentially 

affecting the overall efficiency of the photocatalytic process 

(Bagheri et al. 2017, Østergaard et al. 2024, Rehan et al. 

2024).

Mechanism of degradation: The degradation of ATR 

by UV light catalyzed by β-CD followed the pseudo-

first-order kinetics and depended on the concentration of 

ATR in the bulk solution (Equation 3). The integration of 

Equation 3 leads to Equation 4. Fig. 10 represents a plot of 
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The apparent pseudo-first-order rate constants obtained 
from the Langmuir–Hinshelwood model for UV light-
catalyzed degradation of ATZ using β-CD, signified by kc 

0.1462 mgL-1min-1 and KLH 10.45 × 10-2 Lmg-1 (Table 1), 

gave important understandings into the mechanism of the 

reaction. The relatively higher KLH and lower kc values imply 

a substantial adsorption affinity and a moderate degradation 

rate, implying that the degradation efficiency is influenced by 

the adsorption of the reactant onto the β-CD surface (Jerjes 

et al. 2020). This result underlines the potential of β-CD as 

a catalyst in UV light-induced degradation reactions. 

To determine the mechanism of action of the UV 

light catalyzed by β-CD, a heterogeneous kinetic model 

y = 6.8413x + 65.469

R² = 0.7781
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Fig. 11: Langmuir-Hinshelwood kinetic plot.

Table 1: The apparent pseudo-first-order rate constants (kapp), R2, and Langmuir–Hinshelwood model constants.

Atrazine (mg/L) Rate Equations Kapp (min-1) R2 kc  (mg/L/min) KLH  (L/mg) 

6.25 0.0496x + 0.0962 0.0496 0.9559 0.1462 10.45 × 10-2

12.5 0.0434x + 0.0887 0.0434 0.9613

25 0.0024x + 0.6095 0.0024 0.934

50 0.0019x + 0.4184 0.0019 0.9855

100 0.0015x + 0.1851 0.0015 0.9017
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(Equation 5) based on a Langmuir-Hinshelwood (L-H) model 

was applied (Ayanda et al. 2022), as presented in Fig. 11.

1 1 o

LHapp c c

ATZ
k k kK

    …(5)

The apparent pseudo-first-order rate constants (kapp), R2 

values, and the Langmuir-Hinshelwood model constants are 

presented in Table 1.

Effect of pH: Examining the influence of pH on the 

photocatalytic degradation of ATZ using β-CD also revealed 

an interesting result (Fig. 12). The results show that at 

pH 3, the lowest degradation of 49.76% was observed, 

signifying that the acidic conditions may have disturbed the 

photocatalytic activity of β-CD. As the pH increases, there 

is a steady increase in degradation efficiency, with pH 5 

resulting in 59.4%, pH 7-64.2%, pH 9-66.9%, and the highest 

degradation observed at pH 11 with 68.7%. 

This pH-dependent pattern supports the general 

understanding of photocatalytic reactions, where the surface 

charge of the catalyst and the nature of reactive species can 

be influenced by the pH of the solution (Li et al. 2019).

CONCLUSIONS

Cyclodextrins are cyclic oligosaccharides that have a high 

capacity for molecular inclusion. Within the discipline of 

environmental chemistry, cyclodextrins have been observed 

for their capacity to facilitate the breakdown of contaminants 

in aqueous solutions. Therefore, this study involved the 

detailed characterization of β-CD polymer, followed by the 

photocatalytic degradation of ATZ using β-CD polymer as a 

catalyst. The EDS analysis revealed oxygen (O) and carbon 

(C) as the main constituents of the β-CD. The identification 

of functional groups by FTIR helped to understand the 

molecular structure and properties of β-CD. The surface 

area of β-CD was 285.02 m2/g with the z-average diameter 

determined as 63.21 nm. The XRD analysis indicated that 

all the diffraction peaks present in the sample’s pattern 

are consistent with the monoclinic structure of β-CD 

decahydrate. The TGA data demonstrate weight loss events, 

suggesting decomposition or significant changes in β-CD, 

while the DTA data reveal associated energy changes during 

phase transitions. The endothermic and exothermic peaks in 

the DTA curve align with the weight loss events observed 

in the TGA data, providing a comprehensive and coherent 

understanding of β-CD’s thermal behavior.

The remediation studies demonstrated a dosage-dependent 

impact on the photocatalytic degradation over the specified 

time intervals, and considering the initial concentration of 

ATZ, the results revealed a concentration-dependent trend, 

showcasing that, higher initial concentrations of ATZ result 

in decreased degradation efficiencies. The photodegradation 

of ATZ in the presence of β-CD is pH-dependent i.e., a 

higher percentage degradation was observed at higher pH 

when compared to a lower pH of ATZ solution. The highest 

degradation efficiency of 80.80% was achieved when 25mL 

of 6.25 mg/L of ATZ was subjected to UV irradiation in the 

presence of 0.5 g of β-CD for 60 min. This study has shown 

that ATZ can be effectively treated with UV light and β-CD 

polymer as a photocatalyst.
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      ABSTRACT

Humans have evolved to the point where we are the most sophisticated animals in the world. 

The point of evolution is for creatures to become more suited to their natural habitat. A new 

degree of evolutionary adaption has been attained through humans. Massive technological 

advancements, new governments, and metropolises have all taken place. Every one of these 

societal advancements has one overarching goal: to ensure that our species continues to 

exist. As a species, we’ve figured out how to divide ourselves up into nations defined by 

shared values, religion, geography, and history. Divergences in geography, culture, and 

history have always been a source of contention among human beings. These disparities 

have, in the worst-case scenarios, led to war. Many various things, including religion and 

wealth, have sparked wars throughout history. War, though, never ends well; destruction is 

an inevitable byproduct. After a conflict, everyone is talking about how many lives were lost, 

how much property was destroyed, and how much money was spent. But the ecosystem is 

a quiet casualty of war. Seldom given a second thought are the deaths and devastation that 

befall Earth’s ecosystems, natural resources, and population. One can not help but question 

the impact of modern warfare on the environment and the consequences for humanity as a 

whole. The moral and social consequences of modern warfare’s assault on the environment 

can be seen by looking at the historical record of environmental degradation caused by this 

conflict. It is possible to learn about past and future efforts to safeguard the environment from 

human aggression by considering the problem from philosophical, scientific, and religious 

vantage points. If the Earth is to be further devastated by contemporary weaponry and 

combat, the loss endured by the environment will make the death toll of any contemporary 

battle appear negligible. The preservation of the natural world is crucial to the continuation 

of the human race.

INTRODUCTION

The Anthropocene Epoch is an informal designation within 
the field of geology, employed to delineate the latest epoch in 
the chronology of Earth’s history, during which the influence
of human activity on the planet’s climate and ecosystems 
became notably substantial. The term “Anthropocene” 
originates from the Greek terms “anthropo,” meaning
“man,” and “cene,” meaning “new.” It was introduced and 
gained prominence in the year 2000 by biologist Eugene 
Stormer and chemist Paul Crutzen. The inquiry around the 
commencement of the Anthropocene, a purported novel 
geological epoch, has generated much scholarly discourse 
among scientists. One widely accepted hypothesis posits 
that the phenomenon under consideration originated around 
the onset of the Industrial Revolution in the 19th century. 
This pivotal period witnessed a substantial alteration in 
human activities, resulting in a significant perturbation of 

carbon and methane levels within the Earth’s atmosphere. 
There are differing perspectives regarding the proposed 
commencement of the Anthropocene epoch, with some 
advocating for its initiation to be traced back to the year 
1945. During this period, human beings conducted the initial 
testing of the atomic bomb, subsequently deploying atomic 
bombs on the cities of Hiroshima and Nagasaki in Japan. 
The radioactive particles that ensued were identified in soil 
samples on a global scale. The experimental detonation of 
the bomb and the subsequent formation of a mushroom cloud 
gave rise to a potent and emblematic representation of the 
immense capacity for destruction inherent in the human race. 
The devastation caused due to war is less, but the aftereffects 
are tremendous. 

Looking at the past is the first step in morally assessing 
the impact of war on the environment. One can start to discern 
a pattern of ecological devastation by looking closely at the 
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recent history of conflict. “The first fireball flung at the first 
enemy, in prehistory, probably began it all” (Davis 1998) 
although environmental degradation has been going on for 
far longer than that. The destruction of farms and fields, the 
damming of rivers, and the poisoning of water supplies have 
all been done by armies throughout history in the name of 
war. Even in biblical accounts, such as “the story of Samson 
and Philistines...tells of...direct environmental destruction,” 
we witness examples of such devastation. “Samson set fire 
to the Philistines’ fields, orchards, and olive trees” (Ghorani-
Azam et al. 2016). According to Judges 9:45, while scouring 
the ancient city of Schechem, Abimelech had his warriors 
pour salt on the land, rendering it sterile. By destroying the 
city’s water supply, Genghis Khan conquered Mediaeval 
Baghdad—one of the most advanced civilizations of its time 
(Clark 1993). The devastation of crops and other natural 
resources was just the beginning of ancient conflict. Evidence 
of chemical warfare dates back to the Peloponnesian War 
(674–2000 B.C.), the Battle of Constantinople in 674, and 
India circa 2000 B.C. (Graham 1993). Biological warfare was 
employed during the 1300s Mongol siege of Kaffa. Plague 
victims’ corpses were hurled over city walls by the Mongols 
(Graham 1993). Not only did these chemical and biological 
weapons wipe out human populations, but they also damaged 
ecosystems and altered water cycles in the process. There 
would be an end to life on Earth as chemicals and biological 
agents seeped into the ecosystem. These earliest examples 
of ecological devastation due to human conflict show how 
far a man can push the environment, even with very basic 
tools and strategies.

The environmental damage has now reached a new 
degree of catastrophe. Environmental harm has escalated to 
unprecedented levels due to the development of chemical, 
nuclear, and biological weapons of mass destruction. This 
extraordinary degree of ecological devastation was first 
observed in World War I, the first big war. During this 
brutal conflict, new weaponry was introduced, each one 
capable of causing horrific damage. The French landscape 
and agriculture were levelled by the trenches. Because of 
how bad the destruction was in certain places; people are 
still feeling the effects today. Over 250,000 acres of arable 
land were declared unusable due to the extensive damage 
they sustained in the Somme conflict. Fighting also cut down 
494,000 acres of forest in France. Allied war efforts required 
the harvesting of more than 20 billion board feet (Clark 
1993). As with human populations, animal populations 
in Europe were decimated by the conflict. The wisent, or 
European buffalo, population was nearly wiped out due to the 
extensive clearing of forests across Europe (Graham 1993). 
The environmental devastation caused by World War I was 
not limited to Europe. The unexpected effects of the war on 

American environmental health were substantial. The war 
effort necessitated farmers to produce more food than they 
could reasonably consume. This led to the widespread belief 
that the soil in many Great Plains areas was nutrient deficient 
and hence unproductive. Many North American species had 
their habitats destroyed when farmland expanded across the 
plains and into woodlands and wetlands.

PAST STUDIES OF RELEVANCE

The research paper investigates the impact of warfare on the 
environment using large-N statistical models. The authors 
theorize on the potential effects of warfare on CO2 emissions 
per capita, NOx emissions per capita, forest change, and 
overall environmental stress reduction. They find that 
warfare significantly affects the environment, with impacts 
varying based on the environmental attribute examined, the 
location of the fighting (at home or abroad), and the level 
of economic development of the country. The study finds 
that warfare reduces CO2 emissions, with weaker effects in 
less developed countries (LDCs) compared to developed 
countries (DCs). Contrary to conventional wisdom, 
warfare at home increases deforestation while promoting 
forest growth when fought abroad, especially in LDCs. 
Warfare at home reduces NOx emissions for the LDCs but 
increases them for the DCs, while warfare abroad increases 
NOx emissions for both. Additionally, warfare increases 
aggregated environmental stress, particularly for the LDCs 
when fought at home and for the DCs when fought abroad. 
The study also provides insights into the implications of the 
findings for policymakers and suggests the need for further 
research on this topic. The research paper offers an empirical 
examination of the impact of warfare on the environment, 
providing valuable insights into the potentially substantial 
effects of warfare on various environmental indicators. The 
research paper, authored by Rafael Reuveny, Andreea S. 
Mihalache O’Keef, and Quan Li, delves into the effects of 
armed conflict on the environment, focusing on its impact 
on CO2 emissions, forest change, NOx emissions, and 
environmental stress reduction. The authors acknowledge 
the assistance received from Nils Petter Gleditsch, three 
anonymous referees, and Melanie Arnold. Overall, the 
research paper aims to provide a comprehensive analysis of 
the impact of armed conflict on the environment, utilizing 
statistical data and analyses to explore the relationship 
between warfare and environmental variables. The paper’s 
findings contribute to the understanding of the environmental 
consequences of armed conflict and provide valuable insights 
for policymakers and researchers.

The paper “Impact of War on the Environment: A 

Critical Study of Afghanistan” discusses the challenges in 
accurately documenting war fatalities, including those of 
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combatants and civilians, as well as quantifying the physical 
and environmental impacts of the conflict in Afghanistan. It 
highlights the environmental degradation caused by armed 
conflict, including the devastation of physical property, 
environmental pollution, and climate change, leading to mass 
migration and threats to human health. The paper emphasizes 
the need for environmental protection during armed conflict, 
citing international humanitarian law and protocols. It also 
discusses the adverse impacts of the US war in Afghanistan 
on the environment, natural resources, and the health of 
US service members and civilians. The paper provides a 
comprehensive analysis of the environmental consequences 
of war and the need for effective environmental protection 
measures during armed conflict.

The research paper delves into the complexities 
surrounding the principles, approaches, and methods 
for achieving full reparation for armed conflict-related 
environmental damage in the law of State responsibility. 
The paper examines the legal definition of the environment 
as an object of protection under international law and 
discusses practical challenges in international compensation 
for wartime environmental damage. It also delves into 
the valuation of environmental losses, particularly in the 
context of armed conflict, and the challenges in quantifying 
ecological services that are not traded in the market. The 
paper emphasizes the dynamic nature of the environment 
and the interactivity between human and natural systems. It 
provides insights into the practical challenges in assessing 
wartime environmental damage, including the temporal 
scale for reparation, limited baseline information, and 
establishment of the causal nexus. It also discusses the 
difficulties in quantifying environmental damage and valuing 
ecosystem services in monetary terms. Moreover, the paper 
addresses the impact of environmental damage on public 
health and emphasizes the relationship between reparation 
for the environment and the well-being of humankind.
It also highlights the need to consider the relationship 
between environmental damage and public health as integral 
components of the reparation process. The paper highlights 
the difficulties in establishing causality and the need for 
specific criteria for environmental damage resulting from 
armed conflict. It also addresses the challenges of valuing 
environmental damage and suggests the establishment 
of a permanent UN body to evaluate and compensate for 
environmental damage during armed conflicts. The paper 
emphasizes the evolving nature of environmental protection 
in relation to armed conflict and the importance of protecting 
the environment in times of peace and conflict.

The paper discusses the impact of human evolution on 
the development of societies, governments, and conflicts, 
leading to the organization of humans into different countries 

based on various factors. It explores how disagreements and 
conflicts have arisen as a result of differences in borders, 
values, and heritage, leading to wars fought for reasons 
such as religion and money. The paper provides a historical 
analysis of the environmental destruction caused by modern 
warfare, including examples from World War I, World War 
II, the Vietnam War, and the Gulf War. It highlights the 
catastrophic environmental effects of warfare, such as the 
destruction of farmland, forests, wildlife, and ecosystems, as 
well as the release of chemicals and oil spills. The paper also 
addresses the ethical, moral, and social ramifications of the 
environmental toll of war and discusses the responsibility of 
humans to protect the environment. It mentions international 
treaties and laws aimed at protecting the environment during 
warfare and the efforts made within the U.S. military to 
become more environmentally conscious (Ellis-Petersen 
2019). Ultimately, the paper concludes that war has 
significantly reduced the overall environmental health of 
the Earth and suggests that the only way to truly protect the 
environment from war is to end war itself.

MATERIALS AND METHODS

This study employed qualitative research methods. The 
qualitative study findings were gathered from a variety 
of secondary sources, including media articles, academic 
journal articles, and past theses. A discourse analysis method 
was used throughout this study, and several case studies 
were gathered from news articles and journals to provide a 
brief overview of the impacts of the climate crisis. For this 
research, various approaches were taken to bring forward the 
major issues of the study. Through the research and statistics 
available, the relationship between the environment and 
humans is clear. War has various impacts on the environment, 
but the main cause is human intervention.

War and Consequences

Throughout history, conflicts and military engagements have 
persisted, leading to a continuous series of wars up until the 
present day. The planet Earth has a rich historical record of 
warfare, which has undergone significant transformations 
for millennia. Historically, it was customary for a warrior 
to go from his place of residence in the early hours of the 
day to engage in combat. The individual possessed the 
understanding that, unless subjected to fatal harm or rendered 
unable to function, he would be reunited with his community 
later that evening. However, over time, this phenomenon 
transformed, as certain conflicts extended over prolonged 
periods, spanning several decades. The tools employed in 
warfare undergo continuous evolution and growth, although
the fundamental context of conflicts remains largely 
unaltered. In ancient times, the warrior relied on the forest 
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as a crucial resource for its influence on the air quality of 
the area. However, the introduction of fire as a weapon 
likely had an impact on the contemporary environment. 
Without a doubt, the ramifications of fire resulting from 
natural occurrences, such as lightning discharges and 
volcanic outbursts, would have been considerably more 
severe during that period. In contemporary times, warfare 
has seen significant transformations. The weaponry exhibits 
a diverse range of capabilities and adaptability, resulting in 
multifaceted impacts on the environment and air quality that 
humans inhale. These consequences manifest before, during, 
and after each occurrence, in addition to the primary objective 
of eliminating adversaries. Currently, it is feasible to observe 
unfolding events in real time. However, there is a notable 
absence of discourse regarding the anticipated consequences 
for individuals directly involved in these operations, the 
noncombatant populace, and future generations burdened 
by air pollution.

While wars are primarily driven by political, economic, 
social, and ideological factors, environmental considerations 
can play a role in the dynamics and armed conflicts. War 
solely doesn’t happen for environmental reasons, but the 
factors initiating war have environmental factors often 
intertwined. What is immediately striking is that today’s 
regional conflicts take place against a background of 
widespread poverty and misery in particularly stressed 

countries. Sometimes, in highly militarized but weak, poorly 
performing states and fragmented societies with endemic 
competition between ethnic or religious groups. The scarcity 
of natural resources and environmental degradation may also 
be the reason for interring group violence and anti-regime 
struggles. Conflicts happen over scarce natural resources 
like water, minerals, land, etc. Nations engage in conflict 
to gain strategic resources such as oil or valuable minerals. 
Environmental factors need not be the prime reason for a 
conflict to arise, but indirectly, in all aspect’s environment 
becomes a point where either conflict arises or it is being 
affected due to the conflict. For instance, from Table 1 the 
causes and consequences can be seen. 

From Table 2, it is known that conflicts are a wide-
spread phenomenon. Throughout history, with the arrival 
of the Industrial Revolution and following developments in 
armament, warfare has become a powerful and threatening 
phenomenon. The battles that occurred in ancient times under 
the governance of monarchs did have environmental reper-
cussions, although they did not have a long-lasting impact. 
Wood was utilized as the major material in the production 
of weapons. Wars have resulted in various adverse effects, 
including the depletion of forests, disruption of agricultural 
practices, and devastation of urban areas.

Nevertheless, these disputes involved humans rather 
than automatons. The wars did not result in substantial 

Table 1: War and its causes.

WARS CAUSES

IRAQ WAR (2003-2011) Control of oil resources

CONGO WARS (1996-2003) Control of minerals such as Colton, which is used in electronic devices.

1st LIBERIAN CIVIL WAR (1989-1997) Over resources such as rubber, iron, and timber.

DARFUR CONFLICT (2003-PRESENT) Over scarce resources like water and land.

NIGER DELTA CONFLICT (2004- present) Control of oil resources.

SOUTH CHINA SEA DISPUTES (ongoing) Claim overfishing rights, oil, natural gas reserves, and control over shipping lanes.

ANGOLAN CIVIL WAR (1975-2002) Control over oil wealth.

Table 2: War and consequences. Wars that caused heavy environmental damage.

Wars Consequences

Vietnam War (1955-1975) Destroyed jungle foliage, land-water contamination, long long-lasting ecological damage.

Gulf War (1990-1991) The Gulf oil spill caused damage to the marine ecosystem.

Iraq War (2003-2011) The burning of oil wells and targeting of industrial facilities led to air and soil pollution.

Yugoslav War (1991-2001) Destruction of oil sites and bombing of infrastructure contributed to pollution.

Syrian Civil War (2011- Present) Destruction of chemical plants and oil spills led to pollution of water and soil.

Kuwait War (1990-1991) Release of oil into Persian Gulf, burning of oil fields and oil wells.

Cambodian Civil War (1967-1975) The bombing by the US caused environmental damage.

Lebanese Civil War (1975-1990) The destruction of infrastructure and the release of pollutants contributed to long-term environmental 
challenges.
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environment……’. The environmental consequences of 
war, specifically in relation to air pollution, are initiated 
by the research, experimentation, and evaluation of various 
components associated with military weaponry, equipment, 
and ammunition, as well as the essential training required 
for their deployment (Protopsaltis 2012).

Beginning in 1945 and continuing until 2009, several 
governments were actively working towards the creation 
of nuclear weapons. According to the findings of the study, 
which included more than two thousand tests carried out 
over sixty-four years, there is no space for doubt regarding 
the major impact on air quality, as stated in Fig. 1. It was 
largely believed that this influence was caused by the 
emission of chemicals into the atmosphere, in addition to 
the subsequent addition of heat to the system of the Earth 
(Protopsaltis 2012). The patterns of natural air currents over 
land and sea were influenced by these elements, which in 
turn affected the flora, wildlife, and human population of 
the globe. Wars have been around for a very long time on 
Earth and have “evolved” in a significant way throughout 
history. Historically, to engage in combat, warriors would 
leave their homes during the early morning hours to make 
their way to the battlefield. The individual was aware of the 
fact that they would be reunited with their community later 
that evening, provided that they were not exposed to any 
harm that might result in death or physical impairment. On 
the other hand, this phenomenon went through substantial 
changes over time, as many confrontations lasted for 
several decades. Even though the underlying framework 
of battles is mostly unchanged, the technologies that are 
used in warfare are always evolving and growing. When 
it came to the acquisition of wood, which was used in the 
manufacturing of bows and arrows, historical warriors relied 
heavily on the forest as a vital resource available to them. 
However, the conflict had a relatively minor impact on the 
air quality of the environment even though the forest was 

enduring repercussions.  The widespread dissemination of 
nuclear weapons in modern times has greatly contributed to 
the incidence of armed conflict, mostly fuelled by scientific 
progress. This development has had significant and harmful 
repercussions on both present and future generations. As 
an illustration, the United States rapidly utilized nuclear 
weapons in Hiroshima and Nagasaki, leading to long-lasting 
hereditary abnormalities throughout the impacted populace, 
encompassing children and future generations.

Political Ecology

The study conducted in anthropology, geography, and 
allied fields is very significant for its examination of how 
structural forces, such as capitalist economic processes and 
power dynamics, contribute to environmental change in our 
increasingly linked world. The approach was characterized 
by a famous political scientist named Richard A Matthew. 
He has made a significant contribution to the study of 
environmental dimensions of armed conflict. He put forth 
the political ecology theory to understand the environmental 
consequences of armed conflict. Armed conflict can lead to 
environmental degradation, impacting communities’ access 
to essential resources and exacerbating vulnerabilities. 
He also explores how military activities contribute to 
environmental harm. These include the use of weapons and 
tactics that can lead to deforestation, soil contamination, and 
habitat destruction. 

Air Pollution

Aristotle regarded air as one of the five important elements 
of life on the planet. Pollution of the air must concern
everyone. In the declaration of the 1972 Stockholm 
Conference, there was no mention of the relevance of war 
in the pollution of the environment, although, in Principle 
6, there is a reference to ‘…. the release of heat to such 
quantities or concentrations to exceed the capacity of the 
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significantly affected by its consequences. The use of fire as 
a weapon, on the other hand, very likely had some impact 
on the environment that we live in today. Without a shadow 
of a doubt, the repercussions of fires that were caused by 
natural phenomena, such as lightning strikes and volcanic 
eruptions, would have been significantly more catastrophic 
during that period.

Throughout modern history, there have been substantial 
shifts in the character of warfare. The weapons demonstrate 
a wide range of capabilities and adaptability, which results 
in a variety of effects, particularly on the environment that 
is surrounding it and the air quality that people breathe 
in. In addition to the fundamental purpose of eradicating 
the presence of the opponent, these repercussions reveal 
themselves before, during, and after each instance of weapon 
deployment (Protopsaltis 2012). The ability to witness 
events in real-time is currently available, although there 
is little to no discussion about the potential implications 
that may be incurred by persons who are involved in the 
operations, civilians who are not involved in the conflict, 
and future generations who will be impacted by the air 
pollution that is caused by these activities. Fire has always 
been a significant component in battle, and it appears 
that it reached a respectable degree of proficiency during 
World War II. This is something that has been the case 
throughout the years. In the course of carpet-bombing air 
operations, incendiary bombs were developed and later 
utilized on a massive scale. Guernica was the target of 
continuous bombing by the Spanish Air Force and its allies 
for forty-eight hours during the Spanish Civil War in 1937. 
The bombing lasted for the whole duration of the conflict. 
Consequently, this bombardment led to the formation of a 
firestorm, which was distinguished by the development and 
maintenance of its wind system because of the increased 
intensity of the fire. A state that is comparable to that which 
is seen in an industrial incinerator may be observed in the 
scenario that was presented earlier, in addition to the fact 
that human lives were lost in the situation. Nevertheless, 
within the walls of an industrial incinerator, all materials 
are exposed to controlled combustion processes following 
regulatory standards, with the primary goal of reducing the 
amount of pollution that is released into the atmosphere. In 
the context of the Guernica tragedy, all of the things that were 
preventing the advancement of the fire were destroyed, and 
there was no sort of protection against air contamination. 
Certain types of pollution may be still present in the present 
day. It is dependent on the meteorological conditions that are 
now in place whether or not there is a possibility of getting 
airborne and engaging in continuous migration.

During World War II, many cities in Germany, Poland, 
and Japan were affected by the production of firestorms 

that were similar to the phenomenon. Both in the places 
that were immediately affected by the war and in regions 
that were placed along the predominant air currents, the 
potential environmental implications that could have resulted 
from the actions of the war were not fully examined or 
acknowledged, both at the time of the conflict and in future 
years.  Given the highly intense and concentrated character 
of firestorms, it is of the utmost importance to conduct an 
assessment of the volume of the heat that is produced during 
these events (Nilson & Burke 2002). Thermal energy is 
distributed throughout the surrounding air, with the majority 
of it being contained within the atmosphere of the Earth, and 
as a result, it contributes to the overall thermal load. World 
War I was one of the most significant wars that took place 
in the early part of the twentieth century with a significant 
impact. During the conflict, which lasted for more than four 
years, both sides deployed a significant amount of military 
force, with the majority of their operations taking place 
within the European continent. The event represented the 
beginning of the widespread use of chemical weaponry as 
well as the deployment of munitions that were becoming 
increasingly powerful. The majority of the thermal energy 
that was produced during this conflict was unable to escape 
from the system of the planet when it was released. Over 
time, it went through the process of dispersion and became 
mixed in with the air in the atmosphere, which affected the 
thermal conditions that were already present inside the air. 
The fight in Ethiopia and the battle in the Spanish Civil War 
were both subsequent events that occurred within the period 
immediately following World War II. In the beginning, the 
majority of the conflict took place in Europe; however, it 
eventually was extended to include both Asia and the Pacific. 
The struggle covered numerous forms of warfare, including 
ground conflicts, naval engagements, the targeting and 
destruction of cargo vessels, aerial fighting and bombings, 
the deployment of flying bombs and ballistic missiles, and 
finally, the usage of atomic armament. Between the years 
1939 and 1945, a substantial period of intense conflict took 
place in many different regions, including Japan, Europe, the 
Middle East, North Africa, and the Pacific islands. Around 
twenty-five cities in Europe and fifty-five cities in Japan 
were affected by destruction that ranged from forty percent 
to eighty percent.

The Keelings curve in Fig. 2, generated by the 
Intergovernmental Panel on Climate Change (IPCC), is 
presented here. This passage was subsequently cited in 
an Inconvenient Truth by AI Gore. The graph displays 
the temporal variation of the “temperature average.”   
Additionally, it displays the coordinates of the recorded 
temperature. The IPCC graph illustrates a steady rise 
in temperature from 1900 to 1950, reaching its highest 
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point during World War II. There are two notable surges 
towards the conclusion of World War II, which align with 
escalated warfare, including the devastation of numerous 
cities and the release of thermal energy from atomic  
weaponry.  

There is a noticeable increase in temperature fluctuations 
noted from the time of the Spanish Civil War to the 
beginning of World War II. The temperature experienced 
a gradual decrease until 1975, followed by a significant 
increase until 2005. The increase in numbers corresponds 

Fig. 2: The Keelings curve.

 

Fig. 3: Death rate due to air pollution. 
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to the enduring state of war that continued until 2005. 
Since 1970, there has been a clear association between the 
increase in the height of the ordinates and the incidence of 
key events such as the Gulf War, the Iran-Iraq War, war 
activities in Southern Europe, the war in Afghanistan, and 
the World Trade Center tragedy. These events likely had 
a significant impact on the rise in temperature within the 
Earth’s atmosphere. The Gaia hypothesis suggests that the 
biotic and physical components of the Earth are closely 
linked, forming an intricate network of interactions that 
maintain the climatic and biochemical conditions of our 
planet in a stable state of balance.  Undoubtedly, based on the 
evidence, one may argue that the planet’s design, probably 
implemented during its construction, does not allow for trivial  
actions. 

Effects of Air Pollution

The World Health Organisation (WHO) presents empirical 
evidence establishing associations between exposure to air 
pollution and the occurrence of type 2 diabetes, obesity, 
systemic inflammation, Alzheimer’s disease, and dementia. 
The International Agency for Research on Cancer (IARC) 
has officially designated air pollution, specifically PM2.5, 
as a prominent contributor to the development of cancer 
(Greentumble 2018). According to a recent comprehensive 
global analysis, prolonged exposure to certain factors has the 
potential to impact many bodily organs, hence potentially 
worsening and intensifying pre-existing health issues. 
Children and teenagers are considered to be particularly 
susceptible to many health risks due to the ongoing 
development of their bodies, organs, and immune systems. 

 

Fig. 4: Death due to water pollution (Buchholz 2022).
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Childhood exposure to air pollution has detrimental effects 
on health and is associated with an elevated susceptibility to 
diseases in adulthood, as shown in Fig. 3. However, children 
possess limited agency in safeguarding their well-being or 
exerting influence over air quality policies (Roser 2023).

Water Pollution

Thomas Homer-Dixon contends that it is difficult to locate 
distinct historical or modern instances of significant conflicts 
driven primarily by shortages of renewable resources like 
crops, woods, fish, and freshwater, despite worries that future 
conflicts may be fought over water. In August 1995, Ismail 
Serageldin, the Vice-President for environment sustainable 
development at the World Bank, presented a fresh report on 
global water challenges during a meeting in Stockholm. The 
research and its accompanying speech delineated an incipient 
water crisis in the Middle East, North Africa, and several 
nations, encompassing India and China. Mr. Serageldin stated 
that soon, the primary limitation for agricultural productivity 
in many regions will be the availability of water rather than 
land. Water resources are essential for promoting sustainable 
development and have a pivotal role in attaining Sustainable 
Development Goals (Clark 1993). Armed conflicts have the 
potential to disrupt water systems in various ways, leading to 
adverse effects that range from the supply of essential water 
services to development initiatives. Water, often hailed as the 
essence of life, is also recognized as a major transmitter of 
diseases. Consequently, the world is rapidly heading towards 
an impending catastrophe (Haseena et al. 2017). 

According to a study undertaken by the World Health 
Organisation (WHO), water serves as a vector for several 
diseases (Lin et al. 2022). Female individuals who ingest 
this contaminated water are prone to transmitting the 
consequences to subsequent generations.  Recent research 
has discovered the presence of microplastics in breast milk.  
The researchers assert that although the inference may be 
imprecise, it is highly likely that the pathogen entered the 
body via consumption of contaminated food and drink. 
Significant quantities of plastic debris are indiscriminately 
disposed of in the environment, while microplastics pervade 
the entire world, spanning from the peak of Mount Everest 
to the depths of the oceans.  Individuals ingest the minuscule 
particles by ingestion of food and water, as well as inhalation, 
and these particles have been detected in the excrement of 
both infants and adults (Schillinger et al. 2020). Fig. 4 shows 
how dangerous water pollution is than other causes.

Chemical defoliants were used on an estimated ten percent 
of the land in South Vietnam between the years 1961 and 
1975 to boost the effectiveness of bombing operations during 
the Vietnam conflict. This was done to boost the effectiveness 

of bombing operations (Rathi 2016). The usage of chemical 
agents has a significant influence on the water resources 
that are available in the region (region). The repercussions 
included a variety of factors, including the contamination of 
water sources, the increase in runoff and sedimentation, and 
the increase in the number of malarial illnesses that occurred 
as a result of bodies of water that remained stagnant. The 
coastal areas that have been cleared of vegetation have also 
witnessed an increase in their vulnerability to the harm 
that is produced by storms. Approximately one-quarter of 
the world’s population is currently dealing with a severe 
lack of water, and they are facing acute water shortages 
for at least one month out of every year.  According to 
Kitty van der Heijden, a specialist in hydro politics and the 
chief of international cooperation at the foreign ministry 
of the Netherlands, the absence of water would encourage 
individuals to commence migration(Schillinger et al. 2020). 
According to estimates provided by the United Nations and 
the World Bank, approximately forty percent of the world’s 
population is affected by water scarcity. There is a possibility 
that over 700 million people could be put at risk by drought 
conditions by the year 2030, which could result in the 
prospect of people being forced to relocate. Many people, 
including van der Heijden, have expressed their concern 
about the potential outcomes that could be brought about by 
this circumstance. “If there is no water, politicians are going 
to try and get their hands on it, and they might start to fight 
over it,” adds the politician (Milne 2021).

Over the 20th century, the rate of water consumption on a 
global scale increased at a rate that was greater than twice as 
fast as the rate of population growth. In the present moment, 
the presence of this incongruity is forcing a great number of 
urban places, ranging from Rome to Cape Town, Chennai 
to Lima, to impose water rationing measures. Since 2012, 
water crises have been routinely ranked among the top five 
of the Global Risks by Impact list, which is compiled by the 
World Economic Forum (Lin et al. 2022). This has been the 
case for almost a decade, beginning in 2012. The year 2017 
was marked by the occurrence of severe droughts, which 
played a key role in compounding the most catastrophic 
humanitarian catastrophe that has occurred since the Second 
World War. Approximately twenty million people were 
forced to flee their homes across Africa and the Middle East 
as a direct consequence of this crisis. This was mostly due to 
the simultaneous shortages of food and the subsequent wars 
that arose when these shortages occurred. For the past three 
decades, Peter Gleick, who is the chairman of the Pacific 
Institute in Oakland, has been spending his time researching 
the connection between water scarcity, war, and migration 
(Rothschild & Haase 2023). As a result of his belief that water 
disputes are on the rise, he made the following statement: 
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“With very rare exceptions, no one dies of literal thirst; 
however, more and more people are dying from contaminated 
water or conflicts over access to water.”  

Water Pollution and Maternal Health

Pollution can have detrimental effects on human reproductive 
processes through various mechanisms, such as decreasing 
sperm count, motility, and morphology, disrupting hormonal 
balance, increasing the risk of miscarriage, and impairing the 
functionality of reproductive organs (Haseena et al. 2017). 
The implications have the potential to cause infertility and 
reduce the chances of obtaining successful conception and 
pregnancy. Hepatitis E virus (HEV) is a pathogen that is 
transmitted via the contamination of water systems with 
fecal matter (Bartram 2008). Furthermore, it is linked to the 
occurrence of disease outbreaks in both children and pregnant 
women. SARS is a highly contagious viral illness that affects 
the respiratory system. The number 12. SARS infection 
during pregnancy is linked to occurrences of spontaneous 
miscarriage, premature birth, and intrauterine growth 
restriction. Research examining pregnant women with SARS 
found that three deaths occurred among twelve patients, 
and four women experienced spontaneous miscarriages 
during their first trimester (Wong et al. 2004). Walker et al. 
(2011) conducted a study to examine the impact of copper 
poisoning on pregnant women. Elevated copper levels are 
associated with intrauterine growth restriction (IUGR), 
preeclampsia, and neurological disorders. The investigations 
additionally indicate that the build-up of this substance in 
the body’s tissues might lead to heart failure, liver cirrhosis, 
pancreatic malfunction, and neurological abnormalities 
(Roberts et al. 2003).  The main effects of water pollution 
are PCOS, the menstrual cycle is affected, poor puberty 

and breast development, endometriosis, delay in pregnancy 
and steroidogenesis, and steroid hormone levels, causing an 
imbalance in the human body.

It is well established that the consumption of water with 
high levels of radioactive toxicants by pregnant women 
exposes them to an increased risk of spontaneous abortion, as 
seen in Fig. 5. Pollutants found in water not only specifically 
affect women. It affects both genders, in which women 
are more vulnerable to the changes. Infection in women 
is like a disease to the entire generation. Children are born 
malnutritional. That is underdeveloped and dies at an early 
age. From the perspective of water resources, arsenic, 
nitrate, chromium, etc., are highly associated with cancer. 
Ingestion of arsenic from drinking water can cause skin 
cancer and also kidney and bladder cancer (Marmot 2007). 
The potential cancer risk posed by arsenic in the water supply 
of the United States population is potentially like the risks 
associated with tobacco smoke and radon exposure inside 
residential environments (Smith et al. 1992). Nevertheless, 
there is variability in the individual susceptibility to the 
carcinogenic effects of arsenic. A controlled study conducted 
in northern Chile between 1994 and 1996 revealed a strong 
correlation between the presence of arsenic in drinking water 
and the incidence of lung cancer (Ferreccio et al. 2000) 
The study involved individuals who had been diagnosed 
with lung cancer and were admitted to a hospital, with their 
frequency being matched accordingly. Research has also 
demonstrated a synergistic relationship between smoking 
and the consumption of arsenic-contaminated drinking 
water in the development of lung cancer. The association 
between exposure to elevated levels of arsenic in drinking 
water and the occurrence of liver cancer was seen, although 
this relationship did not reach statistical significance 
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for exposure levels below 0.64 mg.L-1 (Lin et al. 2022). 
From Table 3, the consequences of lead consumption  
can be seen.

Soil Pollution

Land pollution is defined as the degradation or even 
destruction of the earth’s surface and soil as a result of 
human activities. Sources of soil pollution can be direct, 
for example, from dumping toxic chemicals directly onto a 
site, or indirect, for example, where toxic chemicals leach 
through the soil from particulates that have settled from air 
pollution from a nearby lead smelter (Heiderscheidt 2018). 
It can also be degraded by transforming the land by clearing 
it so that beneficial organisms can no longer provide services 
supporting growth and protect it from further erosion. 

The causes of Land pollution are 1) Deforestation and 
soil erosion. 2) Agricultural chemicals 3) Industrialization 4) 
Mining 5) Landfills 6) Human Sewage 7) Industrialization 
8) Construction activities 9) Nuclear waste

These pollutants in the land have an adverse effect on the 
environment. Due to the chemicals disposed in the land, the 
groundwater gets poisoned, making it unfit for drinking and 
other purpose. Due to a wide range of negative consequences, 
there is mass displacement of people from one place to 
another. Migration increases pressure on the lands, as they 
must meet the requirements of the entire population. `

The global population growth and escalating food demand 
are leading to the conversion of forests and grasslands 
into agricultural land(Roser 2023) The natural vegetation 
possesses extensive root systems that effectively anchor the 
soil in its original position.  Several of the substitute crops, 
such as cotton, coffee, wheat, and soybeans, lack extensive 
root systems, which contribute to soil erosion. Consequently,
the inability of the soil to absorb surplus rainfall exacerbates 
flooding.  Additionally, it facilitates the efficient drainage 
of fertilizers and other substances that have been applied 
(Heiderscheidt 2018).  Farmers regularly administer potent 
fertilizers, pesticides, fungicides, herbicides, and insecticides 
directly onto the crops and soil.  Substances that are not 
sprayed or carried by wind over the land can infiltrate the 
soil either by being absorbed through the roots of plants or 
by means of the remains of the targeted insects, creatures, 
and dead (Alengebawy & Abdelkhalek 2021). The pollution 
eradicates the thriving organisms that are accountable for 
producing fresh vegetative growth.  In 2016, the Food and 
Agriculture Organisation of the United Nations disclosed that 
a staggering 75 billion tonnes of soil are annually depleted 
worldwide, leading to the forfeiture of hundreds of billions 
of dollars in agricultural output.  Furthermore, it is worth 
noting that a significant proportion of food, specifically 95 
percent, is cultivated on soil worldwide. This highlights 
contamination as a significant issue in terms of land pollution. 

An exemplary instance of soil contamination is the 
Vietnam War (1955-1975), during which the extensive 
utilization of herbicides, notably Agent Orange, had 
profound and enduring impacts on soil and the environment. 
The substance in question was dioxin, a very poisonous 
molecule that had significant adverse effects on the 
environment. Dioxin exposure has been associated with 
a broad spectrum of health problems, such as cancer and 
congenital abnormalities. Global land contamination is a 
significant issue caused by the unrestricted dumping of 
industrial solid and hazardous waste. The output of industrial 
solid and hazardous waste has significantly increased due to 
growing industrialization, resulting in a severe environmental 
impact. India experienced severe crop failure in the late 
1980s. As a result, farmers are compelled to seek artificial 
fertilizers and pesticides to enhance the productivity of their 
crops. A factory was established in Bhopal (Heinzerling 
et al. 2016) in response to the increased demand. Methyl 
isocyanate (MIC), a very toxic chemical, poses significant 
risks to human health. Inhabitants of Bhopal residing 
near the pesticide facility started experiencing irritation 
caused by the methyl isocyanate (MIC) and subsequently 
commenced evacuating the city. Pregnant women at the 
time of the incident experienced an increased likelihood of 
giving birth to children with elevated cancer risk and who 

Table 3: Consequences of lead.

Parts of the 
Body

Consequences of Lead

Brain Any exposure is linked to lowered IQ, ADHD, 
hearing loss, and damaged nerves. Acute exposure 
can cause convulsions, loss of body movement, 
coma, stupor hyperirritability, and death.

Heart They have a significant increase in high blood 
pressure after the age of 50

Hormones It disrupts Vitamin D levels, which impairs 
cell growth, maturation, and tooth and bone 
development.

Blood Lead inhibits the body’s ability to make 
hemoglobin, which leads to anemia. This reduces 
oxygen flow to organs, causing fatigue, rapid 
heartbeat, dizziness, light-headedness, and shortness 
of breath.

Kidneys Chronic inflammation resulting from this might 
potentially lead to kidney failure, hematuria, 
pyrexia, emesis, dermatitis, cognitive impairment, 
somnolence, unconsciousness, increased body mass, 
and alterations in urinary patterns.

Reproductive 
System

Moderate exposure not only lowers sperm count but 
also damages them. Chronic exposure can diminish 
the concentration, total count, and motility of sperm.
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were born prematurely (Carrington 2022). The individuals 
who survived the Bhopal Gas Tragedy have encountered a 
variety of health issues throughout the years. The concerns 
encompass respiratory, neurological, musculoskeletal, 
ophthalmic (pertaining to the eyes), and endocrine conditions. 
Furthermore, women who have been exposed to hazardous 
gas have seen a notable rise in miscarriages, stillbirths, 
neonatal death, monthly irregularities, and premature onset 
of menopause (Lin et al. 2022).

The production of carbide needed more attention. 
Without proper knowledge and maintenance to cover the 
entire population’s needs, the consequences are the greatest 
Bhopal Gas tragedy. The poisonous gas killed over 2000 
people and still has its aftereffects on the soil. Mans’s greed 
and lack of knowledge led to such a great disaster. The 
consequences affect not only a single person but a whole 
generation to come. 

Plant-Animal Ecosystem

Human actions, including the use of fossil fuels, ocean 
acidification, pollution, deforestation, and forced migrations, 
pose a substantial danger to diverse types of life.  It is 
anticipated that over 33% of coral species, freshwater 
mollusks, sharks, and rays, 25% of all mammal species, 20% 
of all reptile species, and 16% of all bird species will become 
extinct (Arif 2020) A study undertaken by the Worldwide 
Fund for Nature (WWF) found that by 2100, a marine area 
over 2.5 times the size of Greenland might reach ecologically 

dangerous levels of microplastics. According to the WWF, 
plastic pollution is widespread in the water, and it is 
anticipated that almost every marine animal has encountered 
it (Schillinger et al. 2020). The WWF has documented 2,141 
species that have been detected coming into contact with 
plastic waste in their native environments. The research 
states that numerous marine ecosystems, including highly 
contaminated regions such as the Mediterranean, the East 
China and Yellow Seas, and the Arctic Sea ice, have already 
been beyond the threshold for acceptable levels of plastic 
pollution. 

The anthropocentric pollution is not only harming 
humankind but also bringing great destruction to the 
ecosystem (Nguyen 2021). Animals and birds are vulnerable 
to the toxins present in the air and water. In the Bhopal Gas 
Tragedy, when there was an outbreak of emission of harmful 
gas people managed to survive by some measures. But 
there was a total loss to the livestock present there. During 
the crisis, animals and birds are unaware of the harmful 
consequences, and they lose their lives (Fahad 2022). Due to 
this, many species are on the verge of being extinct. Species 
die due to fight, hunger, or old age. But now they become 
extinct, as they are not able to tolerate the harsh environment. 
Birds who migrate change their ways and get distracted due 
to improper seasons. The onset of migration gets delayed. 
People are in a future where the rainy season becomes 
summer, and summers are prolonged too much. The world 
has recorded the hottest summer ever in history. To quench 

 

Fig. 6: Endangered species list (Nguyen 2021).
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the thirst, animals, and birds drink polluted water, and there 
are all the consequences, as seen in Fig. 6.

Global apprehension revolves around the impact of 
environmental degradation on human beings.  It is sometimes 
overlooked that these contaminants also have an impact 
on animals and birds.  When people possess knowledge 
of preventive procedures for all possible events, their five 
sensory organs are rendered incapable of responding.  Air 
pollution has the potential to harm wildlife by interfering 
with their endocrine function, causing damage to their 
organs, making them more susceptible to stress and diseases, 
reducing their reproductive success, and potentially leading 
to death (Fahad 2022). Several instances of historical data, 
such as the occurrence of cattle deaths during livestock
events in the 1890s, the air pollution scenario in the 
Meuse Valley in the 1930s, and the cattle death episode 
in Belgium in 1911, indicate a potential connection.  The 
discharge of arsenic in the United States in 1908 resulted 
in the widespread illness and death of certain livestock
and horses.  In addition, the release of industrial smoke in 
England in 1914 resulted in respiratory ailments among
cattle, leading to a decline in wool production in sheep.  
Wildlife is highly vulnerable to the detrimental effects 
of industrial pollutants.  Moreover, there is compelling 
historical data that precisely supports this claim.  In 1963, the 
release of asbestos in South Africa resulted in lung damage 
in baboons and rats.  In addition, the release of fluoride 
in Canada in 1967 resulted in the occurrence of Fluorosis 
among whitetail deer. In addition, other historical instances 
of pollutant emissions have demonstrated the consequences 
of population reduction, bioaccumulation, hypocalcemia, 
hypoproteinaemia, blindness, genetic alterations, reduced 
corneal protein in hares, diminished antler quality in Roe 
deer, and eventual mortality. These are the consequences 
of various chemical emissions, such as Arsenic, hydrogen 
sulfate, fly ash, cadmium, oxidants, lead, mercury, sulfur 
dioxide, ozone, and so on. Anthropogenic pollution poses 
a significant risk to the preservation of wildlife habitats.  
Humans have traditionally viewed the air, water, and soil as 
places to dispose of trash without adequately considering the 
ecological repercussions of pollution.  Wildlife populations 
are consistently exposed to a vast range of toxins that are 
discharged into the environment. 

DISCUSSION

The universe’s problems originate within everyone. 
Humanity established empires to fulfill its desires and 
avarice yet remains oblivious to the repercussions they 
are encountering.  To combat sloth, he devises machines 
that ultimately supplant humans and defy the laws of 

nature.  According to Elon Musk, we are currently in an 
era where artificial intelligence is poised to dominate the 
planet. “AI is more powerful than nukes,” as stated by Elon 
Musk.  During a recent discussion among school pupils, it 
was observed that while youngsters are conscious of the 
evolving environment, they fail to recognize their role as 
contributors to its degradation.  The melting of glaciers is 
mostly attributed to excessive heat resulting from the usage 
of fossil fuels, as well as the detrimental effects of air and 
water pollution. These factors contribute to global warming, 
which subsequently leads to ozone depletion and ultimately 
causes the glaciers to melt.  The younger generation must 
comprehend that every activity they engage in is detrimental 
to the environment.  From the act of discarding plastic waste 
to leaving the refrigerator door ajar, every action adds to the 
deterioration of the environment.  Individuals sometimes fail 
to comprehend the gravity of the matter unless they undergo 
it themselves. The younger generation should promptly 
assume their obligations towards nature.  Lessons about the 
environment and its various impacts should be incorporated 
into their everyday curriculum.  They should possess 
knowledge of the saying, “As you sow, so shall you reap.” 

War has negative impacts on the environment. War is 
caused due to political greed. People are always concerned 
about how to outlive others, whereas they are least bothered by 
how it affects others. Countries show off their power through 
war. They are unaware of how many devastations these 
wars bring. In the olden days, the war brought destruction 
to the environment when compared to the modern bio war. 
Bio war has an impact on a generation ahead. The study of 
how structural forces, like capitalist economic processes and 
power dynamics, contribute to environmental change in our 
increasingly interconnected world is a major contribution 
of anthropology, geography, and related sciences. Richard 
A. Matthew, a well-known political scientist, typified the 
methodology. He has significantly advanced the field of 
research on the environmental aspects of armed conflict. To 
comprehend the effects of armed conflict on the environment, 
he proposed the political ecology hypothesis. Environmental 
deterioration can result from armed conflict, which can 
affect populations’ access to vital resources and exacerbate 
vulnerabilities. He also looks at the connection between
military operations and environmental damage. These 
include the employment of tools and strategies that have 
the potential to cause habitat damage, soil contamination, 
and deforestation.

There is an innate drive in every human being to ensure 
their survival, procreate, and pass their genes on to the next 
generation. Consequently, people gravitate towards others 
who share their values, ethics, and worldviews because we 
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are social beings. Wars have broken out over these divergent 
ideologies throughout human history. Looking at how 
conflict has affected the environment throughout history 
reveals that current human fighting has drastically worsened 
the planet’s environmental health. Applying notions from 
religion, philosophy, and science also makes it obvious that 
protecting the environment is essential to human survival and 
that people, being intelligent animals, have a responsibility 
to do it. A lot of work remains, but we have made progress 
in preventing further environmental degradation. If we look 
at the situation closely enough, we can see that stopping war 
is the only option to save the ecosystem from destruction. 
“Wherever there are military maneuvers, there will be some 
[environmental] damage” (Graham 1993), regardless of how 
ecologically conscious future forces may be. The scene of any 
battlefield will be one of devastation; war is a horrible thing. 
The environment is indirectly targeted by contemporary 
weapons such as bombs, tanks, and other military vehicles, 
which devastate ecosystems; battleships pollute the seas; 
and chemical and biological warfare might wipe out all life 
on Earth. So, ending war is the only way to safeguard the 
environment from its destructive effects. Unfortunately, 
we aren’t yet technologically sophisticated enough to 
disseminate the lovely concept of world peace. The only way 
to safeguard the environment from human conflict, therefore, 
is for there to be peace. Despite our many differences, many 
people believe that people will eventually learn to live in 
peace with one another. But worst-case scenario: human war 
wipes out Earth, its people, and its resources to the point that 
there is no longer any habitable planet.

CONCLUSION

The age of the Earth is approximately 4.5 billion years. The 
age of humanity is around 140,000 years. Humanity’s tenure 
on Earth has been relatively brief, yet the consequences of 
its actions endure indefinitely. The individual has chosen 
to identify as Homo sapiens, a term that translates to “wise 
man.” However, the question arises as to whether this 
individual truly possesses the level of intelligence implied 
by this designation. There are numerous locations where 
mankind has demonstrated wisdom. He has successfully 
divided the atom and constructed equipment capable of 
interstellar navigation. He embarks on a quest to discover 
new habitats in another universe. The process of splitting 
atoms resulted in the emergence of nuclear warfare as he 
pursued his ambition to explore the galaxy, disregarding and 
neglecting his current planet. This lacks wisdom. Wisdom 
exhibits distinct characteristics. Intelligence is vocal, while 
wisdom is attentive. The man shielded his ears from the 
cries of Mother Nature and turned a blind eye to all her pleas 

for assistance. Wisdom recognizes that every action elicits 
an equal and opposite reaction. Therefore, if we possessed 
wisdom, we would not be surprised by the occurrence of more 
intense storms, prolonged periods of drought, hurricanes, and 
wildfires. There is a significantly higher level of pollution 
compared to previous times. Increased carbon emissions 
result in a higher number of trees being deforested. Human 
activities have accelerated the rate of animal extinction by a 
factor of 1000 compared to the natural rate. In the next years, 
it is expected that every animal depicted in books will become 
extinct. Species that have outlasted humans will become
extinct due to our actions. The genuine crisis does not lie 
in global warming or environmental deterioration. It is the 
human-centered perspective. Problems are manifestations of 
humanity and consequences of human activity.
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      ABSTRACT

Hydraulic conductivity (K) as a parameter in surface and subsurface water interaction is an 

important study to research. Field observations using geoelectrics with the Schlumberger 

configuration and using infiltrometers with double ring were chosen as methods to estimate 

the (K) which aims to recognize the characteristics of the relationship between (K)   obtained 

from different observation results. The estimated (K)   obtained from infiltrometer observations 

are quite significant compared to geoelectric observations which range from 2.715 × 10-7

m/s to 6.132 × 10-7 m/s, while geoelectrical values range from 1.965 × 10-8 m/s to 3.896 ×

10-9 m/s. In this study, the soil conditions in geoelectric observations were carried out in an 

unsaturated state and infiltrometer observations were in a saturated state. This soil condition 

is used as one of the reasons for interpreting the research results in this study, that the 

hydraulic conductivity in unsaturated soil conditions decreases compared to saturated soil.

INTRODUCTION

The hydrological cycle, as the primary focus in hydrology, 

is presented as a system with various processes occurring 

within it. Infiltration, as one of the processes in the 

hydrological cycle, becomes a crucial phenomenon in the 

interaction between surface water and groundwater. The 

infiltration process is influenced by the land cover above 

it and the conditions of the land. When considering the 

physical properties of the soil, these influencing factors 

comprise soil porosity, grain size, and hydraulic conductivity, 

interpreted as the soil’s capacity to facilitate fluid flow. 

The flow entering the hydrological system in the form of 

precipitation can flow into rivers either on the surface as 

overland flow (surface runoff) or as subsurface flow after 

infiltrating into the ground (Cherry et al. 1979). According 

to Guymon (1994), the unsaturated zone in the hydrological 

cycle plays a role in channeling water that falls or pools 

on the surface into the ground or temporarily storing it 

near the surface for plant use. Cherry et al. (1979) describe 

unsaturated flow as a multiphase flow through porous media, 

involving both air and water phases. The flow through these 

porous media is regulated by hydraulic conductivity and 

soil permeability coefficients. Numerous studies have been 

conducted to investigate the interaction between surface 

water and groundwater in various case studies, employing 

diverse methods. In an integrated study, utilizing electrical 

resistivity tomography and infiltration methods to delineate 

the characteristics and potential of the unsaturated zone 

in crystalline rocks (Warsi et al. 2019), they asserted that 

water falling on the surface traverses the unsaturated zone, 

recognized as an active region controlling the flux of water 

between the surface and groundwater. The geoelectric 

method was applied to a lithologically complex porous 

aquifer in the Anthemountas Basin, Northern Greece, by 

Kazakis et al. (2016) to estimate the hydraulic properties of 

the aquifer using Archie’s Law and Kozeny’s equation. A 

similar approach was also employed by Niwas et al. (2012)

in the Ruhtral aquifer in Germany, utilizing the cementation 

factor (m) and alpha factor (m) parameters to calculated 

porosity in estimating the hydraulic parameters of an aquifer. 

The application of geoelectric methods can also be utilized 

to estimate groundwater infiltration, as demonstrated by 

(Hossain et al. 2021). They computed hydraulic conductivity 

values using Archie’s equation, as employed by (Niwas et 

al. 2012). However, the commonly used electrical resistivity 

equations do not apply to silty and clayey soils. Therefore, 

to calculate porosity, cementation factors were computed 

based on research conducted by (Choo et al. 2016). The 

estimated hydraulic conductivity values were used as 
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parameters to calculate infiltration rates using the Green-

Ampt model. In his book, Briaud (2013) describes the 

sealed double-ring infiltrometer test method developed by 

Trautwein & Danil in 1994 to measure hydraulic conductivity 

at shallow depths in soils above the groundwater table. The 

movement of surface water and atmospheric moisture to 

the groundwater system is significantly controlled by the 

hydraulic characteristics of the vadose zone above it. The 

movement of soil moisture through the unsaturated zone 

plays a crucial role in hydrological processes. According 

to (Zou et al. 2023), hydraulic conductivity is a dominant 

hydraulic parameter that governs the flow characteristics in 

the unsaturated zone, making its determination fundamental 

for groundwater dynamics characterization and prediction.

Based on a comprehensive review of various literature, 

this study is designed to identify the relationship between 

hydraulic conductivity values from different observations, 

including geoelectric and infiltrometer measurements. 

Geoelectric observations yield resistivity values used to 

estimate hydraulic conductivity, considering hydraulic 

parameters such as porosity, grain size diameter, and material 

formation factors comprising cementation and alpha factors. 

Double-ring infiltrometer observations provide infiltration 

rates and capacities using the Horton model to quantify them 

into hydraulic conductivity values.

STUDY AREA 

The research area is located within the Faculty of Engineering 

University of Indonesia, in the city of Depok, West Java  

(Fig. 1). The study region falls within the Jakarta groundwater 

basin, as defined by the Ministry of Energy and Mineral 

Resources Regulation number 2/2017 regarding Indonesian 

Groundwater Basins. According to the Medium-Term 

Investment Program Plan (RPIJM) for the city of Depok 

from 2015 to 2019, the research area is predominantly 

characterized by the Alluvial Fan Rock Unit, consisting of 

deposits such as clay, sand and gravel, and conglomerate 

(Fig. 2). The average rainfall over the last ten years from 

the FT UI Rainfall Station is recorded at 121.12 mm. Based 

on Fig. 1 of the observation area, there is an orange line 

representing the observation span for the geoelectrical survey 

along 80 meters. The length of this span does not indicate 

any special explanation but is merely due to the limitation of 

the land at the observation site. The green point represents 

the midpoint of the geoelectrical observation span, and the 

two blue points, each located 10 meters from the midpoint, 

are taken as representative points for the infiltrometer 

observation. Several observation points have been made 

within the area delineated by the red line; however, only the 

points and locations indicated in the figure are explained and 

selected for analysis in this study.

In all discussions, the flow rate through porous media is 

regulated by hydraulic conductivity and soil permeability 

coefficients. Fitts (2013) explains that the physical properties 

of water and the distribution of pore space determine the 

amount of water stored in a specific volume and how easily 

water can move through the material. The physical properties 

of water consist of the mass density of water (ρw) valued at 

1000 kg/m3, and viscosity (μ) of 0.0014 kg/(s.m). Physical 

properties of porous media, such as porosity (φ) and grain 

size (d) are determining factors for hydraulic conductivity. 

Soil test in the laboratory was conducted to obtain soil index 

 

Fig. 1: Observation area.
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property data, which consists of water content at 46.19%, as 

well as the results of hydrometer testing analysis indicating 

2.5% sand, 52.5% silt, and 46% clay, with grain size 

distribution depicted in Fig. 3. The visual description of the 

soil is silty with high plasticity (MH). 

MATERIALS AND METHODS

The estimation of hydraulic conductivity is obtained by 

analyzing field observations, which include geoelectric 

measurements and infiltrometer measurements. Fetter 

(1994) explains in his book that the hydraulic conductivity 

value of soil material can be measured in the laboratory

using a permeameter, commonly known as permeability 

testing. Therefore, in this study laboratory permeability 

testing is conducted as a control value to estimate the 

hydraulic conductivity from geoelectrical and infiltrometer 

observations. The procedure for laboratory permeability 

testing starts with collecting samples from the observation 

site, specifically at the midpoint of the observation span 

indicated by the green point in Fig. 1. Samples are taken using 

the hand boring method at depths of 0.3-0.5 meters and 1.7-

2.0 meters to obtain undisturbed soil. Once the soil samples 

are collected and ready for permeability testing, a series of 

Fig. 2: Geological formation of the study area.

 

Fig. 3: Grain size distribution curve.
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permeameter testing equipment is prepared and checked to 

ensure they are operational. Remove the soil sample from 

the sampling tube and place it into the permeability test tube. 

Measure the height of the soil sample for testing. The falling 

head method will be used for this test, and the calculations 

to determine the hydraulic conductivity value will be based 

on the provided explanations by Briaud (2013) and Fetter 

(1994). In this stage of the permeability test, the soil is 

saturated for approximately 5 hours. Then an initial reading is 

taken to determine the initial water level, followed by another 

reading approximately 16 hours later to measure the final 

water level. Permeability testing for soil samples at depths 

of 0.3 to 0.5 meters yielded a hydraulic conductivity value of 

8.33 × 10-8 m/s, whereas at depths of 1.5 to 2 meters, it was 

2.67 × 10-10 m/s. The hydraulic conductivity values derived 

from laboratory permeability testing are also utilized to aid 

in interpreting the hydraulic conductivity characteristics 

observed through geoelectrical and infiltrometer methods.

Geoelectric Observations

Geoelectric observations were conducted in the open green 

field within the Faculty of Engineering, Universitas Indonesia, 

with a span length of 80 meters using the Schlumberger 

configuration. This aimed to acquire a series of vertical 

electrical sounding (VES) data, consisting of potential 

difference and electrical current values, which would be used as 

parameters for calculating electrical resistivity. Measurements 

were carried out using the IRES T300F 1D instrument with 

a reading precision of 0.001 mV. Measurements are carried 

out in relatively flat regions, spanning from 0° N to 180° 

S. Electrodes must be installed directly in contact with the 

ground and positioned in a linear alignment. The electrode 

arrangement resembling the Schlumberger configuration is 

depicted in the accompanying diagram (Fig. 4). Electrodes 

M and N function as potential electrodes, while electrodes A 

and B serve as current electrodes.

The vertical electrical sounding (VES) data obtained 

from observations, consisting of potential difference (∆V) and 

electrical current (I) values, were analyzed to obtain resistivity 

values (ρa). This involved the preliminary calculation of 

the geometric factor (Kschlumberger) for the Schlumberger 

configuration, expressed as follows (Kirsch, 2009):

 𝐾𝐾𝑆𝑆𝑆𝑆ℎ𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝜋𝜋.  
(𝐴𝐴𝐴𝐴/2)2 − (𝑀𝑀𝑀𝑀/2)2𝑀𝑀𝑀𝑀   ...(1)

 𝜌𝜌𝑎𝑎 = 𝐾𝐾𝑠𝑠𝑆𝑆ℎ𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ∆𝑉𝑉𝐼𝐼   ...(2)

Three sets of VES data were obtained from three separate 

geoelectric observations conducted at different times. These 

sets of VES data were then interpreted using Progress v.3.0 

software, following the data processing guidelines for 1D 

resistivity interpretation with Progress software as outlined 

by Setiadi (2015).

Analysis of Resistivity Values and Hydraulic 

Parameters

The resistivity values used in estimating hydraulic 

conductivity are obtained from the interpretation results 

of the VES data. Kirsch (2009) in his book states, that the 

electrical resistivity of most minerals is high (except for: clay, 

metal ores, and graphite), and electrical current primarily 

flows through pore water. According to the famous Archie’s 

law, the resistivity of a water-saturated clay-free material is 

defined as follows:

 𝜌𝜌𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝐴𝐴𝐴𝐴 .𝐹𝐹� ...(3)

Where ρaquifer represents the specific resistivity of 

saturated sand, ρwater is defined as the resistivity of pore 

water, and F is a formation factor that combines all material 

properties affecting the flow of electrical current, such as 

porosity, pore shape, and cementation factor, expressed as 

follows:

 𝐹𝐹 =  𝑎𝑎 𝜑𝜑−𝑚𝑚� ...(4)

The constant  represents the influence of mineral grains 

on electrical current. If the mineral grains are perfect 

insulators, then a equals 1. The value of a will decrease 

Fig. 4: Schlumberger configuration schematic.
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infiltration into the soil were conducted at the same location 

and span as the geoelectric observations. Infiltrometer 

observations were carried out to obtain data on water table 

decline (Dh) over time intervals (Dt). The infiltrometer 

used was a double-ring infiltrometer with a ring height of 

20 cm, inner diameter of 15 cm, and outer diameter of 30 

cm. The observation procedure for the infiltrometer is based 

on SNI 7752:2012 regarding the method for measuring 

soil infiltration rates using a double-ring infiltrometer, 

which refers to ASTM D 3385-88, Standard Test Method 

for Infiltration Rate of Soils in Field Using Double-Ring 

Infiltrometer. The infiltrometer observation points can be 

seen in Fig. 1, the process begins by preparing the ground 

for placing a double-ring infiltrometer. The rings are then 

uniformly inserted into the soil to a depth of 2 to 3 cm using 

a rubber mallet. Before this, a measuring tool with a vertical 

ruler is fixed to both parts of the ring to facilitate water height 

readings. Water is introduced into the ring initially at a height 

of 15 cm. Subsequently, readings and recording of water 

level reductions are conducted at intervals of 1 minute for 

the first 10 minutes, 2 minutes up to 30 minutes, and then at 

5, 10, to 15-minute intervals. Measurements cease once the 

water level reduction stabilizes over time. The observation 

data, represented by the decline in the water table (h), is 

quantified into the volume (V) of water that infiltrates into 

the soil by multiplying the water table height (h) with the 

inner ring area (A). Subsequently, it is presented in the form 

of a graph illustrating cumulative infiltration, which depicts 

the relationship between the infiltration volume (F) and the 

accumulated time (t). Infiltrometer measurements serve as a 

reference for estimating the infiltration rate using the Horton 

model. To quantify the infiltration rate with the Horton 

model, several Horton parameters such as initial infiltration 

rate (f0), final infiltration rate (fc) and recession contant (k) are 

required. These three Horton parameters will be calculated 

using the Solver program in Microsoft Excel, allowing the 

Horton model infiltration rate (f) to be calculated based on 

the following equation (Wanielista et al. 1990):

 𝑓𝑓(𝑡𝑡) = 𝑓𝑓� +  (𝑓𝑓� − 𝑓𝑓�) .  𝑒𝑒��.�
  ...(11)

The total volume of infiltrate using Horton’s equation 

is determined by integrating the area under the curve, or:

 𝐹𝐹 = � 𝑓𝑓(𝑡𝑡) 𝑑𝑑𝑡𝑡 =
�
� 𝑓𝑓� 𝑡𝑡 + 

(𝑓𝑓� − 𝑓𝑓�)𝐾𝐾  (1−  𝑒𝑒��.�)  ...(12)

As explained by (Briaud 2013) based on Darcy’s law, 

which describes the flow through soil, hydraulic conductivity 

is defined as follows:

 𝐾𝐾 =

𝑉𝑉�𝐴𝐴∆ℎ�∆�   ...(13)

if mineral grains contribute to electrical conductivity to 

a certain degree. Typical values for a and m according to 

Schön (1996), as provided by Worthington (1993), for 

sand are 1 and 1.3, and for sandstone are 0.7 and 1.9. Choo 

et al. (2016) researched to modify the cementation factor 

values applicable to clay and silt soil types, expressed by 

the following equation:𝑚𝑚 = 𝑚𝑚���� . (1− 𝑉𝑉𝑉𝑉�) + 𝑚𝑚���� .𝑉𝑉𝑉𝑉�  ...(5)

Where msand  and mclay are the cementation factors for pure 

sand and clay respectively and VFc  is the fraction of clay. 

The values for pure sand and pure clay are 1.55 and 2.11, and 

the tortuosity parameter (a) is assumed to be 1 because it is 

related to the length of the current flow path, which is nearly 

the same for unconsolidated sediments as explained by (Niwas 

et al. 2012). Thus, the porosity value can be calculated using 

the modified mathematical formula as follows:

𝜑𝜑 = �𝜌𝜌�.𝑎𝑎𝜌𝜌�
  ...(6)

Thus, the obtained porosity values can be utilized 

to calculate the coefficient of permeability, as stated by 

(Kazakis 2016), as follows:𝑘𝑘 =
𝑑𝑑�

180
 

𝜑𝜑�
(1 −𝜑𝜑)²

  ...(7)

Freeze et al. (1979) defined hydraulic conductivity as the 

proportionality constant in Darcy’s law, which is a function 

of porous media and fluid. Hydraulic conductivity (K) is 

influenced by the permeability coefficient (k), gravitational 

acceleration (g), fluid density (ρ), and viscosity (m) of fluid 

expressed as follows:𝐾𝐾 =  
𝑘𝑘 𝜌𝜌𝑔𝑔𝜇𝜇   ...(8)

Two models for estimating hydraulic conductivity using 

Archie’s Law are explained in this study. The first model, 

represented by equation …(3), where the value of F is 

obtained from the graph depicting the relationship between the 

formation factor F and grain size by (TNO 1976), expressed in 

the following equation by Kirsch (2009) in his book:𝑉𝑉 = 1,26 𝑦𝑦��,��
  ...(9)𝑦𝑦 = 0,149 log𝑀𝑀 + 0.331  ...(10)

With M representing the grain size in micrometers, the 

grain size diameter ranges from 0.001 mm to 0.039 mm as 

obtained from laboratory soil test. 

Infiltrometer Observations and Horton Model 

Infiltration Rate Analysis  

Infiltration observations to determine the surface water 
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Where, Vf  represents the volume of water infiltrating into 

the soil at time t,  A is the area of the infiltrometer ring, Dht 

is the vertical distance from the bottom layer to the water 

level at the outer ring, and Dz is the thickness of the layer. 

The values of ht and z are assumed to be the same, based on 

the water height entering the soil, resulting in the quotient 

Dht and Dz being equal to 1. The relationship between the 

volume of infiltrated water and the area of the infiltrometer 

ring is then translated into the value of the Horton infiltration 

rate in meters per hour, which has been calculated previously. 

RESULTS

Geoelectrical Observation Result and Data 

Interpretation 

Geoelectrical observations using the Schlumberger configu-

ration yield varying results at each electrode spacing, as do 

the obtained resistivity values. For VES 1 data, the smallest 

resistivity value is 0.094 ohm.m at an electrode spacing of up 

to 5 m from the 80 m span, and the highest resistivity value 

is 182.126 ohm.m at a distance of 16 m from the span. The 

smallest resistivity value for VES 2 data is 1.056 ohm.m at a 

5 m electrode spacing from the span, and 161.541 ohm.m at 

30 m from the span, while for VES 3 data, resistivity values 

of 3.606 ohm.m at 60 m electrode spacing from the span, 

and 347.199 ohm.m at 40 m from the span were obtained. 

The calculation results of resistivity values vary significantly 

based on field observation data, which consist of potential 

difference and electric current data at each electrode spacing 

arranged according to the configuration used. Three sets of 

VES data from observations are summarized in Table 1.

Theoretically, soil and rock layers have resistivity values 

that are highly influenced by the composition of minerals 

contained within them. The magnitude of resistivity can be 

influenced by the porosity, and permeability of the material, 

and detached sedimentary rocks typically have lower 

resistivity compared to consolidated sedimentary rocks. 

Resistivity values typically depict and define the type of 

soil and rock. Electrical resistivity observations can provide 

insights into the depth of soil layers and rock formations 

across the span of measurements, through the interpretation 

of VES (Vertical Electrical Sounding) data. Interpretation 

is carried out using Progress v.3.0 software by constructing 

a parameter model comprising layer depths and their 

corresponding resistivity values, utilizing iterative trial-and-

error methods to achieve a close fit between observed and 

Table 1: VES data interpretation result.

VES 1 VES 2 VES 3

Depth (m) ρA (ohm.m) Depth (m) ρA (ohm.m) Depth (m) ρA (ohm.m) 

0 1.49 0 0.83 0 2.95

0.36 0.05 0.35 1.93 0.35 7.48

1.75 166.56 0.59 1.58 0.55 110.05

5.79 2.61 1.76 2.52 1.7 172.59

10.78 10.01 3.5 35.67 3.41 169.01

25.76 130.05 6.8 3.71 7.4 402.62

   

Fig. 5: Interpretation data with layer thickness and resistivity values.
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interpreted values (Setiadi 2015). Interpretation results from 

three sets of VES data collected at the same observation point

with an 80-meter span are presented in Table 1 and Fig. 5.

There are a total of 6 soil/rock layers with different 

thicknesses and resistivity values from the three VES data 

sets. The interpretation results of VES data 1 can estimate 

up to a depth of 35 meters with a resistivity value of 130.05 

ohm.m. 7 meters with a resistivity value of 3.71 ohm.m 

for VES data 2, and 7 meters with 402.62 ohm.m for VES 

data 3. There are two layers with relatively similar depths 

but different resistivity values. For a layer depth of 0.3 m, 

the resistivity values obtained from VES data 1, 2, and 3 

respectively are 0.05 ohm.m; 1.93 ohm.m; and 7.48 ohm.m. 

Meanwhile, at a depth of 1.7 m the resistivity values are 

166.56 ohm.m; 1.52 ohm.m; and 172.59 ohm.m. 

Estimation of Hydraulic Conductivity Values Based on 

Resistivity Values

According to equation …(3), an important hydraulic 

parameter to determine first, which is the formation factor 

(F) combining all material properties affecting electric 

current flow, such as the values of alpha (a), porosity (j), 

and cementation factor (m), formulated in equation …(4). 

Since the Archie equation …(3), is intended for clayey soil 

materials, it is necessary to reconsider the modified value of 

mmm based on equation …(5) by Choo et al. (2016). With 

msand and mclay values of 1.55 and 2.11 respectively, and 

VFc at 46% from laboratory soil sample testing, the value 

of  is calculated as 1.808. Meanwhile, the alpha parameter is 

assumed to be 1. Two models will be explained in this study 

to determine the necessary hydraulic parameters. For Model 

1, as described by Kirsch (2009) in his book, some formation 

values are related to the grain size of a material. Therefore, 

the value of F is obtained from a graph of the formation 

factor versus grain size from The Netherlands Organisation 

(TNO) using equations …(9) and …(10). For Model 2, in 

the research by Hossain et al. 2022 and based on previous 

studies, the range of pore water resistivity (jw) values is 

summarized based on the aquifer resistivity (ja). The (ja) 

value is obtained from observations in this study, and then 

interpolation of the existing data is done to determine the 

(jw) value.

In this study, porosity (j) emerges as a highly influential 

parameter for estimating hydraulic conductivity. The 

interpretation outcomes are based on consistent relative 

depths employed in this analysis, specifically at 0 m, 0.3 

Table 2: The results of hydraulic conductivity estimation model 1.

 Depth

(m)

ρA

(ohm.m)

d

(m)

F j ρw

(ohm.m)

k

(cm2)

K 

(m/s)

VES 1 0 1.49 0.000001 4.749 0.422 0.314 1.2558E-15 8.7997E-09

0.36 0.05 0.000001 4.749 0.422 0.011 1.2558E-15 8.7997E-09

1.75 166.56 0.000001 4.749 0.422 35.075 1.2558E-15 8.7997E-09

VES 2 0 0.83 0.000001 4.749 0.422 0.175 1.2558E-15 8.7997E-09

0.35 1.93 0.000001 4.749 0.422 0.406 1.2558E-15 8.7997E-09

1.76 2.52 0.000001 4.749 0.422 0.531 1.2558E-15 8.7997E-09

VES 3 0 2.95 0.000001 4.749 0.422 0.621 1.2558E-15 8.7997E-09

0.35 7.48 0.000001 4.749 0.422 1.575 1.2558E-15 8.7997E-09

1.7 172.59 0.000001 4.749 0.422 36.344 1.2558E-15 8.7997E-09

Table 3: The results of hydraulic conductivity estimation model 2.

Depth

(m)

ρA

(ohm.m)

m a ρw

(ohm.m)

j F d

(m)

k

 (cm2)

K 

(m/s)

VES 1 0 1.49 1.808 1 0.162 0.293 9.184 0.000001 2.805E-16 1.965E-09

0.36 0.05 1.808 1 0.005 0.293 9.184 0.000001 2.805E-16 1.965E-09

1.75 166.56 1.808 1 24.817 0.349 6.711 0.000001 5.560E-16 3.896E-09

VES 2 0 0.83 1.808 1 0.090 0.293 9.184 0.000001 5.560E-16 3.896E-09

0.35 1.93 1.808 1 0.210 0.293 9.184 0.000001 2.805E-16 1.965E-09

1.76 2.52 1.808 1 0.274 0.349 6.711 0.000001 2.805E-16 1.965E-09

VES 3 0 2.95 1.808 1 0.321 0.293 9.184 0.000001 2.805E-16 1.965E-09

0.35 7.48 1.808 1 2.144 0.501 3.488 0.000001 2.805E-16 1.965E-09

1.7 172.59 1.808 1 25.716 0.349 6.711 0.000001 5.560E-16 3.896E-09
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m, and 1.7 m with a grain size of 0.001 mm. The results 

of hydraulic conductivity estimation for both models are 

presented in Tables 2 and 3. 

In the first model, the porosity (j) remains constant 

because the estimation of the formation factor  (F) is based 

on the same grain size diameter, with the value of (F) varying 

depending on changes in the grain size of the material (d). In 

contrast, in the second model, the porosity varies significantly 

even for the same grain size. From the estimation results, 

it is essential to understand the relationship between 

the hydraulic parameters and the hydraulic conductivity 

values. This relationship can be visualized through the data 

distribution and graphical plots presented in Fig. 6. Based 

on the analysis using two modeling approaches to estimate 

hydraulic conductivity values from resistivity measurements 

obtained from geoelectrical field observations, the formation 

factor significantly impacts the determination of (K) values. 

Tables 4 and 5 summarize the estimated hydraulic 

conductivity values for different grain sizes.

The selection of the model parameters can be observed 

from the data plots of resistivity values against various 

hydraulic parameters, such as porosity (j), pore water 

resistivity (jw) formation factor (F), and hydraulic 

conductivity (K). Based on the obtained R² values, Model 2 

is preferred, as it has a better R² value compared to Model 

1 and aligns with Fitts (2013) theory on the properties of 

porous media, where porosity represents a small portion of 

pore space within the volume of soil material components. 

Porosity is defined as the ratio of the volume of voids, 

consisting of air and water volumes, to the total volume of 

soil material. The total volume comprises the volumes of 

air, water, and solid material. In this study, it is assumed 

that there are no changes to the total volume. Changes in 

soil conditions occur across dry, unsaturated, and saturated 

conditions based on the three phases composing the soil 

material. Soil is considered unsaturated when the pore 

volume is partially filled with water and partially with air, 

while saturated soil indicates air voids being fully occupied 

by water. At a saturation degree of 100%, the volume of void 

equals the volume of water, whereas a saturation degree of 

0% implies the volume of void equals the volume of air. 

These conditions do not alter the volume of the void hence, 

the porosity value remains constant.

Estimation of Hydraulic Conductivity Values Through 

Soil Infiltration

The infiltrometer observation started at t = 0 hr and continued 

until t = 1,667 hr, with intervals of 1 minute for the first 

10 minutes, 2 minutes for the subsequent minutes up to 

30 minutes, 5 minutes for the following minutes up to 60 

minutes, and 10 minutes for the next minutes up to 100 

minutes (SNI 7752:2012). The results of the infiltrometer 

observation include the actual volume of water infiltrated 

into the soil in the field and the infiltration volume analyzed 

 

  

Fig. 6: The data plot of resistivity value with hydraulic parameters.
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using the empirical Horton model, presented in Table 6 and 

Fig. 7. 

The total volume of infiltrate obtained using the Horton 

model is considered satisfactory because the Sum of 

Squared Errors (SSE) from the observation and modeling 

results is very small and approaches zero. Additionally, the 

agreement between the observation and modeling results 

can be observed from the graph, indicating a close match. 

The calculation steps outlined above are used to analyze 

the infiltration rate, which is then utilized to estimate the 

hydraulic conductivity, presented in Table 7.

DISCUSSION

The estimated values of hydraulic conductivity from 

geoelectrical observations, infiltrometer measurements, and 

laboratory permeability tests are summarized in 

The estimated hydraulic conductivity values obtained 

are quite significant compared to geoelectrical observations 

and permeability tests. This is also due to soil density and 

soil unsaturation, resulting in higher hydraulic conductivity 

values in infiltrometer observations, indicating a greater 

ability to rapidly transmit fluids. All observations were 

Table 4: The results of hydraulic conductivity estimation model 1 based on grain size.

Depth

(m)

ρA (obs)

(ohm.m)

Grain size (mm)

0.001 0.005 0.011 0.020 0.039

VES 1 0 1.49 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

K (m/s) 0.36 0.05 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

1.75 166.56 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

VES 2 0 0.83 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

K (m/s) 0.35 1.93 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

1.76 2.52 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

VES 3 0 2.95 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

K (m/s) 0.35 7.48 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

1.70 172.59 8.7997E-09 5.1962E-07 3.6925E-06 1.6176E-05 8.3711E-05

Table 5: The results of hydraulic conductivity estimation model 2 based on grain size.

Depth

(m)

ρA (obs)

(ohm.m)

Grain size (mm)

0.001 0.005 0.011 0.020 0.039

VES 1 0 1.49 1.9654E-09 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

K (m/s) 0.36 0.05 1.9654E-09 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

1.75 166.56 3.8961E-09 4.9134E-07 2.3781E-06 7.8615E-06 2.9893E-05

VES 2 0 0.83 1.9654E-09 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

K (m/s) 0.35 1.93 1.9654E-09 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

1.76 2.52 1.9654E-09 8.3059E-08 4.0201E-07 1.3290E-06 5.0533E-06

VES 3 0 2.95 1.9654E-09 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

K (m/s) 0.35 7.48 1.9654E-08 4.9136E-08 2.3782E-07 7.8618E-07 2.9894E-06

1.70 172.59 3.8961E-09 8.3059E-08 4.0201E-07 1.3290E-06 5.0533E-06

Table 6: The actual infiltrometer observation result and Horton’s Model.

t

(hr)

Δh

(m)

F (Obs)

(m3)

F (Horton)

(m3)

SSE

Measurement 1 Point 1 1.667 0.190 0.0034 0.0039 0.0000002991

Point 2 1.667 0.257 0.0045 0.0058 0.0000014630

Measurement 2 Point 1 1.667 0.305 0.0054 0.0053 0.0000000017

Point 2 1.667 0.156 0.0028 0.0029 0.0000000125

Measurement 3 Point 1 1.667 0.524 0.0093 0.0093 0.0000000001

Point 2 1.667 0.295 0.0052 0.0053 0.0000000116
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recorded with timestamps as seen in the figure, along 

with weather conditions at the time of observation. For 

geoelectrical observation on December 4th, rainfall was 

recorded on the previous days totaling 29.8 mm. For 

infiltrometer observations, the weather tends to be hot 

with rainfall occurring before the second infiltrometer 

observation, amounting to 38.8 mm, precisely on October 

25th. And the distribution of this data can be seen from the 

image in Fig. 8. The estimation of hydraulic conductivity 

values based on geoelectrical observations was conducted at 

depths of 0.3 m and 1.7 m, as well as permeability testing in 

the laboratory. In the infiltrometer observation, it is assumed 

that water seeps vertically into the soil, so the depth of the 

layer used is assumed to be 0.1 m.

The estimated hydraulic conductivity values obtained 

are quite significant compared to geoelectrical observations 

   

Fig. 7: Scatter plot of actual infiltration and Horton’s Model.

Table 7: Infiltration rate Horton’s model and hydraulic conductivity.

 t

(hr)

Δh

(m)

f

(m/jam)

K

(m/s)

Measurement 1 Point 1 1.667 0.190 0.00114 3.1724E-07

Point 2 1.667 0.257 0.00327 9.0910E-07

Measurement 2 Point 1 1.667 0.305 0.00093 2.5759E-07

Point 2 1.667 0.156 0.00103 2.8546E-07

Measurement 3 Point 1 1.667 0.524 0.00206 5.7187E-07

Point 2 1.667 0.295 0.00153 4.2434E-07

Table 8: The hydraulic conductivity values from three observations.

Geolistrik Infiltrometer Permeability Lab

Depth (m) K (m/s) Depth (m) K (m/s) Depth (m) K (m/s)

Obs 1 0.35 1.965E-09 0.1 6.132E-07 0.3 8.330E-08

 1.76 1.965E-09 1.7 2.669E-10

Obs 2 0.36 1.965E-09 0.1 2.715E-07   

1.75 3.896E-09   

Obs 3 0.35 1.965E-08 0.1 4.981E-07   

 1.7 3.896E-09  

Table 8: The hydraulic conductivity values from three observations.

Geolistrik Infiltrometer Permeability Lab

Depth (m) K (m/s) Depth (m) K (m/s) Depth (m) K (m/s)

Obs 1 0.35 1.965E-09 0.1 6.132E-07 0.3 8.330E-08

 1.76 1.965E-09 1.7 2.669E-10

Obs 2 0.36 1.965E-09 0.1 2.715E-07   

1.75 3.896E-09   

Obs 3 0.35 1.965E-08 0.1 4.981E-07   

 1.7 3.896E-09  
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and permeability tests. This is also due to soil density and 

soil unsaturation, resulting in higher hydraulic conductivity 

values in infiltrometer observations, indicating a greater 

ability to rapidly transmit fluids. All observations were 

recorded with timestamps as seen in the figure, along 

with weather conditions at the time of observation. For 

geoelectrical observation on December 4th, rainfall was 

recorded on the previous days totaling 29.8 mm. For 

infiltrometer observations, the weather tends to be hot with 

rainfall occurring before the second infiltrometer observation, 

amounting to 38.8 mm, precisely on October 25th.

Based on the observations, the hydraulic conductivity 

values from laboratory permeability tests, which are used as 

control values for estimates in this study, are the most accurate: 

8.330 × 10-8 m/s at a depth of 0.3 meters and 2.669 × 10-10 m/s 

at a depth of 1.7 meters. The hydraulic conductivity values 

estimated from infiltrometer observations are significantly 

different from those obtained from geoelectrical observations 

and permeability tests. Geoelectrical observations yielded 

values in the range of 10-8 to 10-9, while the average results 

from infiltrometer observations were in the range of 10-7. It 

can be logically concluded that at a depth of 1.7 meters, the 

soil is more saturated compared to a depth of 0.3 meters. This 

difference could be because surface soil is more frequently 

affected by climatic and weather changes, such as exposure 

to sunlight, wind, and rain, which influence soil moisture 

and water content. Thus, it can be inferred that unsaturated 

soil, or soil with less water content, has a higher ability to 

quickly transmit fluids (water), resulting in higher surface 

conductivity values. However, other factors must also be 

considered. Specifically, the soil conditions during the 

observations were different: the geoelectrical observations 

were conducted on unsaturated soil, while the infiltrometer 

and laboratory permeability tests were done on saturated 

soil. This supports the estimation results, based on the theory 

explained by Briaud (2013), regarding hydraulic conductivity 

values for saturated and unsaturated soils.

Briaud (2013) explains that one fundamental observation 

about water flow in unsaturated soil is that hydraulic 

conductivity decreases compared to saturated soil. When 

the soil becomes drier, there is more space for water to flow. 

However, in reality, this is not the case because air occupies 

those voids and cannot easily escape, so water can only 

flow through the remaining water in the soil. The degree of 

saturation significantly affects hydraulic conductivity values. 

When the degree of saturation decreases, water content also 

decreases, and water tension in the soil increases. This is 

the basic theory of the soil-water retention curve (SWRC). 

Furthermore, previous research shows the relationship 

between hydraulic conductivity and water tension. Hydraulic 

conductivity values depend on water tension; when water 

tension increases, the amount of water in the soil decreases, 

making it more difficult for water to infiltrate the soil. 

Therefore, hydraulic conductivity is lower in unsaturated soil.

CONCLUSION

In this study, both geoelectrical and infiltrometer observations 

were conducted to estimate hydraulic conductivity 

values. Based on the estimation results, the geoelectrical 

observations provided values that closely approximated 

the laboratory permeability test results. This is attributed 

to several determining parameters analyzed through 

assumptions and deductions based on theory and field 

conditions, such as the formation factor (F) consisting 

of porosity (j), cementation (m), alpha factor (a), and

pore water value. Although geoelectrical observations are 

generally more cost-effective and faster than drilling and 

 

Fig. 8: Plot data of estimated hydraulic conductivity values   from different observations.
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can infer depth and soil layer thickness, upon comparing the 

results of all three observations as described and depicted, 

the estimation of hydraulic conductivity values using the 

infiltrometer observation method was deemed more effective. 

This is because the values obtained from the infiltrometer 

observation method aligned well with the theoretical 

framework and field conditions. However, it is important 

to note that infiltrometer observation estimation is limited 

to surface measurements only and lacks depth information.
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      ABSTRACT

The global population surge has escalated the demand for food production. While conventional 

farming meets consumer demands, it often compromises food quality and safety. This method 

of agriculture has significant adverse effects on health and the environment, relying heavily 

on chemical fertilizers, costly seeds, and machinery. Conventional farming contributes to 

environmental degradation, food-borne illnesses, and soil infertility. In response to these 

issues, organic agriculture has gained prominence worldwide. The rising demand for organic 

products is driven by their nutritional and environmental benefits. Numerous studies have 

explored the advantages and disadvantages of various farming methods, comparing organic 

and conventional practices. This paper reviews the emerging impacts of organic farming on 

the environment and climate change and examines the nutritional differences and consumer 

preferences for vegetables produced by these two farming methods.

INTRODUCTION

The world population crossed over 8 billion on 15 November 

2022 as per the Worldometer calculations and it is anticipated 

to peak in the 2080s at about 10.4 billion people (Gerland et 

al. 2022). Feeding the population is the primary concern of 

society. The demand for agricultural goods is anticipated to 

increase by 25-70% by 2050, putting additional pressure on 

the environment, especially on natural resources like water, 

soil, etc. (Hunter et al. 2017). However, the emergence 

of the green revolution in 1960-1970 solved the food 

shortage by increasing food production gradually to fulfill 

consumers’ demand, but it also included the use of various 

chemicals and fertilizers to achieve its objectives. This use 

of artificial chemicals and fertilizers increased steadily in 

conventional agriculture (Azam & Shaheen 2019), which 

resulted in environmental degradation such as soil infertility, 

air pollution, excessive use of water, and the most affected 

is the quality of food crops.

Therefore, it became necessary to improve environmental 

sustainability and food quality through new innovative 

agricultural methods. In response to these challenges, 

scientists and agricultural experts started innovating new 

farming methods that make almost no use of chemicals, 

leading to an ancient form of farming, i.e., organic farming. 

Organic farming is the holistic approach and among the most 

effective chemical-restricted agricultural methods being 

used to increase crop production and sustain environmental 

resources (Heinrichs et al. 2021). Organic farming forbids 

the use of fertilizers, chemicals, and genetically modified 

organisms (GMOs) to protect the environment, maintain 

soil fertility, and maintain biodiversity (Tscharntke et al. 

2021). Organic farming methods have gained popularity 

over the years. 

Despite the growing popularity of organic farming, a 

comprehensive understanding of its relative advantages 

and disadvantages compared to conventional methods 

remains elusive. Numerous research studies have attempted 

to compare the two farming methods, but there are still 

significant gaps. Thus, there arises a need for collective 

information that synthesizes and summarizes the findings 

from research conducted on the developments in organic 

farming and its comparison with conventional farming 

practices from the early 1920s to 2023. This paper aims to 

provide a comprehensive overview of conventional farming, 

the impact of the green revolution on farming practices 

in India, historical developments in organic farming, as 

well as an in-depth analysis of the differences and impacts 

of both farming practices on various aspects such as the 

environment, soil quality, climate change, nutritional values, 

and consumer perspectives. The information for this review 

paper was collected from different authentic databases 

including PubMed, Google Scholar, and reports from various 

organizations such as IFOAM, APEDA, USDA, etc. By 
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synthesizing findings from a wide range of sources, we 

seek to explain the potential of organic farming to address 

contemporary agricultural challenges while promoting

environmental sustainability and nutritional quality.

CONVENTIONAL FARMING

Historically, the term ‘conventional’ has been used to 

describe the process of cultivating crops on land using 

fresh water for irrigation, in an open area and excessive use 

of fertilizers (AlShrouf 2017). This is the most common 

agricultural method used for growing crops. Conventional 

agriculture is the most prevalent farming method which is 

being used for crop production in industrialized nations, 

therefore, it is also known as industrial agriculture. This 

approach was designed to cultivate higher amount of 

food crops with a lower cost of food production, but it 

accomplishes this at a massive environmental cost, as a 

substantial quantity of energy and chemicals are needed in 

conventional agriculture to obtain the required amount of 

crop productivity (Breza-Boruta et al. 2022). 

Whereas growing crops through this method benefits 

the economy and food security it hinders nutritional 

security. Environmental protection and biodiversity are 

typically not sustained in conventional farming as they

focus only on increasing crop yield but not on sustaining 

environmental resources. Conventional farming methods 

affect the environment adversely in various ways including 

the excessive use of soil for cultivation, fresh water for 

irrigation, and high concentration of chemical fertilizers 

(Alshrouf 2017) and adverse effects on humans, including 

a decline in human health, particularly in the reproductive 

and neurological systems (Azam & Shaheen 2019). This 

farming practice produces minimal returns even while using 

huge amounts of resources. Many chemical formulations are 

being introduced in conventional farming, to improve crop 

production and satisfy food demand which is threatening 

human health and natural resources.

Green Revolution in India and its Impact

After independence, the most chronic issue India faced 

was food scarcity. After the subcontinent was divided into 

India and Pakistan in 1947, the food crisis worsened, posing 

numerous difficulties for India’s agricultural industry. Despite 

a significant increase in grain output following independence, 

it wasn’t enough to fulfill the demands of a growing population. 

This necessity resulted in a revolutionary movement of food 

production known as the ‘green revolution’ (Rena 2004). Since 

the middle of the 1960s, the green revolution has allowed many 

emerging nations to see significant rates of increase in their 

domestic food grain production. In India, for instance, the 

average amount of cereal produce increased by 47% during 

the years 1952/53-1964/65 and 1967/1968-1977/1978. At the 

same time, there was a noticeable shift in the coefficient of 

variation surrounding the trend of total cereal output which 

rose from 4.7% to 5.9% (Hazell 1984, Pinstrup-Andersen & 

Hazell 1985). Conventional agriculture is frequently seen 

to be a logical progression from the green revolution which 

was started by Norman Borlaug in India. Durham & Mizik 

(2021) described this method as massive, heavily automated, 

and reliant on the use of various chemicals and fertilizers. 

The revolutionary movement of crop production or the 

green revolution was highly effective which reduced the 

food shortage progressively and increased food production, 

but with time, the enormous agricultural operation began to 

shrivel, and the quality of soil and food started deteriorating 

due to the continuous use of synthetic fertilizers and strong 

chemicals (Harish 2020). 

ORGANIC FARMING

The ancient and most promising agricultural method to 

address the emerging concerns of the environment including 

farming, food quality, and safety and welfare for animals 

is organic farming (Dhiman 2020). Organic agriculture 

is the holistic approach used in sustaining environmental 

resources and improving the quality of products grown. 

This is considered to be a safer cultivation method without 

the use of any chemicals or pesticides. Scientific studies 

conducted on organic foods have reported that organic 

farming surpasses conventional farming in several aspects, 

focusing on sustainable practices that promote soil health 

and biodiversity including nutritional benefits, crop yield, 

soil quality, pesticides, and so on. 

The word “organic” is derived from a living substance 

which is also known as natural. Thus organic refers to a 

substance produced naturally or by using living organisms. The 

International Federation for Organic Agriculture Movement 

(IFOAM) defined “organic agriculture as a cultivation system 

that promotes the sustainability of environment, soil, and 

humans. It relies on biological processes, bio-diversity, and 

processes that are suitable to natural circumstances despite 

using elements that have harmful effects. 

Organic agriculture integrates science, creativity, 

and tradition to protect the environment, foster equitable 

relationships, and advance a better quality of life for all 

involved. In other words, organic farming employs a range 

of natural approaches including the use of organic remedies, 

bio-fertilizers, bio pest management, and crop rotation 

methods while avoiding chemicals, pesticides, and fertilizers, 

to improve the food quality and advance sustainability 

(Kontopoulou et al. 2015). Compared to conventional 
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farming, organic farming reduces the total quantity of nitrate 

that enters both ground and surface water, employs compost 

as fertilizer, recycles animal waste, and reduces soil loss.

Origin and History

Indian organic farming has been more significant nowadays 

due to its high-quality output, environmental safety, and 

lucrative living. Though the concept of “organic agriculture” 

has gained prominence recently, the pieces of evidence can 

be found in history. The Vedas of the “Later Vedic Period,” 

which spanned from 1000 BC to 600 BC, are believed to 

have developed the first “scientific” method of organic 

farming (Randhawa 1986). The secret is to align with nature 

rather than destroy it. The three main texts in this context 

are “Vrikshayurveda” (the study of longevity and the health 

of plants), “Krishisastra” (the study of agriculture), and 

“Mrugayurveda” (the study of animals) (Mahale & Soree 

1999).

Vedic scriptures make mention of knowledge of 

agriculture, plant biodiversity, etc. Panchagavya, the 

earliest and original organic bio-fertilizer, was used in 

Vedic farming. The term “Panchagavya” in Sanskrit refers 

to a mixture of different five products derived by cow, viz., 

milk, ghee, yogurt, dung, and urine. When these components 

are combined with water, this results in a product known 

as “Amrit-pani,” a nourishing nectar used to irrigate the 

plantings and produce an abundance of healthy crops (Dhama 

et al. 2005, Ram & Garg 2020).

Various religious literatures such as Ramayana, 

Mahabharata, Rig Veda, Holy Quran, etc., have mentioned 

organic agriculture. Organic farming has its origins in the 

ancient agricultural methods that have been used for millennia 

in many rural settlements and villages. The historical texts 

of organic farming mention that it was practiced in the 

‘Neolithic age’ by ancient civilizations around 10000 years 

back. The celestial cow Kamadhenu and its impact on the 

fertility of the soil and human existence are mentioned in 

Mahabharata, Kautilya Arthashastra mentioned several 

types of manures such as animal dung, etc. Brihad-Sanhita 

mentioned the techniques of manuring and how to select 

manures for various crops. Organic manure is also mentioned 

in Rig Veda and Atharva Veda II (Lichtfouse 2011). 

Organic farming has been done since earlier times in the 

form of traditional farming and is far better than modern 

farming methods in the current global scenario. The father 

of modern organic agriculture is considered to be the 

British botanist Sir Albert Howard who mentioned that the 

ancient Indian agricultural system is superior to the present 

conventional farming system (Pandey & Singh 2012). The 

significance of decaying and dead matter for soil fertility and 

sustaining life is also discussed in the old Indian scriptures. 

In various portions of these publications, the significance 

of bio-composts and reusing post-harvest leftovers have 

additionally been covered. The movement of organic farming 

has strong roots that are presently implanted in worldwide 

culture (Barton 2017). The benefits of organic farming for 

environmental protection, food and nutrition security, and the 

battle against climate change are well known. Convictions 

rooted in philosophy, religion, and ideology have also led 

to the commercial use of organic farming with a business 

perspective of caring for the environment and producing 

high-quality goods (Behera et al. 2012).

Major Developments in Organic Farming

Organic agricultural methods have become popular in the 

past few years. The major developments in organic farming 

are summarised in Table 1. 

Global Scenario

Organic farming has grown steadily in the global marketplace 

over the last few decades. From the 2000s, the market for 

organically grown products has rapidly increased. Fig. 1 

represents annual statistics on the area of organic farmland 

from the year 2000 to 2022. Organic farmland increased from 

11 million hectares to 43.7 million hectares from the year 

1999 to 2014. The worldwide market of organic products 

was $15.2 billion in 1999 and expanded to $80 billion in 

2014 and organic producers increased to 2.3 million in the 

year 2014 (IFOAM 2015). The organic market continued to 

grow worldwide and was more than $1000 billion in 2018 

and there were about 2.8 million organic producers globally, 

the maximum being in India (IFOAM 2019). The annual data 

from the year 2000 to 2022 for Indian farmland for organic 

products along with its percentage of the total farmland is 

shown in Fig. 2. The latest FiBL survey report on global 

organic farming shows that organic farmland continued to 

grow and reached more than 74.9 million hectares by the 

year 2020. In organic farms, there has been a 4.1% (3.0 

million hectare) rise seen in 2020 (IFOAM 2020). As of 

March 31, 2023, 10.17 million hectares (2022–2023) of 

land were registered under the National Programme for 

Organic Production (NPOP) that are subjected to the organic 

certification legal procedure. This comprises a cultivable 

area of 5391792.97 ha and a wild harvest gathering area 

of 4780130.56 ha of organic farming (APEDA 2023). 

Numerous nations reported a noticeable increase.

IMPACT OF THE ORGANIC FARMING ON 

ENVIRONMENT AND BIODIVERSITY

Organic farming has a substantial positive environmental 
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Table 1: Major developments in organic farming.

Major Developments Year Reference

Organic movement started by botanists Albert Howard and Gabrielle Howard 1921 Barton (2017)

Emergence of organic farming in Germany 1924 Paull (2011)

Rudolf Steiner’s agricultural course on “Social scientific basis of agricultural development” 1924 Paull (2011)  

Hans Mueler encouraged organic agriculture in Switzerland 1930 Tomaš-Simin & Glavaš Trbić 

(2016)

Mokichi Okada started Organic agricultural approach in Japan 1935 Okubo (1993)

Publication of “An Agricultural Testament” by Albert Howard 1940 Heckman (2006)

The book “Look to the Land” by Walter James aka Lord Northbourne and his focus on “farm as an 

organism”

1940 Paull (2006)

Organic Gardening magazine in the USA published by Rodale J.I. to avoid the use of chemicals in 

farming 

1942 Klonsky & Tourte (1998)    

Worldwide expansion of organic farming 1960s Joachim (2006)

Rachel Carson’s book “Silent Spring” underlined the effects of DDT and other pesticides on wildlife 

and the environment

1962 Santos (2017)

Principles of “Ecological Agriculture” propounded by William Albrecht 1970 Joachim (2006)

Establishment of IFOAM 1972 Geier (2007)

Foundation of Research Institute of Organic Agriculture (FiBL) in Switzerland was established 1973 Willer & Yussefi (2000)

Legislation of Organic Farming by the State of Oregon, USA 1974 Morgera et al. (2012)

Creation of the National Federation of Organic Farming in France 1978 Paull (2010)

Legislation on Organic Farming by State of California 1979 Morgera et al., (2012)

Basic standards and regulations by IFOAM for organic agriculture certifications 1980 Paull (2010)

“Report and Recommendations on Organic Farming” released by USDA 1980 USDA (1980)

Symposium on Organic Farming by American Society of Agronomy 1981 Elliott et al. (1984)

The US trade embargo in Cuba made it difficult to import chemical fertilizers which led them toward 

organic farming

1989 Warwick (1999)

BioFach Fair, the first fair on organic products organized by Germany 1990 Simin & Glavaš-Trbić (2016)

US Congress passed the Organic Foods Production Act (OFPA) 1990 Johnson (2008)

European Commission adopted EU regulations 1991 Morgera et al. (2012), 

Rundgren (2008)

EU member countries adopted EU regulations 1994 Morgera et al. (2012), 

Rundgren (2008)

First National Organic Program released by USDA 1997 Heckman (2006)

Introduction of Codex Alimentarius organic guidelines for animal husbandry 2001 Willer & Lernoud (2019)

Implementation of OFPA regulations 2002 Carter et al. (2015)

The first action plan on organic food and farming adopted by the European Commission 2004 Schmid et al. (2008)

Launch of National Organic Program by USDA 2006 NOP (2006)

IFOAM’s new Organic Guarantee System was launched 2010 Willer & Lernoud (2019)

Marketing support to organic farmers by NABARD 2012 NABARD (2012)

Mission Organic Value Chain Development for Eastern Region (MOVCDNER) 2015 NCOF (2015)

Food Safety and Standards (Organic Food) Regulations were formed   2017 FSSAI (2017)

National Programme for Organic Production launched by APEDA in India 2018 APEDA (2018)

Launch of United Nations Decade of Family Farming 2019-2028 2019 FAO & IFAD (2019)

Implementation of organic regulations fully by 72 countries 2020 Willer et al. (2021)

Organic market reached more than 100 billion euros worldwide 2021 Willer et al. (2021)

IFOAM launched a new global map of Participatory Guarantee System Initiatives 2022 Willer et al. (2023)
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of feeding the individual plant or crop. Thus, it lessens the 

chances of health hazards associated with residues which 

helps the environment and promotes ecological balance and 

sustainability. In comparison with conventional and low-

input approaches, organic farming in greenhouses boosts 

soil fertility but poses higher ecological concerns due to 

the rise in heavy metals and antibiotic residues. Long-term 

organic farming, yet carries ecological dangers since it 

impact as it encourages sustainability and lessens the harmful 

consequences of conventional agricultural methods. It not 

only emphasizes using natural fertilizers, reducing the use of

artificial chemical fertilizers, and improving soil health but 

also contributes to preserving ecological balance (Tripathi 

et al. 2023, Tong et al. 2022). Organic farming methods 

lower agricultural production costs while also improving soil 

quality as they focus more on the health of the soil instead 
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Fig. 1: Annual global farmland for organic products.
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Fig. 2: Annual Indian farmland for organic products with a percentage share of total farmland.
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may raise heavy metal levels and pesticide and antibiotic 

residues in the soil (Moreau et al. 2022). In comparison 

to traditional farming practices, organic farming promotes 

agro-environmental sustainability by recycling nutrients, 

using renewable resources, controlling pests organically, 

decreasing pollution, and safeguarding soils and ecosystems. 

Research indicates that organic agricultural practices enhance 

the diversity and quantity of beneficial creatures, such as 

predators, which improves pest control. By successfully 

controlling herbivore populations, organic agriculture 

supports the preservation of the biodiversity of natural 

enemies. Moreover, it increases soil microbial diversity, 

which supports more sustainable farming methods and 

better crop microbiomes. Since it increases species variety 

and ecosystem function, organic farming has a favorable 

influence on biodiversity.

Soil Quality

Agricultural practices are constantly using land areas in large 
quantities. These agricultural land usage results in severe 
hazards for soil degradation that exist globally and further 
agricultural intensification. The physical characteristics, 
microbe populations, nutrients present in the soil, and 
quality of soil are all influenced by agricultural treatments, 
and these changes could potentially have detrimental effects 
on human society (Setälä et al. 2014). Based on several 
factors, organic and conventional farming techniques have 
different soil quality. Improved soil physical characteristics, 
such as increased porosity and decreased bulk density, are 
typically observed in organic farming (Kim et al. 2023). 
Furthermore, compared to conventional systems, organic 
systems often have improved biological soil quality, with 
greater levels of soil organic carbon and more earthworm 
abundance (Krause et al. 2022, Maucieri et al. 2022). When 
it comes to the health of soil, long-term studies reported that 
organic farming can result in stable or increased levels of soil 
organic carbon (Aulakh et al. 2022, Maniraho et al. 2022). 
In organic agricultural methods, the use of natural waste 
and diversified cropping enhances the soil quality, whereas 
conventional farming relies more on agrochemical inputs, 
which may lead to imbalanced soil quality.

Climate Change

A contributing factor to global warming is the greenhouse 

gas (GHG) emissions from agriculture. In agriculture, 

carbon dioxide (CO2), methane (CH4), and nitrous oxide 

(N2O) are the primary greenhouse gases (GHGs) (Devi 

et al. 2023). These gases are released through a variety 

of agricultural practices and have a substantial impact on 

climate change. The primary causes of N2O emissions in 

agriculture are the use of chemical fertilizers, inadequate 

irrigation, and the deposition of animal excrement. N2O 

emissions are mostly caused due to conventional farming 

using continuously synthetic fertilizers. Direct processes, 

such as nitrification and denitrification, as well as indirect 

ones, like nitrate leaching and runoff, both are responsible 

for these emissions. Whereas using organic fertilizers in 

agriculture has the potential to lower N2O emissions as it 

uses only organic manure, and no artificial chemicals or 

fertilizers are used (Mousavi et al. 2023). Research indicates 

that substituting a segment of synthetic nitrogen fertilizers 

with organic manure can reduce greenhouse gas emissions 

and simultaneously enhance agricultural yields and soil 

fertility. Furthermore, owing to improved soil conditions, 

replacing synthetic fertilizers with organic manure over time 

may both reduce and increase N2O emissions (Xie et al. 2022, 

Zhao et al. 2022). Thus, switching to organic farming and 

using less synthetic fertilizer may be essential to lowering 

N2O emissions and advancing sustainable farming methods. 

CO2 emissions from organic farming are typically higher 

because compared to conventional farming, soil microbial 

activity is higher in organic agricultural systems (Santoni 

et al. 2022). Additionally, hydrothermal conditions have 

a greater impact on CO2 emissions in conventional and 

organic farming. While there is enough enzymatic activity 

in both systems, invertase activity is higher in organic 

farming. Organic food production has a reduced carbon 

footprint per unit area and per unit of product, which helps 

to reduce overall greenhouse gas emissions (Chiriacò 2022). 

Conversely, conventional farming is associated with greater 

CO2 emissions due to variables such as higher energy 

inputs, such as the transportation of imported feed and the 

manufacturing of energy-intensive concentrates. Despite 

these variances, soil microbial biomass, nutrient management 

strategies, and crop varieties planted in the system all affect 

the overall impact of organic agricultural practices on CO2 

emissions.

Many researches have indicated that organic agricultural 

practices can mitigate the release of greenhouse gases, 

such as CH4. The application of organic fertilizers, such 

as native organic fertilizers, has been shown to reduce 

CH4 emissions in paddy fields (Ravikumar et al. 2023). 

The organic fertilizers exhibit lower CH4 emissions 

than chemical fertilizers. Furthermore, organic farming 

can to reduce total GHG emissions as evidenced by the 

comparison of conventional and organic arable farming 

systems, which showed that organic farming had zero CH4

emissions and even functioned as a greenhouse gas sink in 

some situations (Biernat et al. 2020). When compared to 

conventional farming practices, these studies demonstrate 

the environmental benefits of organic farming in terms of 

reduced CH4 emissions. The kind of fertilizer used had an 

impact on CH4 emissions; industrial chemical synthesis 
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Table 2: Studies conducted on nutritional differences in conventional and organic vegetables.

Fruit/Vegetable Parameters Inferences Reference

Fruits and vegetables Vitamin C, Iron, 

Magnesium, Phosphorus, 

Nitrate

Organic foods have higher concentrations of vitamin C, 

iron, magnesium, and phosphorus and lower levels of 

nitrates in organic foods.

Worthington (2001)

Marionberries, Corn, 

Strawberry 

Total Phenolic Content 

(TPC)

Levels of TPC were significantly higher in organically 

grown 

Asami et al. (2003)

Leafy vegetables Sugars, Vitamin C, Nitrate Sugars and vitamin C were found consistently higher in 

organic vegetables with lower nitrate levels.

Xu et al. (2003)

Plums Ascorbic acid, Alpha and 

Gamma Tocopherols and 

Beta-carotene

Greater levels of ascorbic acid, alpha, and gamma 

tocopherols, and beta-carotene in organic plums

Lombardi-Boccia et al. (2004)

Potatoes Chlorogenic acid, 

Glycoalkaloids, Vitamin C

Higher chlorogenic acid content and vitamin C content 

with increased concentrations of glycoalkaloids in 

organically produced potatoes

Hajšlová et al. (2005)

Tomatoes Titrable Acidity, Soluble 

Solids, Consistency

Higher amounts of titrable acidity, soluble solids, and 

consistency in organically grown tomatoes

Barrett et al. (2007)

Onions Flavonoids, Vitamin C, 

Anthocyanins

Higher flavonoid, vitamin C, and anthocyanin content 

in organically produced onions

Hallman & Rembialkowska 

(2007)

Green vegetables Heavy metals Lower content of heavy metals in organic vegetables. 

Conventionally grown leafy greens, green pepper 

and spinach, and organically grown lettuce and green 

pepper exceeded the Cadmium limit recommended by 

FAO/WHO.

Dotse (2010)

Carrot, Celery, Red 

beet juices

Minerals and Heavy metals Organic juices typically contain higher concentrations 

of minerals and heavy metal accumulation was higher 

in conventional juices.

Domagała-Świątkiewicz & 

Gąstoł (2012)

Red beetroot plants Ascorbic acid, Antioxidant 

activity, Mineral 

components

Higher ascorbic acid, antioxidant activity, Sodium, 

copper, iron, manganese, nitrogen, and lower amounts 

of phosphorus, potassium, and magnesium in organic 

product

Straus et al. (2012)

Brassica vegetables Glucosinolates and 

Antioxidant profile

Glucosinolates were twice as high in organically 

produced vegetables and antioxidant activity was 

higher in organic foods.

Vicas et al. (2013)

Lettuce, Pepper, 

Tomato

Dietary fiber High total dietary fiber in organic vegetables de Souza Araújo et al. (2014)

Onion Flavonoids and Phenols Similar flavonoid and phenol content in both Lee et al. (2015)

Lettuce Microelements Compared to lettuce produced organically, commercial 

lettuce had higher levels of calcium, magnesium, 

manganese, iron, and copper.

Kapoulas et al. (2017)

Green leafy 

vegetables and other 

vegetables

Minerals, Vitamin C, Heavy 

metals

Mineral and vitamin C content is higher in organic 

samples. Organic vegetables were free from heavy 

metals.

Xavier et al. (2020)

Vegetables Antioxidant compounds Organic vegetables showed lower nitrate content, 

higher phenolics, antioxidant capacity, and soluble 

solids whereas only a few had higher ascorbic acid.

Roumeliotis et al. (2021)

Vegetables Carotenoids The only raw vegetable with a greater concentration of 

carotenoids in organic agriculture was carrot, although 

conventionally cultivated zucchini and broccoli had 

higher amounts.

de Castro et al. (2021)

Lemon Amino acid, fatty acid, 

antioxidant activity, 

polyphenols

Conventionally grown lemons had higher amino acid 

and fatty acid content whereas no differences were 

found in antioxidant activity and polyphenol content 

among conventional and organic grown 

Sánchez-Bravo et al. (2023)
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fertilizers markedly increased CH4 fluxes in comparison to 

organic resources such as organic manures (Sosa-Rodrigues 

& Garcia-Vivas 2019).

NUTRITIONAL COMPARISON

The nutritional content of fruits and vegetables is influenced 

by several factors, including factors from production to 

packaging such as genetic, ecological, and agricultural factors 

(Roumeliotis et al. 2021). Recently, agricultural systems have 

received a lot of attention among the aspects that have been 

studied. The majority of studies have compared various 

qualities of organic and conventionally grown vegetables, 

but recent reviews have found inconsistent differences in 

nutritional compounds. However, most research and review 

articles only focused on different parameters, and when it 

comes to the overall nutritional composition, insufficient 

information is available on the nutritional differences 

between conventional and organic vegetables and published 

findings are inconsistent. The collected review on nutritional 

differences between conventional and organic-grown fruits 

and vegetables is summarised in Table 2.

CONSUMER AWARENESS AND  

PURCHASING BEHAVIOR

During the COVID-19 epidemic, the Food Safety and 

Standards Authority of India’s (FSSAI) ‘Eat Right India’ 

campaign enlightened the people about the value of eating 

the right foods and raised awareness about the need for 

wholesome food. This effort improved awareness amongst 

consumers about the advantages of choosing organic food. 

Consumers are concerned about safe food, nutrition, bio-

active chemicals, and the dangers of pesticides (Rahman et 

al. 2021). The market for organic products is rising because 

more customers believe these items to be better for immu-

nity, higher quality, and more readily available through on-

line/e-commerce platforms (IFOAM 2019). Considerations 

for organic food products include freshness and sustainability 

of consumption, extrinsic qualities, health, nutritional bene-

fits, sensory appeal, and socio-economic status. Additionally, 

depending on the product category, consumer motives, 

preferences, and attitudes can change. A positive attitude 

was found among consumers regarding organic vegetables 

and they also believe that organic agriculture promises 

environmental conservation, wildlife conservation, and the 

conservation of environmental resources (Melović et al. 

2020). Organic vegetables have their own importance and 

surplus value which influences the purchasing behavior of 

consumers. Consumers choose organic products because of 

their nutritional value and fewer effects on the environment  

(Suciu et al. 2019). 

A study conducted to assess the various factors that 

influence the purchasing behavior of consumers in India 

towards organic products revealed that consumer attitude 

towards organic food was affected by four factors: health 

consciousness, knowledge of organic foods, subjective 

norms, and perceived price. However, purchase intention 

was also affected by the four factors and another factor, i.e., 

availability. Results also showed that income was also one 

of the influencing factors as high-earners were more likely 

to purchase organic products. The findings also suggested 

that highly educated consumers are more inclined to purchase 

organic foods than consumers who are less educated (Singh 

& Verma 2017). A study conducted to observe the impact of 

the National Organic Program in the US in 2002 reported that 

consumers were prepared to pay higher rates for organically 

produced goods, including those that include less than 100% 

organic components. Consumers with children were more 

likely to spend more for cereals with organic content levels 

of 70–95% and 95–99% than were those without children. 

Compared to men, women were more likely to pay more 

for all features, especially those with larger percentages 

of organic, pesticide- and GM-free components (Batte et 

al. 2007). Modern consumer trends are heavily influenced 

by the increasing cases of lifestyle diseases including heart 

disease and depression. Rana & Paul (2017) also revealed in 

the review paper that consumers who are health conscious are 

continuously choosing organic products over conventionally 

produced food. Additionally, the purchase intentions of many 

consumers are based on their commitment to health, which 

is positively connected with their attitude and behavior 

toward purchasing. Organic products are considered safer 

and healthier, while organic methods are considered more 

ecologically friendly (Paul & Rana 2012). Therefore, more 

and more consumers are opting for organic produce from 

certified organic farms as a result of society’s continually 

expanding ecological and nutritional consciousness. In 

addition to serving a nutritious purpose, such food may 

help people stay healthy and is crucial for preventing health 

problems in society (Breza-Boruta et al. 2022).

COMPARISON BETWEEN ORGANIC AND 

CONVENTIONAL FARMING

The majority of the population is dependent on conventional 

products. Various studies have compared conventional 

and organic agriculture based on various aspects such as 

nutritional parameters, soil health, crop yield, pesticide 

residues, and many more. As per Hans & Rao (2018), 

conventional agriculture is large-scale whereas organic 

farming is a small-scale production process. Conventional 

farming uses pesticides and fertilizers for crop production 
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that not only cause environmental damage but also 

contaminate food crops which can cause severe health 

problems in human beings while organic farming uses bio-

fertilizers that do not cause any harm to the ecosystem and 

also release nutrients using micro-organisms (Al-Khafaji et 

al. 2018). In terms of biodiversity, organic farming is seen 

to be a better ecological substitute for conventional farming, 

which is connected to the loss of biodiversity worldwide and 

supports a higher diversity of fauna. GHG emissions from 

organic farming are lower than those from conventional 

agricultural methods. This paper discusses the differences 

between organic and conventional food products. The studies 
evaluated included information on environmental impact and 
benefits, soil quality, impact on climate change, nutritional 
quality, consumer perception and preferences, and the 
significant developments of organic farming. Most of the 
variations between conventional and organic products are 
substantially correlated with variations in GHG emissions, 
heavy metals, macro- and micronutrients, and consumer 
preferences. According to the literature reviewed, consumer 
preferences for organic products are found higher as 
compared to conventional produce. Despite some challenges, 

organic agricultural practices are acknowledged for their 

ability to minimize pollution, minimize environmental

impact, maximize biological productivity, and support a 

healthy ecosystem.

CONCLUSIONS

Although conventional farming can feed the rising 

population, excessive pesticides, and fertilizers are harmful 
to human health and responsible for several diseases and 
illnesses. In this circumstance, organic farming has shown 
to be a more nutrient-dense, healthful, and sustainable 
agricultural method. The demand for organic food is always 
increasing. The desire for high-quality foods, the spread 
of ecologically friendly manufacturing techniques, and 
consumers’ increased interest in leading healthy lifestyles 
are the main causes of organic product demands. India is 
the largest producer of organic goods globally. India is 
where organic farming first emerged, and it is predicted that 
organic farming practices will continue to be encouraged 
and implemented. India will soon become a country with a 
balanced diet, economy, environment, and health. Organic 
farming is practiced worldwide due to its advantages and 
eco-friendly attributes. Furthermore, there is a need for 
organic items on the global market, and the organic produce 
industry has lately had the quickest growth globally. There 
is still a requirement for further research about yielding 
more food products with fewer resources while preserving 

the environment and human health with more nutritional, 

ecological, and economic benefits.
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      ABSTRACT

The purpose of this work is to address an environmental problem in Mexico, which uses 

significant amounts of water for agricultural activities, where atrazine is frequently used as 

a pesticide for weed control. Currently, there is no law prohibiting its use, even though it 

is considered an endocrine disruptor in some mammals and harmful to health. Due to the 

difficulty in the direct quantification of several herbicides, which present a low concentration 

in water, the present work aims to develop the optimization and validation of the 

preconcentration with magnetic stir bars (SBSE) in aqueous samples for the quantification 

of atrazine and two of its metabolites: 2-hydroxyatrazine (2-HA) and desethylatrazine (DEA), 

coupled to High-Performance Liquid Chromatography (HPLC-UV/DAD). For the optimization 

of the preconcentration technique, the nature and quantity of the solvents used in each step, 

contact time for retention and quantitative extraction of the analyte, as well as the effect of 

the concentration of the analyte on its retention on the bar were considered. Finally, it was 

determined that the presence of the metabolites 2-HA and DEA does not affect the sorption 

of atrazine on the sorption bar used. The analytical methodology can be considered as an 

efficient method of atrazine preconcentration for subsequent quantification via HPLC-UV/

DAD in the range of 0.03 to 0.25 mg/L and in the absence of matrix interferences; its limits of 

detection and quantification are respectively 0.0014 mg/L and 0.0016 mg/L.

INTRODUCTION

Agriculture is the science of cultivating the land to obtain 

raw materials. The main reasons that have led to agricultural 

production have been to solve the problem of world hunger 

through the extensive use of agricultural practices (Carmona 

2004).

Mexico uses 76% of its renewable water for agriculture, 

which mainly produces sugarcane, corn and sorghum. 

During its cultivation, atrazine is used as a pesticide for 

weed control. Studies worldwide consider atrazine as an 

endocrine disruptor, even low doses of pesticides can alter 

the biochemical profile, resulting in oxidative stress within 

the population’s brains causing hormonal imbalance, and is 

classified as a carcinogenic substance, it also poses various 

risks to the aquatic environment and its propagation in it, so 

it has been banned in some countries (CICOPLAFEST 2005, 

IARC 2014, Sharma et al. 2023). 

There are studies where residual pesticides are detected 

in soil, water, food, biological fluids, and tissue samples. In 

food, different pesticides have been found in cereal grains, 

cacti, shrimp, vegetable oils, tomatoes, and grapes, among 

others (Ahmed et al. 2009, Aldana et al. 2008, Alsayeda et 

al. 2008). Hence the interest in studying the persistence of 

pesticides in the environment.
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Atrazine is one of the most widely used pesticides in 

the world and Mexico is the second country where it is 

used in the greatest quantity, and where there is no law 

prohibiting or regulating its use. It should be noted that some 

Mexican standards provide maximum permissible limits in a 

preventive manner, mainly those referring to drinking water, 

wastewater discharges, and food (Bello 2016, FAO 2016, 

González-Márquez & Hansen 2009).

In the practice of chemical analysis, there are countless 

reasons to perform tests, measurements, and examinations in 

laboratories worldwide, for example, to control the quality 

of drinking and irrigation water, food, medical analysis, high 

value-added products among many others, which require 

high reliability since important decisions depend on the 

results that these measurements produce (Eurolab 2016). 

That is why it is considered necessary that the methods of 

analysis, as well as the analytical results, are subjected to 

some acceptance criterion that allows them to document 

their quality and verify that the experimental procedures 

meet the quality criteria requested by the customer and are 

suitable for the specific use for which they were developed. 

This procedure is known as method validation and is  

applied by countless laboratories around the world (CDER 

1994).

MATERIALS AND METHODS

Equipment

•	 Liquid chromatographic system consisting of two model 

1525 high-pressure binary pumps, a model 717 plus 

autosampler, and a model 2998 UV-DAD diode array 

detector, all from Waters, controlled by Empower 2 data 

acquisition software (Build 2154), also from Waters Co.

•	 Analytical balance with a capacity of 210.0 g and a 

precision of 1.0 mg, Ohaus, model Explorer.

	 • Ministart® syringe filters, 25 mm diameter, and  

0.45 pm, Nylon (PA), 4.8 cm2, 0.15 mL, Sartorius.

•	 Four-position magnetic stirring grill, without heating, 

model MS-01 from ELMI Ltd.

•	 Magnetic stirring grid model Speedsafe™ from 

HANNA Instruments.

•	 Milli-Q® plus water purifier and deionizer, model 185 

from Merck-Millipore.

Materials

•	 Glass Twister® magnetic stirring rods with dimensions 

of 10 mm length x 3.2 mm diameter and a thickness of 

0.5 mm of GERSTEL polydimethylsiloxane (PDMS) 

non-polar film coating.

	 •	 C18 Spherisorb ODS2 column, 80 A, (4.0 mm x 

250 mm, i.d.), 5 pm particle size, from Waters Co.

	 •	 Cellulose nitrate membrane filters, 47 mm diameter, 

0.45 pm pore size, Sartorius brand.

	 •	 Chromatographic amber glass vials, certified, Waters 

brand, dimensions 8 × 40 mm, 1 mL volume.

	 •	 Headspace® amber glass vials, round bottom, spiral 

cap, 20 mL.

Reagents and solvents

	 •	 Acetonitrile, HPLC grade (> 99.93%), Honeywell.

	 •	 Atrazine, analytical standard (99%), 100 mg ampoule, 

Sigma-Aldrich.

	 •	 Atrazine-2-hydroxy, analytical standard (99%), 

PESTANAL ®, Sigma-Aldrich.

	 •	 Atrazine-desethyl, analytical standard (99%), 

PESTANAL ®, Sigma-Aldrich.

	 •	 Ultra pure water, resistivity 18.2 Mfl-cm, at 25°C.

	 •	 Phosphate buffer pH = 7.2, grade R.A. (98.9%), Sigma-

Aldrich. (98.9%), Sigma-Aldrich.

	 •	 Methanol, HPLC grade (> 99.9%), Honeywell.

Preparation of Solutions

Standard solutions and standards: To carry out the 

development of the preconcentration methodology, all 

solutions were prepared with chromatographic grade 

solvents, analytical grade reagents, and deionized water. 

For the analyte of interest, as well as for its potentially 

interfering metabolites, standard (stock) solutions of ~500 

mg/L in methanol were prepared and each was transferred 

to an amber glass bottle to avoid photochemical degradation 

and stored under refrigeration. All the standards used for the 

development of the method were prepared by diluting the 

different standard solutions with deionized water.

Chromatographic analysis: All working samples were 

analyzed by HPLC-UV/DAD as reported by Cortes (2016). 

A Waters® C18 Spherisorb ODS2, 80 A, (4.0 mm x 250 mm, 

i.d.), 5 pm particle size column was used as stationary phase. 

A mixture containing acetonitrile (AcCN) and phosphate 

buffer of concentration equivalent to 0.005 M pH = 7.2, 

in a 40:60 (v/v) ratio, maintaining a flow rate of 1 mL/

min in isocratic mode, was used as mobile phase. Analyte 

monitoring was performed at 220 nm, using an injection 

volume of 10 pL.

Methodology validation: Once the previously optimized 

working conditions were selected, we proceeded to obtain 

the typical parameters of an analytical validation, which are: 
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linear and working range, precision, limits of detection and 

quantification, as well as the evaluation of the effect of the 

study matrix.

Linear and working range: To select the working range, 

dilutions of atrazine concentration standards ranging from 

0.005 to 5.0 mg/L were prepared from a stock solution of 

~ 500 mg/L by diluting it in deionized water. Linearity 

was observed starting at a concentration of 0.03 mg/L and 

ending at 0.25 mg/L. Each calibration curve was prepared 

in triplicate and at least seven concentration levels were 

required for proper evaluation.

Precision and accuracy: Seven concentration levels 

(0.03 and 0.25 mg/L) were selected for the evaluation of 

these parameters. Each concentration level was prepared 

independently in triplicate. Data analysis was performed 

according to Miller & Miller (2002) by calculating the 

percentage coefficient of variability (% CV):

% 𝐶𝐶𝐶𝐶 = | 𝑠𝑠𝑥𝑥 ∗ 100 |    …(1)

where �̅�𝑥� is the mean or average of the measurements and  

is the standard deviation of the measurements.

The standard deviation, in turn, is calculated by the 

following equation:𝑠𝑠 = √ 1𝑛𝑛−1
∑ (𝑥𝑥𝑖𝑖 − �̅�𝑥)2𝑛𝑛𝑖𝑖=1    …(2)

Where xi is the value of the i-th measurement and n is 

the number of measurements taken.

Limits of detection (LOD) and quantification (LOQ): For 

this stage, the quantification of seven dilutions of a very low 

concentration of the analyte (0.005 mg/L) was performed. 

With the values determined, in absorbance units, the mean 

(x) and its standard deviation (s) were calculated.

The detection limit was reported according to the 

equation: 𝐿𝐿𝐿𝐿𝐿𝐿 = �̅�𝑥 + 3𝑠𝑠                                      …(3)

The limit of quantification is reported as:𝐿𝐿𝐿𝐿𝐿𝐿 = �̅�𝑥 + 10𝑠𝑠    …(4)

Where �̅�𝑥� is the average of the measurements and s is the 

standard deviation of the measurements.

Both the limit of detection and the limit of quantification were

reported according to Miller & Miller (2002). Once calculated 

(Eqs. 3 and 4), with the regression equation of the calibration 

curve, they were transformed into concentration units.

Study matrix: The evaluation of the matrix effect was carried 

out with five surface water samples from the Montebello 

Lagoons, Chiapas, which were sampled in August 2014. 

These samples came from the lagoons: Balamtetic, Bosque 

Azul, San Lorenzo, Vuelta el Agua and Yalmus.

For each sample, two liters of surface water were 

taken at a depth of one meter. The samples were subjected 

to experimental measurements in the field, such as pH 

and electrical conductivity with a multiparameter meter, 

model 9812 from HANNA Instruments. The samples were 

transported in a cooler and then kept under refrigeration at 

4 °C, stored in polypropylene jars with lids. Before working 

with them, the samples were treated using a filtration system, 

using nitrocellulose membranes of 0.45 pm pore size.

For the evaluation of possible interferents, the standard 

additions method was applied to these water samples.

Fortification of samples: The five water samples from 

the Montebello Lagoons were fortified in duplicate with 

atrazine at five concentration levels between 0.03 and 0.30 

pg/mL. The fortifications were carried out starting from the 

previously prepared ATZ standards and diluting the five 

samples with water for each corresponding level.

Recovery or Recoveries: This parameter was determined 

by direct analysis of five water samples from the Montebello 

Lagoons, which were subsequently fortified with atrazine 

at five concentration levels, ranging from 0.03 to 0.25 mg/

mL. The percentage of recovery (% R) is determined by the 

following equation:

 % 𝑅𝑅 = [𝐶𝐶𝐹𝐹−𝐶𝐶𝑈𝑈𝐶𝐶𝐴𝐴 ] ∙ 100     …(5)

Where CF is the concentration of analyte measured in the 

fortified sample, CU is the concentration of analyte measured 

in the unfortified sample, CA is the concentration of analyte 

added to the fortified sample.

With the area values determined during the analysis and 

the regression parameters calculated from the respective 

external calibration curves, the concentrations corresponding 

to the fortification processes were determined. The 

fortification processes were carried out in duplicate.

RESULTS AND DISCUSSION

Optimization of the SBSE stages

Conditioning: Since the sorption rods used for SBSE are 

coated with a polydimethylsiloxane (PDMS) film, which 

acts as a non-polar adsorbent, it was decided to use a volume 

of 5.0 mL of methanol, which was sufficient to cover the 

entire working rod. The selection of the appropriate solvent 

was made based on the elution power and the affinity of the 

solvent for atrazine to ensure efficient extraction. In addition, 

the use of methanol is recommended by the manufacturer, 

since it guarantees that the film covering the rod will have 

exposed the sites that interact with the molecules of the 

analyte to be retained, and therefore, carry out satisfactorily 

its sorption.
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The agitation speed was selected based on the 

recommendations provided by the manufacturer (GERSTEL 

2014, Baltussen et al. 2015), in addition to that mentioned 

by the developers of the SBSE methodology (Baltussen et 

al. 1999) and in works by other authors (Leon et al. 2003, 

Neng et al. 2007, Popp et al. 2001, Prieto et al. 2010). These 

speeds range from 500 to 1200 rpm, so it was decided to work 

at an average value of 750 rpm (both for the loading and 

desorption stages), to avoid degradation of the working rod, 

and given the specifications and limitations of the equipment 

used for this purpose.

For the contact time, it was decided to use 15 minutes 

and although, according to the manufacturer’s description, 

the activation of the film takes a few minutes, this time

was selected to guarantee the complete disposition of the 

sorption sites and, therefore, the highest retention of atrazine 

once the bar was in contact with the solution containing the 

working analyte. Finally, the sorption rods were washed 

with deionized water.

Evaluation of atrazine sorption

Affinity of atrazine for sorption bar: It was necessary 

to know if the atrazine could be retained on the working 

sorption bar, so in this stage, we first worked with an aqueous 

solution of atrazine of very low concentration, which could 

be quantified by HPLC, we chose to use a volume of 5.0 mL 

of a solution containing approximately 0.5 mg/L of atrazine. 

This experiment was performed in quintuplicate, and both the 

atrazine solution without having been in contact with the bar, 

identified as initial [ATZ], and that resulting from contact 

with the bar, indicated as [ATZ] after sorption, were analyzed 

using HPLC-UV/DAD, to determine their numerical values 

using an external calibration curve. Table 1 summarizes the 

conditions and values determined.

The results indicate that a certain amount of the atrazine 

molecules present in the initial solution were retained on 

the polymer film of the sorption rod, since the concentration 

Table 1: Atrazine concentration values determined, before and after sorption for a contact time of 60 min (n=5).

Contact time (min) Volume dissolution of

ATZ (mL)

[ATZ] initial

(mg/L)

[ATZ] then sorption

(mg/L)
[ATZ] then sorption 

[ATZ] initial

�

60 5.0 0.56 0.41 0.73

Table 2: Evaluation of ATZ sorption on the presence of its two main metabolites (n=5).

Analyte Contact time 

(min)

Volume dissolution of

ATZ (mL)

[ATZ] initial

(mg/L)

[ATZ] then sorption

(mg/L)
[ATZ] then sorption 

[ATZ] initial

�

2-HA 60 5.0 0.44 0.45 1.02

DEA 60 5.0 0.45 0.45 1.00

ATZ 60 5.0 0.48 0.35 0.73

values before and after the experiment were not equal, the 

concentration of atrazine determined in the solution that was 

in contact with the PDMS rod being lower. The ratio of the 

concentration after sorption to the initial concentration of 

atrazine was 0.73, which is equivalent to 73% of atrazine that 

was not retained, which, in turn, indicates that the remaining 

27% corresponds to the amount of atrazine retained on the 

bar under these working conditions.

Evaluation of the presence of 2-hydroxyatrazine and 

desethylatrazine on atrazine retention: Because once 

atrazine (ATZ) is applied in the crop fields, it can undergo 

both chemical and microbiological degradation, being 

its main decomposition metabolites 2-hydroxyatrazine 

(2-HA) and desethylatrazine (DEA), it was decided to 

evaluate the presence of known concentrations of these two 

compounds, on the retention of ATZ on the sorption bar. As 

in the previous case, the concentration values of the three 

analytes were determined with the use of external calibration 

curves. The working conditions and numerical results are 

summarized in Table 2.

The results obtained indicate that the presence of 2-HA 

and DEA did not affect the sorption of ATZ when the 

sorption experiment was carried out, since the same amount 

of atrazine molecules were retained in the solution after 

sorption as those determined in the sorption experiments 

carried out in the absence of the two metabolites, again 

obtaining a percentage of atrazine retained of 27%, with 

a non-retained amount of 73%. Under these working 

conditions, the retention of 2- HA and DEA on the rod was 

not observed, since their concentrations were the same before 

and after sorption, so the ratio of concentrations of both 

species was practically unity. The non-retention of DEA and 

2-HA can be attributed to the fact that these substances have 

a more polar character than atrazine, so they exhibit a greater 

affinity for the water used as a solvent, thus inhibiting their 

sorption on the working rod.

Effect of contact time on atrazine retention on the surface 
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Although the concentration of desorbed atrazine 

decreases as the volume of methanol used for desorption 

increases, the parameter that directly indicates the effect 

of this variable on ATZ extraction is not the concentration 

determined, but the amount of atrazine in solution after 

desorption, since this involves the dilution effect that the 

analyte undergoes when exposed to different volumes of 

extractant.

The results indicate that the amount of atrazine extracted 

is practically the same for all methanol study volumes, so it 

was decided to perform the ATZ extraction from the bar with 

the smallest volume of MeOH (1.0 mL), which guarantees 

the least dilution effect on the concentration of atrazine once 

it is in solution, for its adequate quantification via HPLC-

UV/DAD. The resulting preconcentration factor (5.0 mL 

loading/1.0 mL elution) is 5, indicating that the methodology 

allows the sample to be concentrated five times.

Effect of analyte concentration present on its retention 

on the sorption bar: Because the concentration in a sample 

is usually totally uncertain, it was necessary to evaluate

the retention behavior of atrazine as a function of its initial 

concentration in solution. The concentrations used were 

selected based on the limit of quantification of the HPLC-UV/

of the sorption rod: Since the contact time drastically 

influences the retention of analytes in sorption experiments, 

it was mandatory to determine the minimum contact time 

necessary to reach equilibrium on the atrazine retention

process. For this purpose, a volume of 5.0 mL of atrazine 

solution of a concentration of approximately 0.5 mg/L was 

used, varying the working contact times. Table 3 shows the 

results obtained for the concentration of atrazine remaining 

in solution after the sorption experiment was carried out for 

each of the contact times, as well as the respective amount 

of atrazine retained on the polydimethylsiloxane rod.

Table 3 shows that, as the contact time increases, the 

amount of ATZ in the solution decreases, which indicates 

that a greater amount of this compound has been deposited on 

the surface of the sorption bar (more efficient sorption), it is 

possible to verify that after 60 minutes, the sorption remains 

constant, i.e. reaches equilibrium, so this contact time was 

selected for the following experiments.

Effect of contact time for quantitative desorption of 

atrazine: Considering the nature of atrazine, a solvent for 

which this compound presented a good affinity was sought. 

Initially, methanol was selected since atrazine is highly 

soluble in this solvent, in addition to the fact that this solvent 

acts as a strong eluent when working with reverse-type 

phases, such as the one used as the coating of the working 

sorption bar. For this stage, 1.0 mL of methanol was used 

as the extractant solvent and because desorption depends on 

the contact time, the minimum time necessary was sought to 

achieve the greatest extraction of the ATZ retained on the 

bar. The results obtained are presented in Table 4. As can be 

observed, in the contact times evaluated, there was practically 

no greater amount of ATZ in the solution as the contact 

time between the methanol and the stir bar increased, so, to 

increase the productivity of the methodology, it was decided 

to use the shortest contact time of the study (10 minutes) to 

carry out the desorption of the analyte. 

Influence of the amount of extraction solvent: To verify 

if the volume of the extractant, in this case, methanol, 

influences the desorption process of atrazine, it was decided 

to evaluate five different volumes of this solvent, with n=3; 

the results obtained are presented in Table 5.

Table 3: Effect of contact time on ATZ sorption. The initial concentration of atrazine is 0.46 mg/L, which is equivalent to 2.28 pg ATZ (n=5).

Volume 

dissolution (mL)

Time of ATZ contact (min) [ATZ] after sorption (mg/L) Mass in solution after sorption (pg) ATZ mass retained (pg)

5.0 15 0.44 2.19 0.09

5.0 30 0.43 2.15 0.13

5.0 60 0.40 2.01 0.27

5.0 120 0.41 2.03 0.25

Table 4: Effect of extractant (MeOH) contact time on ATZ desorption (n=3).

Volume MeOH 

(mL)

Contact 

time (min)

Mass of ATZ in solution after 

desorption (pg)

1.0 15 0.23

1.0 30 0.25

1.0 60 0.25

1.0 120 0.25

Table 5: Effect of MeOH volume on ATZ desorption (n = 3).

Volume

(mL)

MeOH 

Contact time 

(min)

Concentration

(pg/mL)

Of desorption ATZ 

mass in dissolution 

after desorption (gg)

0.5 10 0.66 0.33

0.8 10 0.34 0.28

1.0 10 0.33 0.33

1.5 10 0.18 0.27

2.0 10 0.13 0.25
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DAD methodology (lowest initial concentration that could 

be quantified) and the highest initial ATZ concentration that 

was fully retained on the sorption bar. Table 6 summarizes 

the results of this experiment.

Each experiment was performed in triplicate, so  

Table 6 also shows the percentage values of the coefficient of 

variation (% CV), which indicate the degree of repeatability 

for each of the working concentration levels. As can be seen, 

in all cases acceptable CV values are presented, following 

the criteria for the validation of physicochemical methods 

 (< 20%), established in document CCAyAC-P-058 

(COFEPRIS 2011). Thus, the accuracy of the developed 

methodology is evaluated in terms of repeatability.

The graph presented in Fig. 1 shows the correlation 

between the initial concentration of atrazine present in the 

solution and the amount of analyte that was retained on 

the sorption rod used. This graph exhibits a clear linear 

dependence of the amount of atrazine retained by the bar as 

a function of the initial concentration of the dissolved analyte 

(R2 = 0.9968, r = 0.9984), which is confirmed by the study 

of the nonparametric test of streaks, whose results indicate 

that the residuals of the data pairs were random and therefore 

these fit a straight line.

The knowledge of this behavior is of vital importance 

in the use of the sorption bar for the preparation of real 

samples, since the sorption of atrazine is conditioned by 

the concentration present in the solution and it is necessary 

to know the values of the parameters slope and ordinate to 

the origin, to determine the concentration of atrazine in the 

original sample.

Limits of detection and quantification: The determination 

of the detection and quantification limit values was carried 

out by measuring seven atrazine solutions of known 

concentration (0.005 mg/L) independently. Likewise, 

this concentration was selected based on the minimum 

differentiable signal/noise ratio of the chromatographic 

analysis system. Table 7 shows the values of the limit 

of detection (LOD) and limit of quantification (LOQ), 

which were calculated according to Miller & Miller 

(2002) and, employing the regression parameters of the 

external calibration curve, were obtained in units of 

concentration.

Finally, these parameters were significantly reduced 

compared to the direct analysis method, where values of 

LOD = 0.050 mg/L and LOQ = 0.070 mg/L are reported and 

whose methodology does not employ a sample preparation 

technique.

Evaluation of the effect of the study matrix: To evaluate 

the presence of interferents from the study matrix, five water 

samples from the Montebello Lagoons were fortified in 

Table 6: Effect of analyte concentration on its retention on the sorption 

bar (n = 3).

ATZ load concentration

(gg/mL)

Adsorbed mass %CV

1 2 3

0.03 0.028 0.025 0.022 12.54

0.05 0.035 0.040 0.035 7.80

0.08 0.054 0.054 0.059 4.90

0.10 0.068 0.066 0.068 1.70

0.15 0.098 0.094 0.101 3.65

0.20 0.125 0.132 0.128 2.82

0.25 0.154 0.154 0.157 1.00

 

y = 0.5964x + 0.0075

R² = 0.9968
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Fig. 1: Dependence of the amount of ATZ adsorbed as a function of the initial concentration present in solution (n=3).
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duplicate with atrazine at five concentration levels ranging 

from 0.03 to 0.30 pg/mL. In all the chromatograms obtained 

by directly analyzing the water samples from the Montebello 

Lagoons, as a blank (background), the null presence of ATZ 

(whose retention time is 7.8) was observed; this occurred 

in all cases. Consequently, the slope values obtained for 

the five lake samples were as expected, being very similar 

to each other, compared to that observed for the deionized 

water. Since the slope values are practically the same (m ~ 

0.6), it is clear that there are no interferences affecting the 

quantification of atrazine. For the ordinate to the origin (b), 

for all cases values very close to zero were obtained, while 

the correlation coefficients indicate the existence of a linear 

behavior of the adsorbed amount of atrazine as a function 

of its initial concentration in solution.

On the other hand, to confirm the similarity between 

the values of the slopes of the study samples and the value 

obtained for the calibration curve with deionized water, five 

hypothesis tests were carried out, where the value of the 

slope of the respective sample was compared with that of 

the external calibration curve, using Student’s t distribution 

statistic, at 95% reliability (a = 0.05).

Alternatively, the matrix effect was evaluated qualitatively 

by graphical analysis of the amount of analyte adsorbed for 

each lake sample against the amount adsorbed in deionized 

water, as described by Thompson & Ellison (2004); for all 

cases, the slope obtained was practically equal to unity.

Recoveries: When observing the values of the recovery 

percentages for each concentration level, both for the 

deionized water matrix (Table 8) and for each of the 

fortified samples (Table 9), it can be concluded that these 

meet the acceptance criteria for the recovery parameter  

established in the manual of the Ministry of Health 

(COFEPRIS 2011).

Additionally, the recovery percentages can be evaluated 

by comparing the slopes of the external calibration curves of 

each of the fortified samples from five water samples from 

the Montebello Lagoon System with that of the deionized 

water matrix (Table 10).

When analyzing the values of these slopes, it can be 

determined that they are practically the same; therefore, there 

is no significant difference between the working matrices.

Finally, it can be affirmed, based on the above, that the 

instrumental method developed in the present methodology, 

once validated, is robust for the matrix.

Reproducibility: The retention times for the analyte 

atrazine, obtained in the present methodology, are very 

similar to those obtained by the direct analysis technique 

developed by Cortes (2016), i.e.: tR ATZ ≈ 7.8; that is why 

it can be stated that the instrumental method of HPLC-UV/

DAD analysis is reproducible for that substance. 

CONCLUSIONS

For the preconcentration of atrazine in aqueous samples, 

a methodology was developed based on stir bar sorption 

extraction (SBSE), the following optimal conditions were 

found: Extraction volume (loading): 5.0 mL, Stirring 

speed: 750 rpm, for all cases (loading and elution), Contact 

time: 60 minutes, Desorption solvent or eluent: methanol 

Table 7: Detection and quantification limits of the developed methodology.

Parameter Value (mg/L)

LOD 0.0014

LOQ 0.0016

Table 8: Recovery percentages as a function of analyte concentration for 

the water matrix deionized.

ATZ load 

concentration

(pg/mL)

Recoveries (%)

Deionized water

Acceptance 

criteria

(%)

Result

0.03 90.00 70 - 120 Complies

0.05 102.27 70 - 120 Complies

0.08 94.39 70 - 120 Complies

0.10 105.14 70 - 120 Complies

0.15 116.82 70 - 120 Complies

0.20 115.58 70 - 120 Complies

0.25 108.25 70 - 120 Complies

Table 9: Recovery percentages as a function of analyte concentration for each of the analyte concentrations for each of the five samples from the Mon-

tebello Lagoon Park.

Concentration

Charge ATZ (pg/mL)

Recoveries (%) Criteria Acceptance (%) Result

Lake 1 Lake 2 Lake 3 Lake 4 Lake 5

0.03 76.66 102.74 88.78 93.11 107.82 70 - 120 Complies

0.05 73.66 87.91 119.87 119.16 95.19 70 - 120 Complies

0.08 119.80 91.23 112.99 88.78 83.35 70 - 120 Complies

0.20 84.86 72.76 120.80 114.80 105.69 70 - 120 Complies

0.25 86.22 84.12 113.88 81.18 118.82 70 - 120 Complies
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(HPLC grade), with this the quantitative desorption of ATZ 

is achieved, Eluent volume: 1.0 mL, thus guaranteeing the 

least dilution effect and finally, Desorption or elution time: 

10 minutes.

The analytical methodology developed met the parameters 

of linearity, precision, and accuracy, so it can be considered 

an efficient method of atrazine preconcentration, for 

its subsequent quantification in the absence of matrix 

interferences, by high-performance liquid chromatography, 

using a photodiode array detector (HPLC-UV/DAD), in the 

range of 0.03 to 0.25 mg/L.

The limits of detection and quantification for atrazine 

in this methodology are 0.0014 mg/L and 0.0016 mg/L, 

respectively. On the other hand, these parameters were 

significantly reduced compared to the direct analysis method 

(Cortes 2016), where values of LOD = 0.050 mg/L and LOQ 

= 0.070 mg/L were reported and whose methodology does not 

employ a preconcentration or sample preparation technique.
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      ABSTRACT

This study employs Remote Sensing (RS) and Geographic Information Systems (GIS) to 

delineate groundwater potential zones. Various thematic layers, including geomorphology, 

land use and land cover, geology, rainfall, slope, soil composition, drainage density, and 

the Topographic Wetness Index (TWI), were integrated using a weighted linear combination 

in the GIS platform’s spatial analyst tool. The Analytic Hierarchy Process (AHP) was used 

to assign different ranks to these layers and their sublayers. Groundwater potential zones 

were categorized as poor (16.54%, 96.25 km²), moderate (67.20%, 391.13 km²), and good 

(16.26%, 94.62 km²). Validation involved observing water levels in various wells within the 

study area, with the results’ reliability assessed using a Receiver Operating Characteristic 

(ROC) curve, demonstrating an accuracy of 88%. The study area faces rapid urbanization 

and industrialization, stressing the aquifer’s groundwater availability. Identifying groundwater 

potential zones is thus crucial for effective groundwater development and management.

INTRODUCTION

Groundwater, serving as a fundamental water resource for 

potable consumption and agricultural irrigation in numerous 

regions within the country, is crucial for environmental 

sustainability and serves as a vital freshwater source for 

human civilization (Arkoprovo et al. 2012, Gleeson et al. 

2012, Zhu & Abdelkareem, 2021). Rapid urbanization and 

industrialization have increased the water demand, leading 

to a decline in groundwater levels in certain regions, and 

thus, identifying potential groundwater zones is an optimal 

solution (Ajay Kumar et al. 2020, Melese & Belay 2021, 

Saravanan et al. 2021, Tamiru & Wagari 2021, Zhu & 

Abdelkareem 2021). Remote sensing (RS) data has been 

identified as a cost-effective alternative to conventional 

approaches, such as hydrogeological surveys (Chowdhury 

et al. 2009, Jha et al. 2010, Kumari & Singh 2021). Over 

the past few decades, the application of geospatial methods 

has risen as a pivotal tool in groundwater mapping (Murthy 

2000). Assessing groundwater potential requires a thorough 

review of all factors impacting its movement, whether 

directly or indirectly (Gaur et al. 2011, Sternberg & Paillou 

2015, Nanda et al. 2017). The integration of various satellite 

data sources has facilitated the comprehensive and efficient 

analysis of different groundwater potential zones (Shekhar 

& Pandey 2014). Several research studies have highlighted 

that identifying areas with groundwater potential is shaped by 

a variety of landscape, climatic, and environmental factors. 

These factors comprise land use and land cover (LULC), 

geology, geomorphology, rainfall, slope, drainage density, 

soil, lineament structure, topography, and river distance, 

among others (Jaiswal et al. 2003, Gou et al. 2015, Thapa 

et al. 2017, Parameswari & Padmini 2018, Das & Pal 2020, 

Pande et al. 2020, Doke et al. 2021). The hydrological 

and groundwater dynamics within a specific geographical 

area are determined by the underlying principles of 

geomorphology and geology (Shaban et al. 2006, Doke 

et al. 2018, Doke et al. 2021). Water percolation rates 

depend upon an area’s geological attributes, particularly its 

lithological composition, thereby impacting the mechanism 

of groundwater replenishment (Dar et al. 2020). Groundwater 

replenishment relies significantly on drainage systems 

and analyzing basin structures to estimate recharge zones. 

Low drainage density areas often see higher groundwater 
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recharge. Topography, like steep slopes, hampers rainwater 

infiltration, reducing recharge. Land use changes affect 

water retention, impacting evapotranspiration, runoff, and 

recharge. Understanding this link is crucial due to landscapes’ 

vulnerability to human activities. Efficient land use greatly 

influences groundwater recharge and demand dynamics 

(Lerner & Harris 2009, Fan 2015). The Topographic Wetness 

Index focuses on the moisture levels and soil attributes within 

a particular area (Beven & Kirkby 1979, Radula et al. 2018).

In the research area, rapid development and urbanization 

result in limited availability of land for groundwater recharge 

and over-extraction of groundwater. The research focuses on 

identifying groundwater potential areas in parts of Varanasi 

and Chandauli districts in Uttar Pradesh, utilizing Geographic 

Information System (GIS) and Analytical Hierarchy Process 

(AHP) techniques. The goal of this study is to enhance the 

management and planning of groundwater resources.

RESEARCH AREA

The research area is situated within the Survey of India 

toposheets numbered 63 O/3 and 63 K/15, spanning from 

latitude 25°15’0” N to 25°29’0” N and longitude 82°55’0” 

E to 83°15’0” E in the eastern region of Uttar Pradesh, 

India as shown in Fig. 1. The research area is situated in 

part of the Indo-Gangetic plain, encompassing an area of 

582 square kilometers that is predominantly characterized 

by alluvial plains. The research area experiences a tropical 

climate, significantly influenced by the monsoon. About 

80% of the annual precipitation in the region is 1,020 mm 

and occurs during the southwest monsoon. The research 

area is located at an average elevation of 76 meters above 

mean sea level (MSL). Geologically, the area is primarily 

characterized by Pleistocene to recent Quaternary alluvial 

sediments (Raju et al. 2011). The occurrence of regular 

flood events leads to the sedimentation of fresh silt, clay, 

and loam in the more recent alluvial deposits found near 

drainage channels. These deposits contribute to the formation 

of an aquifer system distinguished by alternate sand and 

clay layers (Nandimandalam 2012). The research area 

comprises shallow as well as deeper aquifers. The shallow 

aquifer is situated close to the surface and is distinguished 

by the presence of sandy sediments. It occurs at the water 

table condition and is unconfined. In contrast to the alluvial 

Fig. 1: Map of the research area.
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aquifer near the surface, the deeper aquifers in the research 

area exhibit semi-confined to confined conditions. These 

aquifers are situated at greater depths and are typically

composed of various geological formations with lower 

permeability than shallow aquifers (Central Ground 

Water Board 2021). The decline in groundwater levels in 

the research area is attributed to extensive groundwater

pumping, a consequence of population growth and  

urbanization.

MATERIAL AND METHODS

Data Source and Process of Preparing Thematic Layers

Numerous elements, such as land use and land cover (LULC), 

geology, geomorphology, rainfall, soil composition, slope, 

drainage density, and topographic wetness index (TWI) are 

used to categorize diverse groundwater potential zones (Yeh 

et al. 2016, Maity & Mandal 2019, Doke et al. 2021). The 

thematic maps of LULC, geomorphology, geology, rainfall, 

Table 1: Data source and processing used for preparation of different thematic layers.

Thematic Layers Data Source Processing

LULC Bhuvan The imagery downloaded from Bhuvan and the research area has been 

extracted.

Geomorphology Bhukosh The shapefile was downloaded from Bhukosh and extracted the 

geomorphology map of the research area.

Geology USGS Downloaded world geological map and intersected the geology of 

the research area using GIS.

Rainfall (mm/yr.) Indian Meteorological Department (IMD), Pune Interpolation of Rainfall values from rain gauge points using the IDW 

method

Slope SRTM- Digital Elevation Model (DEM) 30 × 

30 M resolution

DEM is used to extract slope (in degrees)

Soil FAO Soil portal Downloaded digital soil map of world shapefile and exported data of 

research area using GIS.

Drainage Density SRTM- Digital Elevation Model (DEM) 30 × 

30 M resolution

Created in GIS using the Line Density from Spatial Analyst

TWI SRTM- Digital Elevation Model (DEM) 30 × 

30 M resolution

Created using hydrology from the Spatial Analyst tool in GIS.

 

Fig. 2: The flowchart methodology of the research area.
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soil, slope, drainage density, and topographic wetness index 

(TWI) were prepared using GSI. Table 1 provides a complete 

overview of the thematic layers, including their data sources 

and processing methods, while Fig. 2 illustrates the step-by-

step methodology in the form of a flowchart.

Assigning Weights and Normalizing through the 

Analytical Hierarchy Process

Analytical Hierarchy Process (AHP) systematically integrates 

various criteria and expert opinions into groundwater 

potential mapping, refining map accuracy and boosting 

decision-making transparency and reliability (Machiwal et 

al. 2011, Saravanan et al. 2021). In 1980, Thomas L. Saaty 

introduced the Analytic Hierarchy Process (AHP), which has 

become a prominent GIS-based technique extensively used 

in demarcating zones of groundwater potential (Arulbalaji 

et al. 2019). AHP employs a pairwise comparison matrix 

(PCM) to determine the weight of individual layers in the 

decision-making process which is given in Table 2. Saaty’s 

scale of relative importance and influence is utilized to 

assign a numerical rank ranging from 1 to 9 to each criterion. 

Table 3 represents the scales for pair comparison with AHP. 

Weightage has been assigned to various layers following 

their significance in identifying the potential groundwater 

zone (Bera et al. 2020). As a result, the matrix is normalized 

by calculating the weight of different layers based on 

subjective evaluation. A normalized pairwise comparison 

matrix is generated by dividing each value in the matrix by 

the sum of its respective columns (Bordoloi et al. 2023). To 

get the criteria weight, the mean of each row is calculated. 

The sum of criteria weights is one, so it is normalized. The 

weight assigned to each layer in NPCM is between 0 and 1, 

as shown in Table 4. 

The Calculation of Consistency Ratio

The Consistency Index is calculated by using the formula 

Table 2: Pairwise comparison matrix of eight layers chosen for the present study.

Layer LULC GM GG RF SLOPE SOIL DD TWI

LULC 1 2 3 4 5 5 6 7

GM 0.5 1 2 3 4 4 5 6

GG 0.33 0.5 1 2 3 3 4 5

RF 0.25 0.33 0.5 1 2 2 3 4

SLOPE 0.2 0.25 0.33 0.5 1 1 2 3

SOIL 0.2 0.25 0.33 0.5 1 1 2 3

DD 0.167 0.2 0.25 0.33 0.5 0.5 1 2

TWI 0.14 0.167 0.2 0.25 0.33 0.33 0.5 1

LULC landuse/landcover, GM geomorphology, GG geology, RF rainfall, DD drainage density, TWI topographic wetness index.

Table 3: Description of scales for pair comparison with AHP (source: 

Saaty 1980, 1990).

Strength of importance Explanation

1 Equal importance

3 Medium importance

5 Strong importance

7 Very strong importance

9 Maximum importance

2,4,6,8 Interim number between two adjacent 

number

Table 4: Normalized pairwise comparison matrix and criteria weights.

Layer LULC GM  GG RF SLOPE SOIL DD TWI CW

LULC 0.36 0.4 0.4 0.34 0.3 0.3 0.25 0.22 0.325

GM 0.18 0.2 0.26 0.26 0.24 0.24 0.21 0.19 0.225

GG 0.12 0.11 0.13 0.17 0.18 0.18 0.17 0.16 0.153

RF 0.09 0.07 0.066 0.086 0.12 0.12 0.13 0.13 0.10

SLOPE 0.07 0.05 0.044 0.043 0.06 0.06 0.085 0.097 0.064

SOIL 0.07 0.05 0.044 0.043 0.06 0.06 0.085 0.097 0.064

DD 0.06 0.04 0.033 0.029 0.03 0.03 0.042 0.064 0.041

TWI 0.05 0.03 0.026 0.021 0.02 0.02 0.021 0.032 0.028

LULC landuse/landcover, GM geomorphology, GG geology, RF rainfall, DD drainage density, TWI topographic wetness index.
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for poor groundwater potential have been assigned 1 rank 

as represented in Table 7.

RESULTS AND DISCUSSION

Land Use Land Cover (LULC)

In the research area, distinct zone has different and

specialized land use and land cover which is represented by 

Fig. 3. The ability of groundwater percolation can be affected 

by the properties of various types of land cover. Built-up 

areas, comprising urban and residential developments, 

commonly exhibit substantial impervious surfaces, such as 

roads, buildings, and pavements, covering an area of 256.27 

km2. These surfaces impede the infiltration of water into 

the subsurface, resulting in a decrease in the percolation 

of groundwater. Nevertheless, precipitation runoff tends 

to rapidly flow into nearby aquatic systems, resulting in 

a reduction in the recharge of groundwater. Agricultural 

lands, comprising an area of 270.37 km2, frequently exhibit 

enhanced soil permeability and porosity due to the presence 

of crops and vegetation cover. The presence of vegetation 

cover decelerates the velocity of water, facilitating its 

percolation into the subsurface. Barren land, comprising an 

area of 29.08 km2, typically exhibits a scarcity of vegetation 

cover and a paucity of organic material within the soil. 

This condition is commonly observed in rocky terrain or 

regions characterized by sparse vegetation. Consequently, 

the soil exhibits a deficiency in both structural integrity and 

organic matter, thereby impeding the facilitation of water 

infiltration. Barren land typically exhibits a reduced capacity 

for groundwater percolation. Water bodies, such as rivers, 

lakes, ponds, and reservoirs, have the potential to enhance 

given in Equation 1. 

Consistency index (CI) =   
(λ_max−1)

(n−1)
  .  …(1)

Where, λmax = Principal Eigenvalue; it is the average of 

the weighted sum value as calculated in Table 5.

n= number of layers selected for study

The consistency ratio is determined by the ratio between 

the consistency index (CI) and the random consistency index 

(RCI), computed using Equation 2.

Consistency ratio (CR)=  
CI

RCI
  …(2)

Eight thematic layers were chosen for the study, and 

according to Saaty (1980; 1990), the random consistency 

index (RCI) value is 1.41 which is given in Table 5. A 

consistency ratio (CR) equal to or less than 0.10 allows 

analysis to proceed; however, exceeding this value prompts 

a review for inconsistencies. In this research, the calculated 

consistency ratio (CR) falls below the threshold, indicating 

the analysis can proceed without issues which is calculated 

in Table 6.

The Calculation of Groundwater Potential Zones

Thematic layers are combined in the weighted overlay 

analysis method in GIS software using Equation 3. 

GWPZ= ∑ (Wth × Wsb)n
i .  …(3)

Where GWPZ is Groundwater Potential Zone, Wth is 

Weight assigned to different layers, and Wsb is Weight 

assigned to sub-layers. Sub-layers have been given different 

rankings, ranging from 1 to 5, depending upon water holding 

capacity. Sub-layers responsible for good groundwater 

potential have been assigned 5 rank, and layers responsible 

Table 5: The consistency indices of randomly generated reciprocal matrices (source: Saaty 1980, 1990).

Matrix size 1 2 3 4 5 6 7 8

RCI Value 0.00 0.00 0.58 0.90 1,12 1.24 1.13 1.41

Table 6: Calculation of Consistency.

Layer LULC GM GG RF SLOPE SOIL DD TWI Weighted Sum

LULC 0.32 0.45 0.46 0.4 0.32 0.32 0.25 0.2 2.72

GM 0.16 0.22 0.3 0.3 0.26 0.26 0.2 0.17 1.88

GG 0.11 0.11 0.15 0.2 0.19 0.19 0.16 0.14 1.26

RF 0.08 0.075 0.07 0.1 0.13 0.13 0.12 0.11 0.826

SLOPE 0.06 0.056 0.05 0.05 0.06 0.06 0.08 0.08 0.52

SOIL 0.06 0.056 0.05 0.05 0.06 0.06 0.08 0.08 0.52

DD 0.05 0.045 0.04 0.03 0.03 0.03 0.04 0.057 0.33

TWI 0.046 0.037 0.03 0.025 0.02 0.02 0.02 0.028 0.23

Principal Eigenvalues (λmax) =8.2076, n=8, CI=0.0296, RI=1.41, CR=0.0210
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the process of groundwater percolation and recharge the 

underlying aquifer, covering an area of 26.28 km2.

Geomorphology

The Research area exhibits distinct features, including an 

active floodplain, an older floodplain, and an older alluvial 

plain. The geomorphological map of the research area is 

shown in Fig. 4 which represents the essential features, for 

delineating groundwater potential areas. The Research area 

with a water body has been assigned the highest ranking. An 

active floodplain is an area situated adjacent to the Ganga 

River that experiences recurrent inundation events as a 

consequence of periodic flood events. An active floodplain 

has been given a higher ranking than an older floodplain. 

The older floodplain is distinguished by a different river or 

stream course or a landscape configuration that differs from 

its current state. Finally, the older alluvial plain is given the 

lowest ranking as it is formed by the deposition of sediments 

over a long period through different rivers coming from the 

highlands.

Geology

The entire research area is mainly alluvium of quaternary 

age as shown in Fig. 5. The lithological composition of the 

Table 7: Different ranks assigned to different subcategories.

Factor Sub-layers 1 2 3 4 5 CR Weight

LULC Water Bodies 1 2 4 5 0.049364 0.483352

Agricultural Land 0.5 1 3 4 0.302338

Barren Land 0.25 0.5 1 2 0.136463

Builtup Area 0.2 0.25 0.5 1 0.077847

Geomorphology Water Bodies 1 2 4 5 0.049364 0.483352

Active Flood Plain 0.5 1 3 4 0.302338

Older flood plain 0.25 0.5 1 2 0.136463

Older Alluvial Plain 0.2 0.25 0.5 1 0.077847

Geology Alluvium 1 0 1

Rainfall 1,110-1,044 1 2 3 4 5 0.015763 0.416463

1,110-957 0.5 1 2 3 4 0.261921

957-854 0.33 0.5 1 2 3 0.160835

854-762 0.25 0.33 0.5 1 2 0.098462

762-681 0.2 0.25 0.33 0.5 1 0.062319

Slope (in degree) 0-1 1 2 3 4 5 0.015763 0.416463

1-2 0.5 1 2 3 4 0.261921

2-3 0.33 0.5 1 2 3 0.160835

3-7 0.25 0.33 0.5 1 2 0.098462

7-23 0.2 0.25 0.33 0.5 1 0.062319

Soil Orthic Luvisols 1 0 1

Drainage Density 0-2 1 2 3 4 5 0.015763 0.416463

2-6 0.5 1 2 3 4 0.261921

6-11 0.33 0.5 1 2 3 0.160835

11-16 0.25 0.33 0.5 1 2 0.098462

16-25 0.2 0.25 0.33 0.5 1 0.062319

TWI 15.44-23.49 1 2 3 4 5 0.015763 0.416463

12.66-15.44 0.5 1 2 3 4 0.261921

10.32-12.66 0.33 0.5 1 2 3 0.160835

7.99-10.32 0.25 0.33 0.5 1 2 0.098462

4.31-7.99 0.2 0.25 0.33 0.5 1 0.062319
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Fig. 3: Land use and land cover map of research area.

 

Fig. 4: Geomorphology map of research area.
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strata of a region has crucial significance in the assessment 

of its groundwater potential (Moges et al. 2019). The 

storage, movement, and availability of groundwater are 

influenced by the composition and characteristics of the 

sediments or rocks found in the subsurface. The research 

area encompasses alluvial sediments that are anticipated to 

consist of various components, including sands, silts, clays, 

and gravel. In general, these sediments exhibit good levels 

of porosity and permeability when compared to lithified rock 

formations. The sediments in the research area exhibit good 

permeability, facilitating the movement of water through 

them and consequently enhancing their capacity to retain 

groundwater.

Rainfall

The research area has a tropical climate, and the monsoons 

have a strong effect on it. The southwest monsoon brings 

about 80% of the area’s total annual rainfall of 1,020 mm 

during June and August. 10-year rainfall data has been taken 

from IMD, for creating a rainfall distribution map in the 

 

Fig. 5: Geology map of research area.

 

Fig. 6: Rainfall map of research area.
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research area. The average annual rainfall in the research 

area is classified into five categories: very low (681-762), low 

(762-854), moderate (854-957), high (957-1044), and very 

high (1044-1110), as shown by Fig. 6. The eastern region of 

the research area exhibits a high intensity of rainfall, which 

gradually decreases towards the western direction of the 

research area. The research area with high rainfall has good 

groundwater potential. As a result, areas with high-intensity 

rainfall have been assigned a high rank, while areas with 

low-intensity rainfall have been assigned a low rank.

Slope

The slope is an important feature in the determination of 

the groundwater potential zone. The gradient of a terrain 

relates to the change in elevation, and it governs the impact 

of gravitational force on the flow of water (Kom et al. 2022). 

It affects the amount of water infiltration. A lower value 

denotes a gentle slope, while a higher value signifies a steeper 

slope. In areas with gentle slopes, groundwater recharge 

takes longer due to ample time for rainwater to seep down. 

Conversely, steep slopes facilitate rapid rainwater flow, 

minimizing percolation time. Thus, gentle slopes receive 

higher rankings while steep ones are ranked lower due to 

these differences in recharge dynamics. The slope map of 

the research area is represented in Fig. 7.

Soil

Soil characteristics contribute to shaping the assessment of 

groundwater potential. The relationship between the porosity 

and permeability of soil is directly correlated to the rates 

of infiltration and surface runoff (Senapati & Das 2022). 

The predominant soil type identified in the research area 

is orthic luvisols. Fig. 8 shows the soil map of the research 

area. The diverse mineral composition and elevated nutrient 

levels found in these soils render them highly suitable for a 

broad spectrum of agricultural activities. The Luvisols are 

characterized by a loamy texture, consisting of a substantial 

amount of silt and an average clay content ranging from 30 

to 45 percent (Walmsley et al. 2020). The uniformity of the 

soil in the research area suggests a consistent influence on 

its surroundings.

Drainage Density

Drainage density, the mean length of stream channels per 

unit area, is a measure of how frequently streams occur on 

the land surface (Avtar et al. 2011).

 Drainage density =  L/A …(4)

Where, L= length of stream channels 

A = Area

The assessment of drainage density in a given region 

is crucial for comprehending its hydrological attributes, 

including phenomena such as surface runoff, infiltration, 

and groundwater recharge. Additionally, it has the potential 

to offer valuable insights into the fundamental lithological 

composition and geomorphological mechanisms that 

contribute to the formation and evolution of the landscape 

(Murmu et al. 2019). 

 

Fig. 7: Slope map of the research area.
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The rate at which groundwater is recharged depends 

upon the drainage density of the research area. Regions 

characterized by lower drainage density typically exhibit 

greater potential for groundwater resources as a result of 

increased groundwater replenishment. Areas with high 

drainage density typically exhibit a reduced ability for 

groundwater recharge as a result of the high rate of surface 

runoff (Ghosh et al. 2023, Prasad et al. 2008). Therefore, 

lower drainage density areas have been assigned a high 

value, and high drainage density areas have been assigned 

a lower value. The drainage density of the research area 

is categorized into five distinct categories, namely 0-64, 

64-154, 154-262, 262-401, and 401-742 as represented by 

Fig. 9. A higher numerical value is indicative of a region 

with a higher drainage density, while a lower numerical value 

suggests a region with a lower drainage density.

Topographic Wetness Index

It refers to the spatial distribution of water in the soil 

that is influenced by the topographical features of 

Fig. 8: Soil map of the research area.

 

Fig. 9: Drainage density map of research area.
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the land. The determination of the index is as  

follows:

TWI = ln (a/tan β) …(5)

The variable “a” represents the specific catchment area 

(SCA), which is an upslope area draining through a particular 

point per unit contour length. This area is equivalent to a 

specific grid cell width. On the other hand, “β” denotes the 

local slope. SCA can be evaluated in multiple ways (Beven 

& Kirkby.1979, Sörensen et al. 2006, Zhou et al. 2011). The 

topographic index is reclassified into five categories, such 

as 4.31–7.99, 7.99–10.32, 10.32–12.65, 12.65–15.43, and 

15.43–23.47 which is shown in Fig. 10. A higher numerical 

value indicates a higher TWI, while a lower numerical value 

indicates a lower TWI.

GROUNDWATER POTENTIAL MAPPING AND 

VALIDATION

Various thematic layers, including LULC, geomorphology, 

geology, rainfall, soil, slope, drainage density, and TWI, have 

been generated through the spatial analyst tool within a GIS 

platform to find potential groundwater resources. Saaty’s 

method for multi-criteria evaluation calculates the weights 

of different features and thematic layers, ranking them based 

on their individual importance in assessing groundwater 

potential. The resulting map categorizes groundwater 

potential areas into good, moderate, and poor classes which 

is demonstrated in Fig. 11. 

An expanse displaying good groundwater potential 

spans 94.62 square kilometers, making up roughly 16.26% 

of the entire research area. The primary segment of this 

good potential zone is located alongside the Ganga River, 

featuring agricultural fields, abundant vegetation, and 

flood plains. The moderate groundwater potential zone, the 

most extensive section, covers 391.13 square kilometers, 

accounting for about 67.20% of the total research area. In 

contrast, the low groundwater potential zone encompasses 

96.25 square kilometers, constituting approximately 16.54% 

of the research area. This zone is predominantly composed 

of urban areas characterized by alluvial plains, limited 

agricultural activity, and sparse vegetation, which is given 

in Table 8. During the fieldwork carried out in the pre and 

 

Fig. 10: Topographic wetness index map of the research area.

 

Fig. 11: Groundwater potential zone of the research area.
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post-monsoon periods of 2022 and 2023, various water 

wells were observed to collect water level data. This water 

level data is used to validate the groundwater potential

zones. The calculation of water level fluctuations involves 

assessing the variance between water levels before and after 

the monsoon season. Areas with low water level fluctuations 

show good groundwater potential, whereas areas with high 

water level fluctuations show low groundwater potential 

(Bera et al. 2020, Verma & Patel 2021, Kom et al. 2022). 

Using the Inverse Distance Weighting Method, contours 

with a 0.5-meter interval are superimposed on the GPZ 

map. Areas with dense contour lines show high water level 

fluctuations, and these are mostly urban and industrial areas. 

Consequentially, over-extraction of groundwater results in 

poor groundwater potential, whereas areas with low contour 

density represent low water level fluctuation, and this area is 

dominated by vegetation and agricultural fields, which results 

in good groundwater potential. The groundwater potential 

map of research area has been validated with field data as 

shown in Fig. 12.

The reliability of the findings was evaluated using the 

ROC curve. The ROC curve in Fig. 13 indicates a score of 

0.88 (88%), which implies that the model achieves an average

true positive rate (TPR) of 0.88 across all false positive rates 

(FPR). In simpler terms, the model correctly identifies 88% 

of the positive cases on average, even when accounting for 

false positives. This 0.88 value suggests that the model’s 

performance in delineating the groundwater potential zones 

of the research area is excellent.

CONCLUSIONS

The research area comprises Varanasi and Chandauli districts, 

which are part of the Indo-Gangetic Plain. The rainfall pattern 

affects the groundwater potential zones in the research area. 

Areas experiencing high rainfall intensity tend to have higher 

groundwater potential zones, but this is influenced by various 

factors such as geology, geomorphology, land use and land 

cover (LULC), soil composition, slope, drainage density, 

and topographic wetness index (TWI). Geologically, the 

research area exhibits different lithologies including sand, 

silt, and clay. The aquifers exist in a multi-tier system 

in the research area. Sand possesses high porosity and 

permeability compared to silt, while clay is highly porous 

but lacks permeability. Therefore, sandstone forms a good 

aquifer, while clay forms a perched aquifer in some parts 

of the research area. Geomorphologically, the research 

Fig. 12: Validation of the groundwater potential map with field data

Table 8: Groundwater potential zones.

GPZ Area (km2) Area (In percentage)

Poor 96.25 16.54

moderate 391.13 67.20

Good 94.62 16.26

 

Fig. 13: The ROC curve.
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area comprises water bodies (rivers, lakes, and ponds), 

floodplains, and alluvial plains. The areas occupied by water 

bodies exhibit good groundwater potential, followed by the 

floodplain and alluvial plain. The land use and land cover 

of the research area also influence groundwater potential. 

Areas characterized by impervious surfaces such as built-

up areas, roads, and pavements have negligible percolation 

rates, resulting in low groundwater potential. Conversely, 

agricultural and forested areas exhibit high percolation rates, 

leading to good groundwater potential. Slope also plays an 

important role in groundwater potential mapping. Gentle 

slopes favor good groundwater potential, whereas steep 

slopes result in poor groundwater potential. The research 

area contains soil classified as orthic luvisols. All areas in the 

study exhibit similar soil types, resulting in consistent effects 

on water percolation rates. High drainage density leads to low 

groundwater potential, while areas with low drainage density 

represent groundwater potential zones. The topographic 

wetness index shows an opposite relationship to drainage 

density. All the factors have been combined using remote 

sensing and GIS. Different rankings have been assigned to 

various layers and sub-layers using the AHP method. Finally, 

a groundwater potential map has been generated, dividing 

the area into zones of good, moderate, and poor groundwater 

potential. As the research area is a rapidly growing city, the 

demand for water for various uses is increasing. Therefore, 

it is essential to map the different potentials of groundwater 

for sustainable development and management.
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      ABSTRACT

Climate change, a critical global environmental crisis, profoundly impacts ecosystems, 

particularly in regions with delicate environmental balances. This study focuses on the 

Jhelum basin in the north-western Himalayas, examining the extensive effects of climate 

change on glaciers, snow cover, land use and land cover (LULC), land surface temperature 

(LST), water resources, and natural hazards. Rising temperatures have accelerated glacier 

melting and altered precipitation patterns, with significant implications for local water supplies 

and agriculture. The study analyses climate data from the Indian Meteorological Department 

(1990 to 2020), revealing increasing trends in both maximum and minimum temperatures, 

alongside variable precipitation trends across different locations. The retreat of glaciers and 

the expansion of glacial lakes have been observed, with lower-elevation glaciers showing the 

most significant reduction. LULC changes indicate a shift from agricultural land to settlements 

and horticulture, while LST has risen, particularly in urbanized areas, reflecting the impact of 

urbanization and climate change. Furthermore, the increased frequency of extreme weather 

events, such as floods and landslides, exacerbates the region’s vulnerability, threatening 

infrastructure, biodiversity, and local communities. The findings highlight the necessity of 

comprehensive, integrated approaches to address climate change and ensure the resilience 

of the Jhelum basin. This research contributes valuable insights into the region’s changing 

environmental dynamics, essential for informed decision-making and effective adaptation 

strategies in response to the ongoing climate crisis.

INTRODUCTION

Climate change is today’s most serious environmental crisis, 

with far-reaching consequences for the planet’s delicate eco-

systems. The rate at which weather and climate patterns are 

changing emphasizes the importance of solving this global 

crisis. Studies have consistently demonstrated the far-reach-

ing implications of climate change, encompassing a spectrum 

of phenomena including escalating global temperature ex-

tremes (Lindsey & Dahlman 2020, Bellard et al. 2012, Morak 

et al. 2013, Fischer et al. 2013), heightened frequency and 

severity of cyclones and floods (Holland & Bruyère 2014, 

Moon et al. 2019, Walsh et al. 2016, Kundzewicz et al. 2014), 

dwindling snow cover (Wang et al. 2014, Mir et al. 2015, 

2017). In addition, there has been a noticeable increase in 

wildfires, desert expansion (Huang et al. 2020), and shifts in 

agricultural practices. Regions with development limits, as 

well as those with fragile ecosystems, such as coastal, moun-

tainous, and island locations, are especially sensitive to these 

effects (IPCC 6th Assessment Report 2022). Temperature 

and precipitation appear to be the most important markers 

of climate change (Fischer et al. 2013). Changes in these pa-

rameters serve as important indicators of climatic behaviour 

(Easterling et al. 2000, Zhang et al. 2011, Rana et al. 2017). 

Studies on climate change in India have revealed a consistent 

upward trend in temperatures throughout the twentieth cen-

tury (Srivastava et al. 2001, Dash et al. 2007, Kumar et al. 

1994, Soora et al. 2013, Sahai 1998, De & Mukhopadhyay 

1998, Singh & Sontakke 2002). Furthermore, rainfall patterns 

vary by location, with some places experiencing increasing 

trends and others experiencing decreases of varied degrees 

(Kripalani et al. 1997, 2003, Singh & Sontakke 2002, Kumar 

et al. 1992, Misra et al. 2018, Guhathakurta et al. 2011). 

Projections for India imply that these trends will continue, 
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with temperatures rising and rainfall patterns changing by 

the end of the twenty-first century (Kumar et al. 2013, 2016).

Numerous studies have focused on the Himalayan region, 

which plays a critical role in shaping the hydrometeorological 

environment and is vulnerable to disasters such as floods 

and landslides (Shrestha et al. 2009, Xu et al. 2009, Dimri 

& Dash 2012, Vedwan & Rhoades 2001, Bhutiyani et 

al. 2010, Sabin 2020). Mountainous locations around the 

world, such as the Alps, Rockies, Andes, and the Himalayas, 

have been recognized as particularly vulnerable to climate 

change due to dramatic height changes over short distances, 

which result in accelerated warming trends (Shrestha et al. 

2012, 2019, Negi et al. 2021). Observations show that the 

Himalayas are warming faster than the global average, with 

serious consequences for ecosystems and the socioeconomic 

well-being of the region’s inhabitants, as well as those in the 

Indo-Gangetic and Brahmaputra plains, which rely directly 

or indirectly on Himalayan resources (Rautela & Karki 2015, 

Bhutiyani et al. 2007). Furthermore, the region has seen 

glaciers decrease and retreat at varied rates due to climate 

change (Immerzeel et al. 2010, Bolch et al. 2012, Schickhoff 

et al. 2016, Kääb et al. 2012). To effectively reduce and adapt 

to the effects of climate change, it is necessary to measure 

variations in key climatic variables, allowing for informed 

decision-making and strategic actions.

Climate change is causing a wide range of significant 

changes in Alpine regions like Kashmir Himalaya. Rising 

temperatures have sped up glacier melting and reduced 

snowpack, affecting hydrological regimes and jeopardizing 

freshwater supplies downstream. These changes heighten 

the risk of natural disasters such as floods and landslides, 

endangering infrastructure, populations, and ecosystems. 

Changes in precipitation patterns present issues for water 

resource management and agriculture, while the spread 

of exotic species and diseases threatens biodiversity and 

ecological stability. The Alpine tourism business, which 

relies on winter sports, is facing uncertainty as snow seasons 

shorten and landscapes change, affecting local economies 

and livelihoods. Urgent adaptation strategies and joint efforts 

are required to counteract these complex effects and ensure 

the resilience of Alpine habitats and communities in the face 

of ongoing climate change.

In the present study, we conducted a comprehensive 

evaluation of the existing scholarly literature to assess the effects 

of climate change in the Jhelum basin of the north-western 

Himalayas. Our study covers a variety of topics, including 

climate change in the basin and its effects on glaciers, lakes, 

snow cover, land use and land cover (LULC), land surface 

temperature (LST), water resources, and natural hazards in the 

region. By combining information from many sources, we hope 

to provide a comprehensive picture of the shifting environmental 

dynamics in the Jhelum basin caused by climatic shifts. Through 

our analysis, we hope to add to the information base required for 

effective decision-making and adaptation strategies in the face 

of climate change issues in the northern Himalayas.

STUDY AREA DESCRIPTION

The Jhelum basin, known as the valley of Kashmir, spans 

15,948 square kilometers between 32° 20ʹ-34° 50ʹ N and 73° 

 

Fig. 1: Location map of the study area.
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55ʹ-75° 35ʹ E. Surrounded by the Great Himalayan and Pir 

Panjal ranges, the valley has a moderate climate with cold, 

moist winters and mild summers. It receives an average 

annual precipitation of 710 mm, predominantly from win-

ter western disturbances and, to a lesser extent, the Indian 

Summer Monsoon (Fig. 1). Climate change poses significant 

threats to this region, particularly impacting its hydrology. 

Rising temperatures are likely to alter precipitation patterns, 

reducing snowfall and increasing rainfall in winter, which 

affects the timing and volume of river discharge. Accelerated 

glacial and snow melt will lead to higher spring flows and po-

tential summer water shortages. These changes could result in 

more frequent and severe flooding, exacerbated erosion, and 

unpredictable water availability, challenging water resource 

management and the valley’s ecological balance.

DATASETS AND METHODOLOGY

This study uses a comprehensive methodological framework 

that includes satellite data, climatic data, and a thorough 

literature analysis to analyze the effects of climate change on 

land use and land cover (LULC), land surface temperature 

(LST), water resources, and natural hazards in the Jhelum 

basin.

Data Collection

Satellite imagery from Landsat, MODIS, and Sentinel-2 was 

used to analyze variations in LULC and LST from 1990 to 

2020. The images were processed and analyzed using remote 

sensing techniques to extract useful information.

Climate Data

Historical climate data, including temperature and precip-

itation records, were gathered from several meteorological 

stations in the Jhelum Basin. The dataset covers the years 

1990 to 2020, offering a long-term view of regional climate 

patterns.

Literature Review

To contextualize and corroborate our findings, we undertook 

a thorough review of the current literature on climate 

change effects in the Jhelum basin. This review contributed 

to the identification of essential metrics and methodology 

employed in earlier studies.

Data Analysis

LULC Change Analysis.

Preprocessing: Satellite imagery was preprocessed to 

correct for atmospheric conditions, geometric distortions, 

and sensor errors.

Classification: Supervised classification approaches, such 

as maximum likelihood classification, were used to divide 

the images into distinct LULC classes.

Change Detection: Post-classification comparison methods 

were used to detect changes in LULC during the study period. 

The findings were confirmed with ground truth data and 

high-resolution images.

LST Change Analysis: Land surface temperatures were 

retrieved from thermal infrared bands from satellite images. 

Temporal changes in LST were examined using statistical 

approaches to find significant trends and spatial patterns. 

Urban and rural areas were compared to determine the impact 

of urbanization on LST.

Climate Data Analysis: Temperature and Precipitation 

Trends: Time series analysis of gathered climatic data 

was employed to identify trends in maximum and 

minimum temperatures, as well as precipitation patterns. 

Statistical approaches such as the Mann-Kendall trend 

test and Sen’s slope estimator were used to determine the 

significance and rate of change.

Correlation Analysis: The relationships between climate 

variables and observed environmental changes (e.g., glacier 

retreat, and glacial lake expansion) were investigated to 

determine the underlying causes of these changes.

Synthesis and Integration

The findings from satellite data analysis, climate data 

analysis, and literature review were integrated to provide 

a holistic understanding of climate change impacts in the 

Jhelum basin. This integrated approach ensures that the 

results are robust and comprehensive, highlighting the 

interconnected nature of environmental changes in the 

region.

RESULTS 

Climate Change in Jhelum Basin

There are many studies such as those by Kumar et al. (2010), 

Bhat (2010), Shafiq et al. (2018), Ahsan et al. (2021), in the 

Jhelum basin which reflect the changing state of temperature 

and precipitation variables. Due to unprecedented greenhouse 

gas emissions especially 1980s onwards world over, the 

temperature rates increased, which have also been observed 

in the Jhelum basin as well (Jaswal et al. 2010, Ahsan et al. 

2022). This section focuses on changing precipitation and 

temperature during the 1990 to 2020 period. For at least 30 

years climate data is required to study climate change and 

find effective trends (Livezey et al. 2007). Hence, 31 years 

data period (1990 to 2020) was selected for this study.
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The average annual precipitation ranges between 74 cm (Srina-

gar) to 145 cm (Gulmarg) in the Jhelum basin. The average 

annual Tmax ranges from 20.53oC (Kupwara) to 11.93oC  

(Gulmarg); while the average annual Tmin ranges from 7.66 oC 

(Srinagar) to 2.71oC (Gulmarg) in the Jhelum basin (Fig. 2). This  

study reveals that the precipitation is changing in the Jhelum  

basin, with half of the stations showing annual linear change rate 

ranging between -0.66 mm per year in Srinagar to -27.5 mm per 

year in Gulmarg; while another half of the stations show increas-

ing linear trend varying from 1.71 mm per year in Pahalgam to  

9.62 mm per year in Kupwara. Both the maximum (Tmax) and 

minimum (Tmin) temperatures are increasing across all 

the stations in the Jhelum basin except for a minute de-

crease in Gulmarg station. The Tmax linear change rate 

ranges between -0.0007oC/year in Gulmarg to 0.04oC/

year in Kukernag. The T min linear change rate varies from 

-0.028oC/year in Gulmarg to 0.028 in Pahalgam (Fig. 3). 

These change rates are in line with recent studies in the 

basin such as Ahmad et al. 2022, Mir et al. 2023. It is 

important to note that the linear trend rates depend on the 

length and quality of the time series. Hence, these trend 

rates may vary depending on the time of consideration. 

Fig. 2: Precipitation time series of different stations of Jhelum basin. 
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and increased vulnerability to storm surges (IPCC 2023). 

Climate change also exacerbates ocean acidification, which 

affects marine life, while weather changes disrupt habitats, 

impacting biodiversity (Tang 2020). Agriculture faces 

challenges as climate change puts stress on ecosystems, and 

water scarcity worsens, affecting both drinking water quality 

and quantity, as well as industrial needs (Du Plessis & du 

Plessis 2019, Cai et al. 2015). Climate change exacerbates 

social and political imbalances and leads to displacement 

(Thomas et al. 2015). Addressing this issue requires global 

cooperation to reduce emissions and ensure a sustainable 

future.

The Jhelum basin, located in the North-western 

Himalayan region, is experiencing significant climate 

Climate Change Impacts in the North-Western 

Himalayas

Climate change is a global phenomenon that impacts the 

Earth and its systems in various ways. Primarily caused by 

human-induced factors such as the use of fossil fuels and 

deforestation, climate change has resulted in a significant 

shift in the global climate system. This transformative 

process is evident in the visible rise in global average surface 

temperatures, as well as an increase in extreme weather 

events like heatwaves, storms, floods, and wildfires (IPCC 

2023, Abbass et al. 2022). The implications of this climate 

shift can be observed in polar regions, where melting ice 

caps and glaciers contribute to rising sea levels, posing a 

threat to coastal regions and island nations through erosion 
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Fig. 3: Tmax and Tmin time series of different stations of Jhelum basin.
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impacts that have far-reaching consequences for its ecology, 

people, and economy. Rising temperatures in this region 

have caused glaciers to retreat and altered precipitation 

patterns. Climate change has also affected land use and 

land cover (LULC), land surface temperature (LST), and 

stream flow while intensifying the occurrence of extreme 

weather events such as cloudbursts and flash floods. These 

changes have profound implications for water supplies, 

agriculture, biodiversity, and the overall well-being of the 

local community.

Impact on glaciers and glacial lakes: The Jhelum basin is 

home to approximately 307 glaciers and 393 glacial lakes, 

covering an area of 102.1 km2 and 22.13 km2, respectively. 

These glaciers are melting and losing mass at an alarming 

rate. The overall glacier area has decreased by 20%, from 

85.25 km2 to 68.17 km2, with an annual reduction rate of 

0.56 km2. Glaciers located at lower elevations, between 3800 

and 4200 meters above sea level, have experienced a 35% 

decrease in area, with an annual decline rate of 0.22 km2. 

The number of glacial lakes has increased by 71, covering 

an additional area of 3.29 km2 (Fig. 4). The recession of 

glaciers and expansion of glacial lakes in the region have 

been extensively studied and documented by Mir et al. 

(2018), Romshoo et al. (2020), Ahmed et al. (2021), Dar et 

al. (2021), Sen et al. (2023), Majeed et al. (2023) and Ahmad 

et al. (2021). This rapid loss of glacier mass and the growth 

of glacial lakes can be attributed to rising temperatures 

and decreasing precipitation in the region, consistent with 

previous research conducted by Shafiq et al. (2021), Dad et 

al. (2021), Bashir et al. (2023), Romshoo et al. (2020), Mir 

et al. (2021), Ahsan et al. (2021), Gujree et al. (2022) and 

Bhat et al. (2023). 

Impact on LULC and LST: Over the last two decades, 

the study area has witnessed a considerable change in land 

use and land cover (LULC), with notable changes observed 

in various classes. The widespread expansion of new 

settlements has resulted in a decrease in agricultural areas, 

while bare terrain, exposed rock, and horticulture have 

increased significantly. The conversion of agricultural land 

into residential buildings is visible, as seen by the increase 

in built-up areas. Agricultural land is widely being converted 

into horticulture due to climate change, economic returns, 

and population growth (Fig. 5). The same phenomena have 

also been reported in various parts of the Kashmir valley 

(Rasool et al. 2021, Ahmed et al. 2021, Fayaz et al. 2021). 

Furthermore, surface temperature has risen in the Jhelum 

basin from 2000 to 2020. According to the study, there 

was a 2-degree Celsius increase in temperature over this 

period, with urbanized areas, particularly around Srinagar, 

witnessing a noticeable spike in land surface temperature 

(Fig. 5). The extension of built-up regions, as well as the 

replacement of water bodies and vegetation with urban 

infrastructure, all contribute to the rise in temperature, 

demonstrating the impact of urbanization on local climate 

conditions.

Climate change in the Kashmir valley is apparent not 

only in LULC changes but also in land surface temperature 

(LST) patterns. The analysis of LST maps from 2000 to 

2020 shows a steady rise in surface temperature, with a large 

 
Fig. 4: Glacier and Glacial Lake area and count in the Jhelum basin.
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Fig. 5: LULC and LST changes in the Jhelum basin from 2000 to 2020.

increase in places experiencing extreme heat exceeding 22 

degrees Celsius. Due to greater radiation release, urbanized 

areas, such as Srinagar, have higher LST values. The seasonal 

temperature differences, with summers being warmer, 

correspond to the valley’s northern hemisphere position. The 

monthly and annual LST trends show a complex relationship 

with fluctuating temperatures, with more fluctuation in recent 

years (2010, 2015, and 2020). This suggests a dynamic 

reaction to climate change, which could be influenced by 

factors such as increasing urbanization, changes in land 

cover, and global climatic patterns. Overall, the combined 

study of LULC and LST highlights the varied influence 

of climate change on the environmental dynamics of the 

Jhelum basin.

Impact on water resources: The North-Western Himalayas 

region, crucial for water supply due to its vast glaciers and 

monsoon-fed rivers, is experiencing significant impacts 

from climate change, particularly on its water resources. 

Rising temperatures are causing accelerated glacial melting, 

leading to the formation of glacial lakes and an increased 

risk of outburst floods (Prakash & Nagarajan 2018). It has 

experienced a 21% reduction in glacier area due to climate 

change, impacting the main water source and increasing the 

risk of glacial lake outburst floods (GLOFs), threatening the 

socioeconomic stability of the region (Lone & Jeelani 2024). 

This poses an immediate danger to downstream communities 

and threatens long-term water scarcity as glaciers shrink. 

Changing precipitation patterns contribute to reduced rainfall 

and alter stream discharge patterns, affecting agriculture, 

drinking water availability, and the region’s hydrological 

stability (Sharma & Choudhury 2021, Panwar 2020). 

These changes disrupt biodiversity and local livelihoods 

and have far-reaching consequences for major rivers that 

support millions in the Indian subcontinent (Negi et al. 2022, 

Anjum et al. 2023). Adaptive water management practices 

and comprehensive strategies are necessary to address 

these impacts. Changes in precipitation patterns impact 

water resource management and groundwater reserves and 

result in flash floods and soil erosion (Mir et al. 2021). 

The quality of water resources is at risk due to increased 

sedimentation, higher turbidity levels, and the leaching 

of pollutants. These issues can cause water contamination 

problems and jeopardize human and aquatic ecosystem 

health (Lone et al. 2021). Changes in water availability 

affect alpine ecosystems, leading to habitat loss, shifts in 

species composition, and impacts on biodiversity (Roy & 

Rathore 2019).

As the North-Western Himalayan water sources feed

major rivers that support millions in Asia, the impacts of 

these changes in stream discharge extend far beyond the 

Himalayan region. This underlines the critical need for 

adaptive water management practices and comprehensive 

strategies to address climate change impacts on stream 

discharge in the North-Western Himalayas. Proactive 

measures, such as improved water storage capacity, the 

construction of smaller-scale reservoirs, and enhanced water-

use efficiency in agriculture, are crucial for mitigating the 

impacts of climate change on water resources in the North-

Western Himalayas.

Impact on natural hazards: Climate change is a global, 

intricate, and evolving challenge that significantly influences 

natural hazards, particularly hydro-meteorological and 

climatic hazards. This rapid ongoing transformation 

in climate, as evidenced by changes in temperature, 

precipitation, and atmospheric conditions, is mainly 

attributed to anthropogenic factors (Hansen & Stone 2016). 

Consequently, it leads to a cascade of effects on various 
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natural hazards, especially within mountain ecosystems and 

neighboring landscapes. The influence is characterized by 

an increasing intensity and frequency of extreme weather 

and climatic events, encompassing cloudbursts, floods, 

droughts, melting glaciers, glacial lake outburst floods, 

snow avalanches, heatwaves, and cold waves (Srivastava & 

Srivastava 2020, Ramya et al. 2023). The forecasts indicate a 

constant upward trajectory, underscoring persistent problems 

and challenges confronted by communities inhabiting highly

exposed mountainous and vulnerable regions (Kohler & 

Maselli 2009, Masson-Delmotte et al. 2021). The role of 

climate change in exacerbating risks related to natural 

hazards is particularly evident in areas where existing 

disaster risk management mechanisms are ill-equipped to 

manage new, emerging, or cascading risks. The poorest 

and most vulnerable people, living in the less developed 

regions of the world, are at the greatest risk (Wani et al. 

2022). The Vale of Kashmir in the north-western part of 

the Indian Himalayan Region is one such example. This 

multi-hazard-prone region has a long history of hydro-

meteorological and climatic disasters, including cloudbursts, 

floods, snow storms, droughts, and cold waves (Wani et 

al. 2022). Heavy precipitation, particularly from July to 

September, has resulted in unprecedented floods in the past 

(Ballesteros-Cánovas et al. 2020), great magnitude, defying 

the existing prediction mechanisms and human logic, as seen 

in September 2014. Climate change has led to an increase 

in the incidence of rainfall-induced landslides (Shah et al. 

2023). Episodes of hailstorms and erratic snowfall, especially 

during harvest time, have become serious concerns for fruit 

growers who suffer heavy losses annually (Rashid et al. 

2020, Bhat et al. 2023). Erratic snowfall and windstorm 

events have consistently challenged walnut production in the 

region (Mir & Kottaiveeran 2018). Farmers, heavily reliant 

on rainfall for crop production, are compelled to shift from 

one crop type to another, such as rice to maize, due to altered 

rainfall patterns and temperature fluctuations. The pastoralist

community has suffered material and human losses due 

to increased occurrences of lightning, thunderstorms, and 

cloudbursts. While there is limited research available to 

ascertain the influence of climate change on natural hazards 

at the local level, the consequences are visible to the affected 

communities, examined, and documented to a certain 

level. The local experts unanimously agree with the global 

community’s perspective that there is a need to address 

climate change in alignment with disaster risk reduction 

strategies and not in isolation. This holistic approach 

will help mitigate the impacts of disasters on human life, 

natural ecosystems, and biodiversity and minimize human 

contributions to climate change.

DISCUSSION

This study thoroughly examines the effects of climate 

change in the Jhelum basin, with an emphasis on evolving 

climatic patterns and their substantial implications for the 

environment, hydrology, and human activities. This study 

analyses 31 years of climate data from 1990 to 2020 to 

identify important temperature and precipitation trends, 

offering light on the basin’s major climatic shifts. The 

findings of this study show a general increase in both 

maximum and minimum temperatures over the Jhelum 

basin, except for a slight decrease at Gulmarg. This trend 

is consistent with global patterns of rising temperatures due 

to increased greenhouse gas emissions. The heterogeneity 

in precipitation trends, with some stations experiencing 

drops and others experiencing increases, highlights the 

complexities of climate change, which is influenced by a 

variety of factors such as altitude, elevation, and localized 

weather patterns. This diversity emphasizes the significance 

of doing localized studies to fully assess climate change 

implications, as global models may not adequately capture 

regional specificities.

One of the most significant issues raised in this study 

is the effect of climate change on the hydrology of the 

Jhelum basin. Rising temperatures are causing glaciers 

and snowpacks to melt more quickly, altering stream flow 

patterns. According to the research, there is an increased 

chance of floods in the spring and early summer, followed 

by potential water shortages in late summer and autumn. This 

seasonal variation in water availability presents considerable 

issues to water resource management, agriculture, and local 

people who rely largely on continuous water supply. The 

formation of new glacial lakes and the growth of existing 

ones raises the possibility of glacial lake outburst floods 

(GLOFs), which can inflict massive devastation downstream. 

The retreat of glaciers, combined with the expansion of 

glacial lakes, represents not only a loss of essential water 

reserves but also increased disaster risks that necessitate 

immediate attention and mitigating measures.

This study also investigates changes in land use and cover 

(LULC) in the Jhelum basin. The conversion of agricultural 

land to residential and horticultural areas indicates 

socioeconomic changes caused by population expansion and 

shifting economic incentives. Climate change, on the other 

hand, influences these changes by making some types of 

land use more viable or required when temperatures rise and 

precipitation patterns shift. The growth in built-up areas, as 

well as the resulting rise in land surface temperatures (LST), 

indicate the effects of urbanization and the urban heat island 

effect, which exacerbates local climate change.
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Extreme weather events, such as cloudbursts and flash 

floods, have become more frequent and intense, highlighting 

the region’s increasing climate volatility. These incidents not 

only disrupt daily life but also result in huge economic losses 

and endanger human safety. This study emphasizes the need 

for better prediction systems and disaster preparedness to 

lessen the negative effects of such disasters.

The conclusions of this study have far-reaching 

consequences for the North-Western Himalayas and other 

similar places. Climate change’s cascading effects on 

hydrology, land use, and extreme weather events need a 

comprehensive approach to climate adaptation and mitigation. 

Adaptive water management methods, such as increasing 

water storage capacity and improving water-use efficiency, 

are critical for dealing with fluctuating water supplies. 

Furthermore, including climate change considerations in land 

use planning and catastrophe risk reduction measures is critical 

for establishing resilient communities.

CONCLUSION

In conclusion, studies in the Jhelum basin indicate significant 

changes in temperature and precipitation patterns over the 

past decades. Rising greenhouse gas emissions since the 

1980s have contributed to global and regional temperature 

increases. From 1990 to 2020, precipitation trends in 

the Jhelum basin show variability, with some stations 

experiencing decreases and others increasing. Temperature 

trends reveal a general increase in both maximum and 

minimum temperatures, except for a slight decrease at 

Gulmarg. These findings are consistent with recent research 

and underscore the importance of long-term, high-quality 

climate data for accurate trend analysis. The Jhelum basin 

in the North-western Himalayas is significantly impacted 

by climate change, which has caused rising temperatures, 

retreating glaciers, and altered precipitation patterns. These 

changes have affected land use, land surface temperatures, 

and stream flow while increasing extreme weather events like 

cloudbursts and flash floods. The region’s glaciers are rapidly 

melting, leading to more glacial lakes and heightened risks 

of outburst floods, threatening water resources, agriculture, 

and local communities. Additionally, shifts in land use and 

rising land surface temperatures highlight the impact of 

urbanization and climate change on the local environment. 

These findings underscore the urgent need for adaptive 

water management practices and comprehensive strategies to 

mitigate the adverse effects of climate change on the Jhelum 

basin and beyond.
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      ABSTRACT

The objective of this study is to provide a thorough assessment of soil erosion in the 

Hirshabelle state from 2020 to 2023, utilizing the Revised Universal Soil Loss Equation 

(RUSLE) and advanced geospatial technologies, particularly Google Earth Engine, to guide 

sustainable land management strategies. The study integrates multiple datasets, including 

CHIRPS for rainfall measurement, MODIS for land use analysis, and a digital elevation model 

for slope calculation, to offer a comprehensive understanding of the factors contributing to 

soil erosion. The rainfall erosivity (R) factor is calculated using CHIRPS data, while the soil 

erodibility (K-factor) is derived from the soil dataset. The topographic condition (LS-factor) 

is computed using the digital elevation model, and the cover-management (C) and support 

practice (P) factors are determined from the NDVI and land use data, respectively. The 

findings reveal considerable spatial variation in soil erosion across the Hirshabelle state. The 

results are categorized into five levels based on the severity of soil loss: very low (<5), low (5-

10), moderate (10-20), high (20-40), and very high (≥40). While areas classified under “very 

low” soil loss are dominant, indicating relatively stable soils, regions under “very high” soil 

loss signal potential land degradation and the need for immediate intervention. Furthermore, 

the study revealed the intricate interplay of slope, vegetation, and land use in influencing soil 

erosion. Areas with steeper slopes and less vegetation were more susceptible to soil loss, 

emphasizing the need for targeted soil conservation measures in these regions. The land 

use factor played a crucial role, with certain land uses contributing more to soil erosion than 

others.

INTRODUCTION

Soil erosion in Somalia is one of the most concerning 

issues, and it affects the environment, society, and economy 

(Oshunsanya & Nwosu 2017). A lack of vegetation in 

Somalia triggers another kind of degradation of the land, 

which was shown through the sources (Omuto et al. 2011). 

Soil erosion is the dominant cause of land degradation 

in today’s sub-Saharan Africa, affecting agricultural 

productivity on a large scale (Karamage et al. 2016). Soil 

erosion is very common and causes significant damage, 

according to several studies and research conducted in 

several areas of the world (Bou-imajjane & Belfoul 2020). 

It has become a serious and sustained crisis in Somalia. 

Further, the issue has some devastating implications for the 

natural environment and agriculture (Yan et al. 2022). The 

loss of vegetation is one of the reasons for the loss of soil 

in Somalia (Omuto et al. 2011). Thus, the study is meant to 

understand the extent and impact of soil erosion in Somalia. 

The researchers look forward to figuring out the causes 

and impacts of the same. A suitable approach to achieve 

the target is to characterize the dynamics of the vegetation 

cover. Then, the researchers seeded up to get the complete 

details and the value of the rate of land degradation due to 

soil erosion in Somalia. Soil erosion in Somalia is driven 

by the removal of vegetation cover, unsuitable land use 

practices, and urbanization, significantly exacerbating land 

degradation across the country (Nur et al. 2024). Such issues 

are often analyzed through advanced models and remote 

sensing tools, as demonstrated by the application of RUSLE 

to measure erosion and sedimentation (Alexiou et al. 2023). 

In East Africa, the impacts of climate change on soil erosion 

have been highlighted using convection-permitting climate 

models, emphasizing the region’s vulnerability to increased 

erosion rates due to shifting rainfall patterns (Chapman 

et al. 2021). Remote sensing and geographic information 

systems (GIS) are critical for evaluating soil loss, sediment 

yield, and watershed prioritization, even in data-poor regions 
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(Dhaloiya et al. 2021; Patil et al. 2021). High-resolution 

satellite missions like Sentinel-2 offer valuable data for 

assessing vegetation and soil conditions, facilitating erosion 

monitoring and management strategies (Drusch et al. 2012). 

Additionally, indices like the Normalized Difference 

Vegetation Index (NDVI) can estimate sediment production 

and contribute to understanding vegetation’s protective role 

against erosion (Lense et al. 2020).

The integration of these methodologies underscores the 

importance of modern tools and models in managing erosion, 

with specific emphasis on adapting practices to mitigate 

nutrient losses and ensure sustainable land management in 

vulnerable regions like Somalia (Chen et al. 2017; Yebra 

et al. 2008).

Erosion of soil is a vital environmental issue that affects 

multiple sites across the world (Bou-imajjane & Belfoul 

2020). Soil erosion means the removal of soil in excessive 

quantity by various agents of erosion. Soil degradation can 

assume the following forms: water erosion, wind erosion, 

mass motion, salt excess, physical degradation, biological 

degradation, and chemical degradation (Abidin et al. 

2021). Soil erosion can lead to a decrease in the health and 

productivity of agricultural lands. It is also considered to 

be a major threat to the natural environment (Ailincăi et 

al. 2011). When soil erosion is not wisely controlled and 

prevented, It results in significant damage to agriculture and 

ecosystems. The decline in soil fertility is attributed to soil 

erosion. Erosion causes a decline in productivity as erosion 

leads to physical, chemical, and biological degradation 

(Gaonkar et al. 2024). Soil erosion acts as the causative 

factor and the outcomes of land degradation (Afriyie et 

al. 2020). It is important to remember that soil erosion can 

happen in plenty of different ways. Splash erosion, sheet 

erosion, rill erosion, and gully erosion all take part in soil 

erosion (Vrieling et al. 2005). These processes are mostly 

caused by deforestation, urbanization, and the intensification 

of agriculture. Also, the worthiest land degradation problem 

in the whole world is water-induced soil erosion (Vrieling 

et al. 2005). This is a severe concern that needs watershed 

management interventions to avoid further stint and protect 

ecosystem health (Tegegne et al. 2022). 

As stated in various study findings, soil erosion directly 

impacts its fertility. Erosion in agriculture production, 

infrastructure, and water quality has various negative 

ecological effects. The outcome of the process of water erosion 

causes a severe reduction in the fertility of the soil by physical, 

chemical, and biological degradation (Ailincăi et al. 2011). To 

produce valuable insights and improve our understanding of 

the critical factors that govern erosion and sediment transport 

to different places, either stronger or weaker than ever 

(Tegegne et al. 2022). Soil erosion is a major environmental 

issue with crop-specific afflicts and land degradation (Ailincăi 

et al. 2011). Concentrating on suitable land management 

practices and constant monitoring of susceptible areas is 

important to prevent and control erosion (Puente et al. 2019). 

Implementing appropriate management strategies is critical, 

with severe soil erosion and its outcomes. To make this 

happen, efforts to preserve the soil must be undertaken once 

the severity of the issue is well comprehended (Tamene et 

al. 2006). Wischmeier & Smith’s (1978) Universal Soil Loss 

Equation (USLE) was developed back in 1978 (Wischmeier 

& Smith 1978). It is one empirical model of soil erosion. It 

is used by most technicians to predict soil loss due to water 

erosion (Vezina et al. 2006, Trinh 2015, Nguyen 2011, Mc 

Cool et al. 1987). Remote sensing and GIS simulation are 

utilized to estimate and map the annual water erosion rate 

spatial pattern utilizing the Revised Universal Soil Loss 

Equation (RUSLE) (Renard et al. 1997). Earlier research into 

soil erosion forces had primarily focused on empirical models, 

physical properties-based models, nuclear tracing, and then 

spatial distributed multivariate models (Wang et al. 2016). 

The RUSLE model is a very easy-to-understand formula, 

needs only a few parameters, and is very accurate compared 

to other models (Wang & Zhao 2020). As viewed from the 

literature, this model is widely used and provides excellent 

results in predicting soil erosion (Stathopoulos et al. 2017, 

Rocha & Sparovek 2021, Wang & Zhao 2020). Previous 

studies have shown the application and widespread use to 

estimate cropland soil erosion at the watershed, regional, and

global scales (Cui et al. 2022). It can also find the clear-cut 

cost and feasibility of controlling soil erosion (Orchard 2021). 

The accuracy with which the RUSLE model could predict 

the rate and spatial distribution of soil erosion using remote 

sensing data had been estimated in a study in China (Hua et 

al. 2019). Making the remote sensing data included in the

RUSLE model to determine the rate of erosion of soil is user-

friendly for studying the spatial distribution of erosion of soil 

(Orchard 2021). The above-mentioned studies, including the 

GIS and remote sensing techniques, have provided elaborate 

data about the surface and thereby had higher accuracy along 

with the spatial resolution for the estimation of soil erosion. 

These are the studies that state that GIS and remote sensing 

give an upper hand in getting a detailed estimation of soil 

erosion in a specific land area (Chala 2019). By integrating 

the RUSLE model with Remote sensing and GIS mapping, 

researchers developed a way to estimate soil loss and plan 

appropriate soil conservation strategies. Thus, keeping in mind 

the aforementioned discussion, this study aims to measure 

the amount of soil loss from the Hirshabelle area using the 

RUSLE model with the integration of GIS and remote sensing 

techniques.
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MATERIALS AND METHODS

Study Area

Hirshabelle, officially known as Hirshabelle State of Somalia 

(Latitude: 3.8793° N, Longitude: 45.9040° E), is a Federal 

Member State in south-central Somalia (Fig. 1). It has a 

border with the Galmudug State in the north, the Southwest 

State of Somalia and Banadir region to the south, Ethiopia to 

the west, and the Indian Ocean to the east (Wikipedia 2018). 

The state is encompassed by two regions: Hiraan and Middle 

Shebelle (European Union Agency for Asylum 2011). 

Furthermore, the region confronts adverse environmental 

challenges, including flash flooding and short-lived, seasonal 

flooding. The most likely flash flood areas are Beledweyne, 

Jalalaqsi, Bulo Burde, Mahaday, and Jowhar. These floods 

are intense but brief and occur seasonally (United Nations 

Environment Programme 2022).

RUSLE Model

Using a combination of remote sensing and GIS, the RUSLE 

model was utilized to map and identify soil erosion risk 

regions in Hirshabelle and calculate the mean annual soil 

loss rate (t/ha/year) on a cell-by-cell basis. The following 

was constructed and discussed after raster maps of each 

RUSLE parameter obtained from several data sources. This 

model works on all continents where soil erosion due to 

water erosion is an issue (Laflen et al. 2003). The model 

can be expressed as: 

 A= R×K×LS×C×P

Where, A=average soil loss per unit of area (t/ha/year); 

R=rainfall erosivity factor (MJ mm ha−1 h−1 y−1); K=is the 

soil erodibility factor (t h MJ−1 mm−1); LS=topographic factor 

(dimensionless) including slope length (L) and steepness 

(S) factors; C=cover management (dimensionless); and 

P=support (or conservation) practice factor (dimensionless). 

The schematic representation of the RUSLE model is 

presented in Fig. 2. 

Rainfall Erosivity (R-factor)

The Rainfall Erosivity (R-factor) is a key parameter in the 

RUSLE (Revised Universal Soil Loss Equation) model, 

representing the impact of rainfall intensity on soil erosion 

(Wagari & Tamiru 2021). It is calculated by multiplying 

the total kinetic energy of a rainfall event by its maximum 

30-minute intensity. This factor serves as an index for 

assessing the potential erosive power of rainfall, enabling 

predictions of soil erosion risks (Mikhailova et al. 1997). 

Accurate computation of the R-factor helps to estimate 

and manage soil erosion in areas where there is a lack 

of time-series precipitation data. In such cases, monthly 

satellite precipitation data can be used to determine 

average annual erosivity (Pandey & Gautam 2015). Thus, 

estimating precipitation erosivity is crucial in data-scarce 

regions and can be achieved using various methods, 

leveraging precipitation erosivity data and satellite-based 

precipitation.

Fig. 1: Map of the study area.
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Fig. 2: Flow diagram of the methodology.

Soil Erodibility (K-factor)

The K-factor is critical in calculating sediment detachment 

and distribution on a region’s surface (Veith et al. 2017). It 

represents the resistance of soil to erosion when impacted 

by raindrop impact and concentrated flow, as defined by the 

RUSLE model (Bayramin et al. 2007). This factor reflects soil 

erodibility and helps quantify how changes in ecosystems or 

land management practices can reduce erosion susceptibility. 

In the RUSLE model, the K-factor estimates soil erosion 

potential based on various soil parameters, including 

soil texture, organic matter, and water content. Several  

modified algorithms exist to calculate the soil erodibility 

factor for different soils at specific sites (Rodrigo-Comino 

et al. 2020).

Slope Length and Steepness Factors (LS)

Slope length and steepness are the main topographical factors 

affecting soil erosion. According to Ozsoy & Aksoy (2015), 

erosion rates-whether water or soil erosion-are directly 

dependent on flow velocity. Erosion occurs at a higher rate 

on longer slopes (Dudiak et al. 2019). Steeper slopes gain less 

energy from water flowing down, leading to more significant 

soil displacement. In the RUSLE model, the LS factor is a 

dimensionless parameter that identifies variations in soil 

erosion intensity proportional to slope length and steepness. 

This factor effectively predicts and controls erosion threats 

by considering the slope’s impact (Gashaw et al. 2017). 

Studies, for example, Prasannakumar et al. (2012), highlight 

the importance of the LS factor in understanding soil erosion 

risk based on slope characteristics.

Land Cover Management Factor (C-factor)

The C-factor in the RUSLE model is an important parameter 

that measures soil loss based on land cover, crops, and 

treatment practices (Gashaw et al. 2017). It is a dimensionless 

quantity indicating the reduction in soil loss per unit area due 

to specific land use practices. Monitoring or estimating soil 

loss due to plant cover and residual matter and evaluating 

efficiency levels in relation to farmland management are 

necessary for determining potential mitigation methods and 

durations (Saha 2018, Zhao et al. 2012). Different types of 

vegetation, structural canopies, and management strategies 

significantly influence soil loss and erosion rates, as defined 

by the C-factor.

Support Practice Factor (P-factor)

The P-factor in the RUSLE model represents the effectiveness 

of soil conservation practices in reducing erosion. It is 

calculated by dividing soil loss from a particular support 

practice by the soil loss from up-and-down slope cultivation 

(Renard et al. 1997).

Data for Estimation of Soil Erosion by RUSLE Model

Rainfall and Runoff Erosivity factor (R-factor), Soil 

Erodibility factor (K-factor), Topographic factor (LS-factor), 

Crop management factor (C-factor), and Support practice 

factor (P-factor) were the factors for the estimation of soil 

erosion by RUSLE model. The R-factor was calculated using 

the total precipitation data derived from CHIRPS for the 

particular study period. The output finally obtained was first 

widely multiplied by 0.363, and then 79 was added to convert

the total rainfall amount given into an erosive factor. Similarly, 

the K-factor was calculated from the regional soil dataset. 

The LS factor was calculated using the DEM data. The slope 

percent was calculated, and the LS factor was then calculated. 

The C-factor was calculated using the NDVI (Normalized 

Difference Vegetation Index) derived from the Sentinel-2 data. 

Lastly, the P-factor was estimated using the MODIS land-use 

and land-cover dataset, and the slope percent was calculated.

RESULTS

Rainfall Erosivity (R-factor)

The CHIRPS (Climate Hazards Group InfraRed Precipitation 
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specific values of 0, 0.02, 0.034, 0.042 and 0.05. These values 

of the K-factor provide a measure of how susceptible the soil 

is to erosion, and the higher the value, the more erodible the 

soil; in other words, higher K-values indicate places where 

the soil is more susceptible to erosion. Therefore, these areas 

are anticipated to require soil conservation procedures to stop 

considerable loss of soil from erosion. In contrast, for areas 

of lower K-values, less erosion control methods can be used. 

The K-factor map of the Hirshabelle state is given in Fig. 4.

Slope Length and Steepness Factors (LS-factor)  

The slope was calculated from the “elevation” attribute of 

the digital elevation model (DEM). Then, the slope was 

converted from degrees to percent using the following 

formula:

 Slope (%) = tan (slope in degrees) × 100. 

Then, the LS factor was calculated using the following 

formula (Desmet & Govers 1996):

 LS = (Slope 0.53 + Slope2 0.076 + 0.76) × √ (500/100) 

This equation is used to find the potential soil erosion 

with the combined impact of slope steepness and the 

influence of slope length. In the LS equation, (Slope × 0.53 + 

Slope2 × 0.076 + 0.76) refers to the effect of slope on erosion, 

including both linear and quadratic effects of slope, whereas 

with Station) dataset was used for the measurement of 

the R-factor. The CHIRPS dataset was filtered for the 

‘precipitation’ band for the particular period of 2020 to 2023. 

The next step was clipping the data to the boundaries of the 

Hirshabelle state. The R-factor will ascertain the erosive 

force of rain and is calculated as follows:

R = Precipitation × 79 + 0.363

This R-factor has been applied to the RUSLE model 

mentioned by Panagos et al. (2017). The R-factor map 

of Hirshabelle state is depicted in Fig. 3. For the state the 

R-factor ranged from 181.535 to 484.344. Hence, these 

values showed the potential rate of soil loss to rainfall-driven 

erosion in the Hirshabelle state. The higher the R-factor 

value, the higher the susceptibility of the area to soil erosion 

by rainfall.

Soil Erodibility (K-factor) 

The K-factor aims to determine the susceptibility of the soil 

particles to detachment and transport by the action of rainfall 

and runoff. Several soil values to assess the K-Factor were 

considered. The special formula and the values used seem 

to be region-specific, and these values seem to be based 

on the local soil properties. The values of the K-factor 

were determined by Wischmeier’s procedure (1976). The 

estimated K factor value ranged from 0 to 0.05. We obtained 

Fig. 3: Rainfall erosivity (R-factor) map of Hirshabelle state.
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√(500/100) represents the interference of the slope length. 

The square root in this function also represents a nonlinear 

relationship. Fig. 5 shows the steepness of the landscape 

slopes of the different parts of the study area, which varies 

from 0 (flat area) to 9.4642 (extremely steep area). 

The LS factor map suggests that soil is likely to erode 

due to both steepness and slope length. The values of the 

LS factor ranged from 1.69941 (low erosion potential) to 

28.1295 (high erosion potential). The map of the LS factor 

of Hirshabelle state is given in Fig. 6. 

Fig. 4: Soil erodibility (K-factor) map of Hirshabelle state.

Fig. 5: Slope map of Hirshabelle state.



193SOIL EROSION ANALYSIS IN HIRSHABELLE, SOMALIA USING RUSLE

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

Normalized Difference Vegetation Index (NDVI)

The current study focuses on the Normalized Difference 

Vegetation Index (NDVI) and the C-factor in erosion 

smoothing facts. These two indispensable metrics are 

analyzed for the environmental and agricultural study. The 

Normalized Difference Vegetation Index (NDVI) is the 

most important vegetation index that is capable of assisting 

the studying scientists in estimating the vegetation health, 

biomass, and canopy of the land site (Li et al. 2020). It is 

also a straightforward graphical indicator of the measurement 

that consists of the metrics from the distant remote sensors. 

This index can provide the measurement of whether the 

categories that are considered for studies have resulted in 

any live green that is essential (Pahlevan et al. 2022). The 

calculation of NDVI is computed utilizing the following 

formula (Sarmin et al. 2023):

NDVI = (NIR - RED) / (NIR + RED)

The NDVI or Normalized Difference Vegetation Index 

is calculated using Band 8 (NIR) and Band 4 (RED) of 

the Sentinel-2 satellite (Sarmin et al. 2023). The ratio of 

these bands is the formula to get the NDVI and helps in 

understanding the health and coverage of vegetation (Reiche 

et al. 2018). Through the understanding of environmental 

landscapes provided by NDVI, soil conservation, and 

sustainable agriculture can be planned more accurately 

(Zhang et al. 2016). Hence, two crucial tools in environmental 

and agricultural studies are NDVI and the C-factor. The 

outcome of the NDVI image after the clipping for Hirshabelle 

state was used to find the median value, and the values of 

NDVI ranged from -0.2 to 0.3. The negative value of NDVI 

corresponds to water, i.e., values closer to -1. Whereas close 

to zero (i.e., (-0.1 to 0.1)) relates to barren or open areas of 

rock, sand, or snow, and the higher value of NDVI (0.3 to 

0.8) has temperate or tropical rainforests or areas with dense 

vegetation growth. The map of NDVI of Hirshabelle state 

is given in Fig. 7.

Vegetation Cover Management (C-factor)

C-factor represents the effect of cropping and management 

practices on erosion rates. The code is to calculate the C factor 

using NDVI derived from Sentinel-2 data. The presence of 

green vegetation is represented by the NDVI, as derived from 

the Sentinel-2 data. The specific formula seems to be derived 

from the transformation of the NDVI values, which is a com-

monly applied technique of the remote sensing study based on 

the C-factor Model. Fig. 8 represents the C-factor map of the 

study area. The values of the C-factor ranged from 0 to 1. The 

C-factor is the ratio between the erosion magnitude of a certain 

area with specific vegetation cover and crop management to 

the erosion magnitude of identical soil without vegetation. 

Hence, the understanding of NDVI and C-factor analysis can 

give more insight into the health of vegetation and the risk of 

soil erosion. The NDVI value shows substantial vegetation 

cover, and the C-factor model suggests that the erosion rate 

is significant because of this vegetation.

Fig. 6: LS factor map of Hirshabelle state.
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Support Practice (P-factor)

The major goal of the P-factor is to account for the effect 

of erosion-control practices on soil loss. Based on the type 

of land cover from MODIS data, the slope determines the 

P-factor. The specific rules that are followed are expected to 

be region-specific and may be based on local land management 

practices (Dabney et al. 2012). The P-factor is the ratio of soil 

loss for a specific support practice to soil loss for up-and-down 

slope cultivation on the same type of land cover. It quantifies 

Fig. 7: NDVI map of Hirshabelle state.

Fig. 8: C-factor map of Hirshabelle state.
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the effectiveness of the various conservation practices like 

contour plowing or terracing. The P-factor analysis of the study 

area provides valuable information about the effectiveness of 

soil conservation practices in the area. The P-factor values of 

the study area (Fig. 9) range from 0.6 to 1. The lower P-factor 

values nearer to 0.5 indicate that the conservation practices 

are highly effective in preventing soil erosion. While higher 

P-factor values, approximately up to 1, indicate less effective 

practices in place or no erosion control measures are in place 

in the area.

Soil Loss 

Soil loss was estimated using the Revised Universal Soil 

Loss Equation (RUSLE). The final soil loss was calculated 

by multiplying R, K, LS, C, and P factors. The mean values 

of the factors of the RUSLE model are presented in Table 1.

The soil loss analysis offers a comprehensive view of 

areas at risk of erosion within the defined area. The soil 

loss map illustrates the varying degrees of soil loss, with 

areas falling into one of five categories: “very low,” “low,” 

“moderate,” “high,” and “very high,” following Housseyn 

et al. (2021). The distribution of areas according to soil loss 

classes is presented in Table 2 and depicted in Fig. 10. 

DISCUSSION

The estimation of the R-factor, starting from 181.535 to 

a high of 484.344 (Fig. 3), suggests the variability of the 

potentiality of soil loss because of rainfall-triggered erosion. 

The better R-factor values point in the direction of areas that 

are greater at risk of soil erosion due to rainfall, suggesting 

the need for focused interventions in those regions to 

mitigate erosion (Fenta et al. 2020). Similarly, the computed 

K-factor values, starting from 0 to 0.05 (Fig. 4), offer 

insights into the soil’s susceptibility to erosion. The higher 

K-values endorse areas with extra erodible soils, indicating 

the need for particular soil conservation measures to save 

excessive soil loss (Angima et al. 2003). Conversely, regions 

with lower K-values, signifying less erodible soils, may 

additionally require less extensive conservation practices. 

The LS-factor map (Fig. 5 and Fig. 6) highlights the capacity 

for soil erosion because of the combined impact of slope 

period and steepness. This issue is of unique importance, 

as regions with a high LS factor represent regions with 

a higher chance of soil erosion, underlining the need for 

tailored erosion management techniques in such regions 

Fig. 9: P-factor map of Hirshabelle state.

Table 1: Mean Values of the RUSLE Model.

Parameters Mean Values

Mean R Factor 338.3558311

Mean K Factor 0.032564672

Mean LS Factor 2.456259309

Mean C Factor 0.370976513

Mean P Factor 0.801867416

Mean Soil Loss 8.202920923
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(Moses 2017). The NDVI evaluation (Fig. 7) and derived 

C-factor (Fig. 8) provide valuable insights into the country 

of plant life and its position in soil erosion in the high 

NDVI and C-factor derived from NDVI, presenting massive 

protection in opposition to soil erosion (Kogo et al. 2020). 

The P-factor values, ranging from 0.6 to 1 (Fig. 9), offer an 

indication of the efficacy of conservation practices within 

the vicinity. Lower P-factor values advocate that modern 

conservation practices are powerful at stopping soil erosion, 

while better values represent areas in which more efficient 

erosion management measures may also need to be carried 

out (Amsalu & Mengaw 2014). The final soil loss estimation 

derived from the product of R, K, LS, C, and P factors offers 

a comprehensive representation of the areas at risk of erosion 

within the Hirshabelle state (Fig. 10). The categorization of 

soil loss into “very low,” “low,” “moderate,” “high,” and 

“very high” provides a clear understanding of the severity 

of soil erosion in different areas (Yesuph et al. 2021). The 

study assessed soil erosion risks in northwest Somalia, 

revealing that most of the area faces moderate erosion risk. 

The northern region, including Bossaso and other weather 

stations, demonstrates low erosivity risk due to lower 

annual precipitation. In contrast, southern regions, despite 

their steep slopes, experience higher erosion risk. These 

findings highlight the critical influence of precipitation and 

topography on soil erosion in the Hirshabelle state (Nur et 

al. 2024).

CONCLUSIONS

An extensive study on soil erosion in the Hirshabelle state 

offers vital insights into the various reasons that trigger soil 

loss. The primary factors that stimulate soil loss in a region 

are, namely, erosivity of rainfall, erodibility of soil, length, 

and steepness of slopes, the cover of vegetation, and support 

practices. Soil loss risk for the Hirshabelle area is estimated 

using a Revised Universal Soil Loss Equation (RUSLE). 

CHIRPS, MODIS, Sentinel-2, and a local soil dataset are 

used to predict soil loss risk and erosion for the area. Results 

from the NDVI and C-factor study show the importance of 

the presence of vegetation in the prevention of soil erosion. 

The study also brings out the significance of increasing and 

keeping vegetation safe to protect soil. The P-factor study 

shows that the soil conservation practices carried out in the 

area are quite efficient. This study also helps improve these 

practices further. The satellite data combined with the soil 

runoff models indicate that it offers a valuable and solid 

foundation for policymakers to make crucial choices about 

Fig. 10: Soil loss map of Hirshabelle state.

Table 2: Distribution of soil loss classes along with their respective areas.

Categories Area in hectare Proportion of the 

total area (%)

Very low (Soil loss < 5) 1,005,247.882 19.11%

Low (Soil loss  5-10) 3,001,216.756 57.04%

Moderate (Soil loss 10-20) 1,089,858.46 20.71%

High (Soil loss 20-40) 150,108.38 2.85%

Very high (Soil loss ≥ 40) 14,884.63 0.28%
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land. The changes associated with soil loss/readiness help 

to understand and study the areas that are prone to erosion. 

Since soil is the most important resource and supporting 

factor, conservation practices will keep the land productive 

and healthy. Thus, taking measures to prevent soil loss will 

encourage sustainable land use. 

REFERENCES

Abidin, R.Z., Mahamud, M.A., Yusof, M.F., Zakaria, N.A. and Arumugam, 

M.A.R.M.A., 2021. Determination of cover management and soil 

loss risk mapping by sub-districts and river catchments of Cameron 

Highlands Malaysia. Land, 10(11), pp.1181. DOI: https://doi.

org/10.3390/land10111181

Afriyie, E., Verdoodt, A. and Mouazen, A.M., 2020. Estimation of aggregate 

stability of some soils in the loam belt of Belgium using mid-infrared 

spectroscopy. Science of The Total Environment, 744, pp.140727. DOI: 

https://doi.org/10.1016/j.scitotenv.2020.140727

Ailincăi, C., Jitareanu, G., Bucur, D. and Mercuş, A., 2011. Evolution of 

some chemical properties of soil under influence of soil erosion and 

different cropping systems. Cercetari Agronomic in Moldova, 44(4). 

DOI: 10.2478/v10298-012-0044-3

Alexiou, S., Efthimiou, N., Karamesouti, M., Papanikolaou, I., Psomiadis, 

E. and  Charizopoulos, N., 2023. Measuring annual sedimentation 

through high accuracy UAV-Photogrammetry data and comparison 

with RUSLE and PESERA Erosion Models. Remote Sensing, 15(5), 

pp.1339. DOI: https://doi.org/10.3390/rs15051339 

Amsalu, T. and Mengaw, A., 2014. GIS based soil loss estimation using 

RUSLE model: The case of Jabi Tehinan Woreda, ANRS, Ethiopia. 

Natural Resources, 5(16), pp.616-626.

Angima, SD., Stott, D.E., O’Neill, M.K., Ong, C.K. and Weesies, G.A., 

2003. Soil erosion prediction using RUSLE for central Kenyan 

highland conditions. Agriculture, Ecosystems & Environment, 97(1-

3), pp.295-308.

Bayramin, İ., Basaran, M., Erpul, G. and Canga, M.R., 2007. Assessing 

the Effects of Land Use Changes on Soil Sensitivity to Erosion 

in a Highland Ecosystem of Semi-Arid Turkey. https://scite.ai/

reports/10.1007/s10661-007-9864-2

Bou-imajjane, L. and Belfoul, M.A., 2020. Soil loss assessment in Western 

High Atlas of Morocco: Beni mohand watershed study case. Applied 

and Environmental Soil Science, 143, pp.1-15. DOI: https://doi.

org/10.1155/2020/6384176

Chala, H.M., 2019. A geographic information system-based soil erosion 

assessment for conservation planning at West Hararghe, Eastern 

Ethiopia. Civil Engineering and Environmental Systems, 11(2), pp.19. 

DOI: https://doi.org/10.7176/cer/11-2-02 

Chapman, S., Birch, C.E., Galdos, M.V. and Bellerby, T.J., 2021. Assessing 

the impact of climate change on soil erosion in East Africa using a 

convection-permitting climate model. Environmental Research Letters, 

16(9), pp.094036.

Chen, X., Liu, X., Peng, W., Dong, F., Huang, Z. and Wang, R., 2017. Non-

Point Source Nitrogen and Phosphorus Assessment and Management 

Plan with an Improved Method in Data-Poor Regions. Water, 10(1), 

pp.17. DOI: https://doi.org/10.3390/w10010017

Cui, H., Wang, Z., Yan, H., Li, C., Jiang, X., Liu, G., Hu, Y., Yu, S. and 

Shi, Z., 2022. Production-based and consumption-based accounting 

of global cropland soil erosion. Environmental Science & Technology, 

56(14), pp.10465-10473. DOI: https://doi.org/10.1021/acs.est.2c01855

Dabney, S.M., Yoder, D.C., Vieira, D.A. and Bingner, R.L., 2012. 

Enhancing RUSLE to include runoff-driven phenomena. Hydrological 

Processes, 26(6), pp.910-922.

Desmet, P.J. and Govers, G., 1996. A GIS procedure for automatically 

calculating the USLE LS factor on topographically complex landscape 

units. Journal of Soil and Water Conservation, 51(5), pp.427-433.

Dhaloiya, A., Nain, A.S., Sharma, M.P. and Singh, A., 2021. Prioritization 

of watershed using Remote Sensing and Geographic Information 

System. Sustainability, 13(16), pp.9456. DOI: https://doi.org/10.3390/

su13169456

Drusch, M., Del Bello, U., Carlier, S., Colin, O., Fernandez, V., Gascon, 

F., Hoersch, B., Isola, C., Laberinti, P., Martimort, P., Meygret, A., 

Spoto, F., Sy, O., Marchese, F. and Bargellini, P., 2012. Sentinel-2: 

ESA’s optical high-resolution mission for GMES operational services. 

Remote Sensing of Environment, 120, pp.25–36. DOI: https://doi.

org/10.1016/j.rse.2011.11.026

Dudiak, N.V., Pichura, V.I., Potravka, L. and Stratichuk, N.V., 2019. 

Geomodelling of Destruction of Soils of Ukrainian Steppe Due to 

Water Erosion. https://scite.ai/reports/10.12911/22998993/110789

European Union Agency for Asylum, 2011. Country of Origin Information 

Report Somalia: Central and Southern Somalia.

Fenta, A.A., Tsunekawa, A., Haregeweyn, N., Tsubo, M., Yasuda, H.,

Ebabu, K. and Kawai, T., 2020. Land susceptibility to water and 

wind erosion risks in the East Africa region. Science of the Total

Environment, 703, pp.134807.

Gaonkar, V.G., Nadaf, F.M. and Kapale, V., 2024. Mapping and 

Quantifying Integrated Land Degradation Status of Goa Using 

Geostatistical Approach and Remote Sensing Data. Nature 

Environment & Pollution Technology, 23(1). DOI: https://doi.

org/10.46488/NEPT.2024.v23i01.025

Gashaw, T., Tulu, T. and Argaw, M., 2017. Erosion Risk Assessment

for Prioritization of Conservation Measures in Geleda Watershed, 

Blue Nile Basin, Ethiopia. https://scite.ai/reports/10.1186/s40068-

016-0078-x

Housseyn, B., Nekkache, G.A., Kamel, K., Hamza, B. and Saleh-Eddine, 

T., 2021. Estimation of soil losses using RUSLE model and GIS tools: 

Case study of the Mellah catchment, Northeast of Algeria. Romanian 

Journal of Civil Engineering, 12 (3), pp.266-289. DOI: https://doi.

org/10.37789/rjce.2021.12.3.2

Hua, T., Zhao, W., Liu, Y. and Liu, Y., 2019. Influencing factors and 

their interactions of water erosion based on yearly and monthly scale 

analysis: A case study in the Yellow River basin of China. Natural

Hazards and Earth System Sciences Discussions. DOI: https://doi.

org/10.5194/nhess-2019-122 

Karamage, F., Zhang, C., Ndayisaba, F., Shao, H., Kayiranga, A., Fang, X.,

Nahayo, L., Nyesheja, E.M. and Tian, G., 2016. Extent of cropland and 

related soil erosion risk in Rwanda. Sustainability, 8(7), pp.609. DOI: 

https://doi.org/10.3390/su8070609 

Kogo, B.K., Kumar, L. and Koech, R., 2020. Impact of land use/cover 

changes on soil erosion in western Kenya. Sustainability, 12(22), 

pp.9740.

Laflen, J.M. and Moldenhauer, W.C., 2003. Pioneering soil erosion 

prediction: The USLE story. International Soil and Water Conservation 

Research, 34(2). DOI: 10.1016/S2095-6339(15)30034-4

Lense, G.H.E., Moreira, R.S., Bócoli, F.A., Avanzi, J.C., Teodoro, 

A.E.D.M. and Mincato, R.L., 2020. Estimation of sediments produced 

in a subbasin using the Normalized Difference Vegetation Index. 

Ciência e Agrotecnologia, 44(4). DOI: https://doi.org/10.1590/1413-

7054202044031419

Li, Z., Guo, R., Li, M., Chen, Y. and Zhang, Y., 2020. Characterizing 

spatiotemporal vegetation dynamics in the Greater Mekong Subregion 

with NDVI and EVI time series. Journal of Forestry Research, 31, 

pp.1347–1362.

Mc Cool, D.K., Brown L.C., Foster G.R., Mutchler C.K. and Meyer, 

L.D., 1987. Revised slope steepness factor for universal soil loss 

equation Transactions of American Society of Agricultural Engineers. 

Transactions of the ASAE, 30(5), pp.1387-1396. DOI: https://doi.

org/10.13031/2013.30576



198 Abdiaziz Hassan Nur et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

Mikhailova, E.A., Bryant, R.B., Schwager, S.J. and Smith, S.D., 1997. 

Predicting rainfall erosivity in Honduras. Soil Science Society of 

American Journal, 61(1), pp.273-279. DOI: https://doi.org/10.2136/

sssaj1997.03615995006100010039x 

Moses, A.N., 2017. GIS-RUSLE interphase modelling of soil erosion hazard 

and estimation of sediment yield for River Nzoia Basin in Kenya. 

Journal of Remote Sensing and GIS, 6(4).

Nguyen, M.H., 2011. Application USLE and GIS Tool to Predict Soil 

Erosion Potential and Proposal Land Cover Solutions to Reduce Soil 

Loss in Tay Nguyen.

Nur, A.H., Ahmed, A.H., Mohamed, A.A., Hasan, M.F. and Sarmin, S., 2024. 

Geospatial assessment of Aridity and Erosivity Indices in Northwest 

Somalia using the CORINE Model. Journal of Environmental and 

Science Education, 4(1), pp.1-11

Nur, A. H., Mohamed, A. A., and Ahmed, A. H. 2024. Spatial Assessment 

of Soil Erosion and Aridity in Somalia Using the CORINE Model.

Omuto, C., Balint, Z. and Alım, M., 2011. A framework for national 

assessment of land degradation in the drylands: A case study of 

Somalia. Land Degradation and Development, 25(2). DOI: https://

doi.org/10.1002/ldr.1151

Orchard, P.J., 2021. Enabling Multi-Site Stormwater Environmental 

Compliance Approvals in Ontario, Canada.

Oshunsanya, S.O. and Nwosu, N.J., 2017. Suitability of universal soil loss 

erodibility, inter-rill and rill erodibility models for selected tropical 

soils. Agricultura Tropica Et Subtropica, 50(4), pp. 191-198. DOI: 

https://doi.org/10.1515/ats-2017-0020

Ozsoy, G. and Aksoy, E., 2015. Estimation of soil erosion risk within an 

important agricultural sub-watershed in Bursa, Turkey, in relation to 

rapid urbanization. Environmental Monitoring and Assessment, 187(6), 

Article 4653. DOI: https://doi.org/10.1007/s10661-015-4653-9.

Pahlevan, N., Sarkar, S., Franz, B.A., Balasubramanian, S.V. and He, J., 

2022. Cross-calibration of S-NPP VIIRS and Sentinel-2A/2B MSI 

for improved terrestrial monitoring. Remote Sensing, 14(4), pp.681.

Panagos, P., Borrelli, P. and Meusburger, K., 2017. Estimating the RUSLE 

Equation Rainfall Factor in the Calculations of Global Soil Erosion. 

Geophysical Research Abstracts, 19.

Pandey, A. and Gautam, A.K., 2015. Soil erosion modeling using satellite 

rainfall estimates. Journal of Water Resource and Hydraulic Engineering, 

4(4), pp.318-325. https://doi.org/10.5963/JWRHE0404002

Patil, M., Patel, R. and Saha, A., 2021. Sediment yield and soil loss 

estimation using GIS based Soil Erosion Model: A case study in the 

MAN Catchment, Madhya Pradesh, India. Environmental Sciences 

Proceedings, 8(1), pp.26. DOI: https://doi.org/10.3390/ecas2021-10348

Prasannakumar, V., Vijith, H., Abinod, S. and Geetha, N., 2012. Estimation 

of soil erosion risk within a small mountainous sub-watershed in Kerala, 

India, using Revised Universal Soil Loss Equation (RUSLE) and geo-

information technology. Geoscience Frontiers, 3(2), pp.209–215. DOI: 

https://doi.org/10.1016/j.gsf.2011.11.003

Puente, C., Olague, G., Trabucchi, M., Arjona-Villicaña, P.D. and 

Soubervielle-Montalvo, C., 2019. Synthesis of Vegetation Indices using 

genetic programming for soil erosion          estimation. Remote Sensing, 

11(2), pp.156. DOI: https://doi.org/10.3390/rs11020156

Reiche, J., Hamunyela, E., Verbesselt, J., Hoekman, D. and Herold, M., 

2018. Improving near-real time deforestation monitoring in tropical 

dry forests by combining dense Sentinel-1-time series with Landsat 

and ALOS-2 PALSAR-2. Remote Sensing of Environment, 204, 

pp.147–161.

Renard, K.G., Foster, G.R., Weesies, G.A., McCool, D.K. and Yoder, D.C., 

1996. Predicting soil erosion by water: A guide to conservation planning 

with the Revised Universal Soil Loss Equation (RUSLE). Environmental 

Science. https://api.semanticscholar.org/CorpusID:128575343

Rocha, G.C.D. and Sparovek, G., 2021. Scientific and Technical Knowledge 

of Sugarcane Cover-Management USLE/RUSLE Factor.

Rodrigo-Comino, J., Senciales-González, J.M. and Ruiz-Sinoga, J.D., 2020. 

The effect of hydrology on soil erosion. Water, 12(3), pp.839. DOI: 

https://doi.org/10.3390/w12030839

Saha, A., 2018. GIS Based Soil Erosion Estimation Using Rusle Model: 

A Case Study of Upper Kangsabati Watershed, West Bengal, India. 

https://scite.ai/reports/10.19080/ijesnr.2018.13.555871 

Sarmin, S., Hasan, M.F., Hanif, M.A., Nur, A.H. and Shahin, A., 2023. From 

Pixels to Policies: Remote Sensing for Compliance with Agriculture 

4.0. In: GRISS An Edited Book (Volume-3), Edited by S.P. Singh. 

Astha Foundation, Meerut, India.

Stathopoulos, N., Lykoudi, E., Vasileiou, E., Rozos, D. and Dimitrakopoulos, 

D., 2017. Erosion uulnerability assessment of Sperchios river basin, in 

East Central Greece - A GIS based analysis. Journal of Geology, 7(05),

621-6467. DOI: https://doi.org/10.4236/ojg.2017.75043

Tamene, L., S., Park, R., Dikau, and Vlek, P.L.G., 2006. Analysis of factors 

determining sediment yield variability in the highlands of Ethiopia. 

Geomorphology, 76(1), pp.76-91. DOI: https://doi.org/10.1016/j.

geomorph.2005.10.007

Tegegne, M.A., Zewudu, Y. and Fentahun, T., 2022. Erosion Source Area 

Identification Using Rusle and Multi-Criteria Decision Analysis, 

Acase of Andassa Watershed, Upper Blue Nile Basin. DOI: https://

doi.org/10.21203/rs.3.rs-1718698/v1

Trinh, C.T., 2015. Soil Erosion in Vietnam (The Case of Buon Yong 

catchment) Universal Soil Loss Equation (RUSLE). Scholars Press.

United Nations Environment Programme. 2022. Flash Floods in Hirshabelle 

State of Somalia. DOI: https://www.unep.org/news-and-stories/story/

flash-floods-hirshabelle-state-somalia 

Veith, T.L., Goslee, S.C., Beegle, D.B., Weld, J. and Kleinman, P.J.A., 2017. 

Analyzing Within‐County Hydrogeomorphological Characteristics 

as a Precursor to Phosphorus Index Modifications. https://scite.ai/

reports/10.2134/jeq2016.10.0416

Vezina, K., Bonn F. and Pham V.C., 2006. Agricultural land-use patterns 

and soil erosion vulnerability of watershed units in Vietnam’s northern 

highlands. Landscape Ecology, 21(8), pp.1311-1325. DOI: https://doi.

org/10.1007/s10980-006-0023-x

Vrieling, A., Rodrigues, S.C. and Sterk, G., 2005. Evaluating erosion 

from space : A case study near Uberlândia. Sociedade & natureza, In 

Sociedade & Natureza, Special issue : International Symposium on 

Land Degradation and Desertification, pp. 683-696.

Wagari, M. and Tamiru, H., 2021. RUSLE model based annual soil Loss 

Quantification for Soil Erosion Protection: A Case of Fincha Catchment, 

Ethiopia. https://scite.ai/reports/10.1177/11786221211046234

Wang, H. and Zhao, H., 2020. Dynamic Changes of Soil Erosion in the 

Taohe River Basin Using the RUSLE Model and Google Earth Engine. 

Water, 12(5), pp.1293. DOI: https://doi.org/10.3390/w12051293

Wang, R., Zhang, S., Yang, J., Pu, L., Yang, C., Yu, L., Chang, L. and Bu, 

K., 2016. Integrated use of GCM, RS, and GIS for the assessment of 

hillslope and gully erosion in the Mushi river Sub-Catchment, Northeast 

China. Sustainability, 8, pp.317.

Wikipedia, 2018. Hirshabelle State. https://en.wikipedia.org/wiki/

Hirshabelle_State

Wischmeier, W.H. and Smith, D.D., 1978. Predicting rainfall erosion losses: 

A guide to Conservation Planning World Association of Soil and Water 

Conservation, Beijing, China, p. 54 

Wischmeier, W.H. and Smith, D.D., 1978. Predicting Rainfall Erosion 

Losses. A Guide to Conservation Planning. The USDA Agricultural 

Handbook No. 537, Maryland.

Wischmeier, W.H., 1976. Use and misuse of the universal soil loss equation. 

Journal of Soil and Water Conservation, 31(1), 5-9.

Yan, X., Wu, L., Xie, J., Wang, Y., Wang, C. and Ling, B., 2022. Dynamic 

Changes and Precision Governance of Soil Erosion in Chengde City 

Using the GIS Techniques and RUSLE Model. Nature Environment 

& Pollution Technology, 21(3). DOI: https://doi.org/10.46488/

NEPT.2022.v21i03.009 

Yebra, M., Chuvieco, E. and Riaño, D., 2008. Estimation of live fuel 



199SOIL EROSION ANALYSIS IN HIRSHABELLE, SOMALIA USING RUSLE

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

moisture content from MODIS images for fire risk assessment. 

Agricultural and Forest Meteorology, 148(4), pp.523-536. 

Yesuph, Y.S., Endalamaw, N.T., Sinshaw, B.G. and Ayana, E.K., 2021. 

Modeling soil erosion using RUSLE and GIS at watershed level in 

the upper Beles, Ethiopia. Environmental Challenges, 3, pp.100039.

Zhang, J., Xiao, X., Wu, X. and Zhou, S., 2016. A global moderate resolution 

dataset of gross primary production of vegetation for 2000–2016. 

Scientific Data, 5, pp.180165.

Zhao, W., Fu, B. and Chen, L.D., 2012. A Comparison Between Soil Loss 

Evaluation Index and the C-factor of RUSLE: A Case Study in the Loess 

Plateau of China. https://scite.ai/reports/10.5194/hess-16-2739-2012

Zhou, Q., Yang, S., Zhao, C., Cai, M. and Luo, Y., 2014. A soil erosion 

assessment of the upper Mekong river in Yunnan Province, China. 

Mountain Research and Development, 34(1), pp.36-47. DOI: https://

doi.org/10.1659/MRD-JOURNAL-D-13-00027.1

ORCID DETAILS OF THE AUTHORS 

Abdiaziz Hassan Nur: https://orcid.org/0009-0007-5335-7715

Md. Faruq Hasan: https://orcid.org/0000-0002-9303-5848

Susmita Sarmin: https://orcid.org/0000-0002-0094-3880

Atia Shahin: https://orcid.org/0009-0009-7530-6948

Abdinasir Abdullahi Mohamed: https://orcid.org/0000-0001-9183-5369

Ali Hussein Ahmed: https://orcid.org/0009-0003-6176-6042



Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

www.neptjournal.com



   
2025pp. 201-210Vol. 24

p-ISSN: 0972-6268 
(Print copies up to 2016)

No. S1
  Nature Environment and Pollution Technology
  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access JournalOriginal Research Paperhttps://doi.org/10.46488/NEPT.2025.v24iS1.014

Understanding the Patch Dynamics of a few Homogenous and Heterogenous 

Vegetational Patches

Rekha G. Dhammar, Kunal N. Odedra† and B. A. Jadeja

Department of Botany, M. D. Science College, Porbandar, Gujarat, India 

†Corresponding author: Kunal N. Odedra; kunal.n.odedra1@gmail.com

      ABSTRACT

Variations in size and shape distinguish vegetation patches across different ecosystems. Nonetheless, recent 

research highlights notable parallels in the dynamics of these patches and the mechanisms governing their 

formation and persistence. Two primary types, banded and spotted vegetation, characterized by their patch 

shapes, stem from shared mechanisms, albeit each type is predominantly influenced by a distinct driver. Banded 

vegetation emerges when water primarily facilitates the redistribution of materials and propagules, whereas 

spotted vegetation arises when wind serves as the primary redistributing force. Overall, the analysis underscores 

how patchy vegetation structures bolster primary production. According to Patch Dynamics theory, vegetation 

can be categorized into homogeneous and heterogeneous patches, with seasonal conditions playing a pivotal 

role in the coexistence of various vegetation types. Understanding mechanisms of coexistence necessitates a 

thorough grasp of the ecophysiological responses of dominant species to different patch types. Consequently, 

this study aimed to discern the ecophysiological reactions of species to two distinct patch categories. Throughout 

the examination of Patch Dynamics, both patch species exhibited the highest photosynthetic capacity within 

their respective patches. Parameters such as Leaf Area Index (LAI), the number of individuals (N), biomass, 

height (h), weight, and others manifested changes across patch types. Notably, species within the banded patch 

exhibited heightened sensitivity and more substantial fluctuations in their values compared to those in the spotted 

patch. These differential responses to distinct patches offer insights into potential mechanisms facilitating species 

coexistence.

INTRODUCTION

In contemporary ecology, recognizing spatial heterogeneity 

as a core aspect of natural systems is essential. Ecologists 

and wildlife biologists have primarily focused on broader 

scale patterns such as elevational gradients and climatic 

zones (Wiens 1989). Patch dynamics, investigating spatial 

configurations and processes within landscapes, explores 

how patches evolve over time (Pickett & White 1985). 

These patches, differing from adjacent areas, can be found 

in various ecosystems like forests, where stands of trees 

form patches (Turner et al. 2001). Understanding patch 

dynamics is crucial for grasping the interplay among 

pattern, process, and scale in ecology, forming the basis 

of landscape ecology, disturbance ecology, and population 

ecology’s spatial components (Forman & Godron 1986). 

Despite the dynamic nature of patch dynamics, it contributes 

to the concept of the shifting mosaic steady state (Levin & 

Paine 1974). Integrating patch dynamics with hierarchy 

theory addresses disparities across spatial scales, crucial 

for biodiversity conservation and resource management. 

Patch dynamics intersects with key ecological concepts 

like island biogeography theory (MacArthur & Wilson 

1967), Metapopulation Theory (Hanski 1999), succession, 

and disturbance ecology, providing a vital framework for 

understanding and preserving complex natural systems.

Foundation Work 

The history of patch dynamics can be divided into two 

main phases. Initially, from the 1930s to the late 1970s, 

researchers explored spatial change and patchiness, 

particularly in ecosystems like rocky shores and forests. 

The concept expanded with seminal works like Watt’s 

1947 paper, hinting at its relevance in various ecosystems  

(Watt 1947). The 1980s witnessed the maturation of 

patch dynamics, coinciding with the rise of landscape 

ecology and spatial ecology. This period saw an expanded 

application of patch dynamics across diverse ecosystems 

(Forman 1995). Patch dynamics highlights the importance 

of diverse habitat patches, shaped by natural disturbances, 

for maintaining ecological diversity. A patch refers to a 

discrete area utilized by species for breeding or resources, 

while mosaics encompass landscape patterns like forest 

stands or highways. This perspective views ecological 

systems as mosaics of patches, varying in size, shape, 
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composition, and history. Patch dynamics originated in the 

study of vegetation structure and dynamics in the 1940s, 

later evolving into a predominant theme in ecology from 

the late 1970s to the 1990s. This framework emphasizes the 

dynamic interplay between heterogeneity and homogeneity 

within ecosystems. Patches transition between potential, 

active, and degraded states, influenced by colonization, 

abandonment, and recovery processes. Human activities like 

logging and farming can alter patch shape and composition, 

impacting nutrient cycling and species migration. Despite 

spatial separation, patches remain interconnected, sustaining 

populations and facilitating species spread (Corrado et al. 

2014). Understanding patch dynamics is crucial for effective 

conservation. Conservation efforts involve managing 

patch dynamics, predicting responses to external forces, 

and monitoring biodiversity changes. Analysis of patch 

dynamics aids in predicting biodiversity fluctuations, with 

alterations in external conditions serving as early indicators 

of biodiversity collapse (Saravia & Momo 2017). The 

research aims to identify and monitor patches within a 

university campus, analyzing vegetation cover spatially and 

temporally. Utilizing remote sensing and field surveys, the 

study will assess changes in species numbers and vegetation 

cover, providing insights into campus ecosystem dynamics 

for effective conservation and management strategies. 

MATERIALS AND METHODS

Study Area

The study is conducted within the campus of The Maharaja 

Sayajirao University of Baroda, situated in the Sayajigunj 

ward of Vadodara city of Gujarat (Fig. 1). The campus fea-

tures a variety of vegetational patches comprising both herbs 

and trees. Additionally, a small river traverses the campus, 

hosting diverse patches of trees and annual herbs. These 

patches are significantly influenced by a multitude of biotic 

and abiotic factors, which exert considerable impact on their 

growth and development. 

Two types of vegetation patches were identified for the study 

 1. Homogeneous patch: Characterized by uniform 

structure with minimal variation within the population. 

 2. Heterogeneous patch: Comprising a diverse population 

where individuals exhibit dissimilar characteristics. 

Twenty patches, including 10 homogeneous and 10 

heterogeneous, were randomly selected, encompassing various 

vegetation types such as herbs and trees. Special attention 

was paid to ensure that the patches chosen for the study were 

naturally grown. Monthly observations were conducted to 

analyze the changes occurring in different patches in response 

to environmental conditions and anthropogenic activities. 

Field visits were conducted three times during December, 

January, and February. The minimum patch size considered 

was 1×1 m2, while the maximum patch size was 10×10 m2. 

Various parameters, including the number of individuals, mean 

patch area, height, biomass, leaf area index (LAI), diameter 

at breast height (DBH), and moisture content, were measured 

for each patch. The detailed methodology for measuring these 

parameters is elaborated in the following sections. Fig. 2 shows 

the experimental design of the study.

Number of Patches (NP): The total number of patches for 

both communities was computed using GIS for the three 

time periods. 

  

Fig. 1: The study area.
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Mean Patch Area (MPA): The area of each patch within 

a landscape mosaic is a crucial piece of information. It is 

calculated as the sum of the areas (in square meters) of all 

patches divided by the number of patches of the same type 

per unit area. 

Biomass: Biomass refers to the total mass of living material 

measured over a specific area. Since living organisms 

contain water, biomass is typically calculated as dry mass. 

To compute the Quadratic Stand Density (QSD), the basal 

area of the diameter class is divided by the number of trees 

in the class to determine the basal area of the average tree. 

The Harvest method is commonly used for measuring

biomass: the biomass is harvested, dried in an oven to remove 

moisture, and then weighed to obtain the dry weight, which 

provides a more stable measure of biomass compared to 

fresh weight. 

Diameter at Breast Height (DBH): Diameter at Breast 

Height (DBH) is a standard measure used to express the 

diameter of a tree trunk or bole. It is one of the most common

dendrometry measurements. Electronic calipers are often 

utilized to measure DBH, with the measured data transmitted 

online via Bluetooth to a field computer. DBH is typically 

measured at 1.3 meters above ground level, although 

previous conventions varied. Some suggest using Dx instead 

of DBH to denote the exact height above the floor at which 

the diameter is measured. Instruments such as girthing tapes 

and calipers are commonly used to measure DBH, with 

girthing tapes calibrated in divisions of π centimeters. In 

many countries, the diameter has been measured usually 

at 1.3 meters above ground (Brack 2009). Previously 4.5 

ft (1.37 m) was used. (Paul 2017) The height can make a 

substantial difference to the measured diameter (Russell & 

Barbara 1990). Ornamental trees are usually measured at 

1.5 meters above ground. However, some authors (Brokaw 

& Thompson 2000) maintain that the term DBH should be 

abolished precisely because the heights at which the diameter 

is measured are so variable and because it may strongly 

influence forestry calculations such as biomass. Instead, 

Dx was proposed whereby the x denotes the exact height 

above the floor (and along the stem) at which the diameter 

is measured. 

Leaf Area Index (LAI): Leaf Area Index (LAI) is a 

dimensionless quantity used to characterize plant canopies. 

It represents the one-sided green leaf area per unit ground 

surface area (LAI = leaf area/ground area) in broadleaf

canopies (Krebs 1999). 

RESULTS AND DISCUSSION  

The concept of patch dynamics stems from recognizing 

ecosystems as spatially heterogeneous, containing diverse 

mixtures of organisms and resources distributed unevenly 

across time and space. Ecological disturbances like floods, 

fires, and disease outbreaks drive much of this spatial 

heterogeneity by disrupting biological communities, 

creating patches of varying sizes, shapes, compositions, 

and histories. University campus studies revealed influences 

of environmental factors on both homogeneous and 

heterogeneous herb patches, with significant changes 

observed across all measured parameters. These studies 

identified 10 homogeneous patches hosting 10 herb species 

(Table 2, Fig. 3) and 10 heterogeneous patches hosting 55 

herb species. (Table 1, Fig. 4) Population size correlated 

significantly with patch area, indicating that larger patches 

had a higher probability of supporting sustainable plant 

populations compared to smaller patches (Jacquemin 2002).

In Homogenous herb patches, high quantities of 

Alternanthera ficoidea, Acalypha indica, and Synedrella 

nodiflora were observed (79, 40, and 42 individuals, 

respectively). The patch occupancy of Alternanthera 

ficoidea and Acalypha indica was influenced by habitat and 

patch characteristics, with moisture content and number of 

individuals decreasing as patch area decreased, while height 

and leaf area increased (Honnay et al. 1999). Sida acuta

occurred in the largest patch (15.2 m), experiencing a rapid 

  

    

    

  

  

  

  

IDENTIFICATION OF PATCHES 

HOMOGENEOUS PATCH HETEROGENEOUS PATCH 

PARAMETERS 

No. of Patches ,  Mean Patch Area ,  DBH ,  
LAI ,  Height,  Biomass , Moisture Content 

ASSESSMENT OF PATCH  WISE CHANGES 

UNDERSTANDING OF URBAN PATCH DYNAMICS 

Fig. 2: Flowchart showing the experimental design of the study. 
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Table 1: Heterogeneous Patches.

Patch No. Patch species Family

1. Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Acalypha indica L. Euphorbiaceae

Elephantopus tomentosus L. Asteraceae

2. Sida acuta Burm.f. Malvaceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Cyanthillium cinereum (L.) H.Rob. Asteraceae

Acalypha indica L. Euphorbiaceae

3. Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Cyanthillium cinereum (L.) H.Rob. Asteraceae

Echinochloa colona (L.) Link Poaceae

Tridax procumbens L. Asteraceae

Ziziphus mauritiana Lam. Rhamnaceae

4. Sida acuta Burm.f. Malvaceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Achyranthes aspera L. Amaranthaceae

Antigonon leptopus Hook. & Arn. Polygonaceae

Zinnia elegans Jacq. Asteraceae

Trifolium repens L. Fabaceae

Tephrosia purpurea (L.) Pers. Fabaceae

5. Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Acalypha indica L. Euphorbiaceae

Eragrostis gangetica (Roxb.) Steud. Poaceae

Phyllanthus amarus Schumach. & Thonn. Phyllanthaceae

Amaranthus viridis L. Amaranthaceae

Cyanthillium cinereum (L.) H.Rob. Asteraceae

Launaea intybacea (Jacq.) Beauverd Asteraceae

Actinidia chinensis Planch. Actinidiaceae

6. Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Parthenium hysterophorus L. Asteraceae

Trifolium repens L. Fabaceae

Sida acuta Burm.f. Malvaceae

Senna tora (L.) Roxb. Fabaceae

7. Lantana camara L. Verbenaceae

Acalypha indica L. Euphorbiaceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Tephrosia purpurea (L.) Pers. Fabaceae

8. Synedrella nodiflora Gaertn. Asteraceae

Acalypha indica L. Euphorbiaceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Phyllanthus niruri L. Phyllanthaceae

Sida acuta Burm.f. Malvaceae

Cyanthillium cinereum (L.) H.Rob. Asteraceae

9. Phyllanthus niruri L. Phyllanthaceae

Tephrosia purpurea (L.) Pers. Fabaceae

Synedrella nodiflora Gaertn. Asteraceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Acalypha indica L. Euphorbiaceae

Achyranthes aspera L. Amaranthaceae

Dicliptera paniculata (Forssk.) I.Darbysh. Acanthaceae

10. Ocimum tenuiflorum L. Laminaceae

Tephrosia purpurea (L.) Pers. Fabaceae

Ligustrum lucidum W.T.Aiton Oleaceae

Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

Acalypha indica L. Euphorbiaceae

Heliotropium indicum L. Boraginaceae
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Fig. 3: Homogeneous Patches.

Table 2: Homogeneous Patches.

Patch No. Patch species Family

1. Acalypha indica L. Euphorbiaceae

2. Sida acuta Burm.f. Malvaceae

3. Achyranthes aspera L. Amaranthaceae

4. Phyllanthus reticulatus Poir. Phyllanthaceae

5. Tephrosia purpurea (L.) Pers. Fabaceae

6. Alternanthera ficoidea (L.) P.Beauv. Amaranthaceae

7. Indigofera tinctoria L. Fabaceae

8. Synedrella nodiflora Gaertn. Asteraceae

9. Ficus hispida L.f. Moraceae

10. Barleria prionitis L. Acanthaceae

Fig. 4: Heterogeneous Patches.

reduction in patch area (4.99 m) and a decrease in species 

number from 28 to 13. Phyllanthus reticulatus occurred in the 

smallest patch (1.96 m), with a decrease in species number 

from 29 to 15 (Table 3).

In Heterogeneous herb patches, species like Alternanthera 

ficoidea, Acalypha indica, Synedrella nodiflora, and Sida 

acuta were commonly found across patches. Moisture

content and number of individuals varied across patches 

with changes in patch area, while some herb species showed 

an increase in height and leaf area as patch area decreased 

(Honnay et al. 1999). Patch No. 8 and 9 exhibited the largest 

patch sizes (9.3 m and 14.9 m, respectively) with rapid 

reductions in patch area (6.69 m and 10.74 m, respectively), 

resulting in both increased and decreased species numbers. 

Patch No. 3 had the smallest patch area (1.45 m) with similar 

fluctuations in species numbers across patches (Table 4). The 

findings from the heterogeneous patches underscored the 

significant role of the patch area, affirming its importance in 
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explaining the formation of plant patches and patch dynamics. 

Heterogeneous herb species exhibited greater sensitivity to 

decreases in patch area compared to homogeneous herb 

species, which showed lower sensitivity. Interestingly, tree 

species appeared to be less affected or unaffected by changes 

in patch area. In both homogeneous and heterogeneous tree 

patches, tree species were consistently present across all 

observed patches, with minimal changes detected. There was 

a slight increase observed in the number of tree species, as 

well as an increase in height and diameter at breast height 

(DBH) with an increase in height. 

Species Area Curves: Species-area curves are employed 

to estimate the rate of decrease in species number, illustrating 

the positive relationship between the area of a region and the 

number of biological species found within it. These curves 

have been extensively discussed in conservation biology, 

particularly concerning their utility in designing optimal 

nature reserves and predicting the loss of species richness 

in regions experiencing area reduction (Higgs 1981). By 

utilizing species-area curves, patch sizes corresponding to 

approximately 90%, 75%, 50%, and 25% of the total species 

were interpolated to evaluate the potential impact of patch 

size reduction on species richness. It is crucial to delineate 

the chosen slope for calculation. Several parameters must 

be considered: firstly, the relationship between species and 

area can follow either a linear or power function. Secondly, 

the slope of the species-area curve should remain constant 

across spatial scales encompassing the area reduction over 

which species loss is estimated. Lastly, it must be determined 

whether the reduced area better represents an isolated entity 

(a true island) or merely a subsample of the original area 

(Connor & McCoy 2001). In homogeneous patches, the mean 

patch area exhibited a more pronounced decrease compared 

to heterogeneous patches (Fig. 5). 

Eco-physiological Responses of Patches 

Ecophysiology is a biological discipline that studies the 

adaptation of an organism’s physiology to environmental 

conditions. It is closely related to Comparative Physiology 

and Evolutionary Physiology (Schulte et al. 2011). Light 

plays a pivotal role in the survival, growth, and development 

of higher plants, as highlighted by various studies (Valladares 

2003, Walters & Reich 2000, Durand & Goldstein 

2001, Hitsuma 2012). During patch dynamics, the light 

environment undergoes diurnal variations and differs by 

patch type. Consequently, individual plants fine-tune their 

physiological traits to optimize carbon gain under varying 

environmental conditions. Leaves serve as a prime example 

of a plant’s ability to respond to changes in light and the 

environment (Poorter & Bongers 2006). Plants belonging to 
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different functional types develop acclimation mechanisms 

to optimize light utilization under low light conditions, 

as evidenced by studies (Miller 2004, Yoshimura 2010, 

Hitsuma 2012, Wyka 2012). Natural growth and regeneration 

in low light conditions are associated with photosynthetic 

capacity coupled with morphological and physiological 

adaptations (Gommers 2013). Changes induced by light 

competition reflect a plant’s ability for shade avoidance 

or tolerance (Gommers 2013). In the present study, the 

evergreen Alternanthera ficoidea, showed increased ratios, 

in the homogenous patch as a result of the increase in 

LAI and height, which indicates that the species performs 

well under survival conditions also. Eragrostis gangetica, 

Tephrosia purpurea, and Lantana camara had poor shade 

acclimation, indicating a trade-off between high light (in 

the Heterogenous patch). We observed that the mortality 

of Alternanthera ficoidea was approximately two times 

higher than that of other species in both of the patches. The 

different mortality is a good indicator of their interspecific 

differences in high and low light tolerance. During the patch 

dynamics, Alternanthera ficoidea, Eragrostis gangetica, 

Lantana camara, and Tephrosia purpurea exhibited a 

higher degree of change, which was in accordance with its 

shorter leaf life span and higher potential photosynthetic 

rates. The greater changes within the patch dynamics 

were inherently associated with the higher flexibility in 

utilizing available resources in different patches. Accepting 

these species, other species of the Heterogeneous patches 

exhibited small changes with slow growth and little 

variation in eco-physiological traits during the patch

dynamics, for evergreen species have a stable physiological 

performance (Böhnke & Bruelheide 2013). The various 

interspecific responses to the four different types of patches 

provide new insights into the extinction and coexistence  

mechanism.

Generally, an increase in the number of individuals in 

an area can lead to a higher leaf area index. This is because 

more plants contribute to the total leaf area, resulting in a 

denser canopy and a higher LAI. Moisture content can also 

affect LAI. In areas with adequate moisture, plants tend to 

have more leaves and a denser canopy, leading to a higher 

LAI. However, in drought or water-stressed conditions, 

plants may have fewer leaves or smaller leaf sizes, resulting 

in a lower LAI. (Jin et al. 2017) So, the relationship between 

LAI, number of individuals, and moisture content is not 

straightforward. It depends on various factors such as plant 

species, environmental conditions and management practices. 

The findings underscore the significance of temporal and 

spatial variations across different patches during patch 

dynamics, highlighting the fluctuating partitioning of eco-

physiological traits as crucial factors for stable coexistence 

and avoidance of extinction (Table 5).

CONCLUSION

Based on the findings and discussions presented above, it 

has been demonstrated that heterogeneous patches of herbs 

exhibit more favorable growth conditions compared to 

homogeneous patches. The competition for similar resources 

accelerates the degradation of homogeneous patches in 

contrast to heterogeneous ones. The higher plant diversity 

observed in heterogeneous patches contributes to their 

increased survival rate. Therefore, the dynamic analysis 

of these patches holds significant importance in predicting 

and conserving biodiversity within urban areas. In heavily 

disturbed urban environments, such patches may play a 

vital role in plant conservation efforts, as they offer greater 

resilience against disturbances and invasions by other species 

and human activities. 
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      ABSTRACT

Tourism is a vital economic sector globally, but its growth has raised concerns about its 

environmental impact. The study utilized the Contingent Valuation Method and Willingness 

to Pay to estimate additional costs tourists would pay for sustainable tourism in Petra. A

survey of 446 international tourists examined their willingness to pay higher fees for 

improved services, providing insights into sustainable tourism management and pricing 

policies. Results reveal a positive inclination towards sustainable practices, with a majority 

expressing willingness to pay additional fees for entry, accommodation in eco-lodges, and 

electric transportation services within Petra. Cultural preservation also emerged as a priority, 

with tourists willing to pay for cultural events and donate towards site maintenance. However, 

interest in culinary experiences and professional photography services was comparatively 

lower. Regression analyses indicate age and marital status as significant predictors of WTP, 

emphasizing the importance of tailored marketing strategies. Recommendations include 

diversifying revenue streams, integrating cultural experiences, and fostering collaborations 

between stakeholders to promote sustainable tourism practices. This study contributes to 

understanding tourists’ preferences and behaviors regarding sustainable tourism, offering 

insights for the management and marketing of heritage sites like Petra while balancing 

economic growth with environmental conservation.

INTRODUCTION

Tourism is globally acknowledged as one of the world’s fastest-
growing economic sectors, with strong interconnections to all 
other industries both locally and internationally, influencing 
its core functioning. According to the World Tourism 
Organization, the numbers indicate that the tourism sector 
employs approximately 310 million people and generates an 
income exceeding $1.8 trillion. Furthermore, more than 1.3 
billion tourists traveled the world in 2019 (WTTC 2023).

The impact of the COVID-19 pandemic cannot be 
considered as a measure of the tourism sector’s effect. 
However, there has been a noticeable recovery in the 
tourism sector after the pandemic, and it is expected that 
the demand for tourism will continue to grow in the coming 
years. The significant increase in global tourism demand, 
fueled by the desire for adventure, entertainment, and various 
other reasons, has resulted in a corresponding rise in the 
consumption of goods and services both before, during, and 
after travel. However, this surge in tourism has also raised 
concerns among environmentalists regarding the escalating 
negative environmental impact. 

Currently, tourism contributes to approximately 8% of 
all global greenhouse emissions (Bahja & Hancer 2012, 
Dolnicar 2012). In response to this issue, there is a growing 
awareness among stakeholders about the urgent need to take 
action to mitigate the environmental consequences associated 
with tourism. The focus is now on achieving sustainable 
tourism development through the promotion of accessible 
tourism, eco-tourism, and green tourism practices.

Sustainable tourism aims to minimize the negative 
environmental impacts of tourism while enhancing visitor 
experiences. The willingness to pay (WTP) method is 
a valuable tool for assessing tourists’ readiness to incur 
additional costs for sustainable practices. This approach 
provides insights into consumer behavior and supports the 
development of effective pricing policies for sustainable 
tourism initiatives.

Mitigating the negative environmental effects of tourism 
typically necessitates the implementation of actions that may 
not align with the preferences of some tourists, potentially 
resulting in reduced service quality or higher investment 
costs (Bahja & Hancer 2021). To ensure informed and 
effective decision-making is essential to seek the perspectives 
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of various stakeholders, with particular emphasis on the 
input of tourists. Such engagement can prove invaluable to 
policymakers, enabling them to make informed choices by 
evaluating the tourists’ willingness to pay additional costs in 
the pursuit of sustainable and responsible tourism practices 
(Ma et al. 2022).

Some governments and international organizations 
have implemented a range of practices, policies, and 
incentives to motivate tourism establishments to adopt and 
implement various practices, such as the use of recycled 
raw materials, the adoption of alternative energy sources, 
and other environmentally friendly actions. Furthermore, 
certain organizations offer awards or certifications to 
incentivize tourism firms to actively participate in sustainable 
development, accessible tourism, and the adoption of eco-
friendly practices (Awang et al. 2018, Doran & Hanss 2022).

This topic has attracted numerous researchers who 
have studied it using various methodologies to assess the 
customers’ willingness to pay additional costs for achieving 
sustainable tourism development. One of these methodologies 
is the willingness to pay or the contingent valuation method, 
which is among the most useful approaches and highly 
adaptable in such cases. There has been an increasing focus 
on utilizing the Contingent Valuation Method (CVM) to 
estimate the value of introducing new services or improving 
the quality of existing services or products. This can be 
attributed to improvements in valuation techniques and a 
growing demand for new or existing goods or services.

Tourism in Jordan has a rich history, spanning many 
years, with rich heritage, archaeological sites, and diverse 
environmental and religious attractions. Among the 
numerous tourism components in Jordan, are the traditional 
attractions of sea, sand, and sun. One standout destination 
in Jordan is Petra, considered the most significant historical 
site worldwide. The demand for tourism in Petra has been 
steadily increasing year after year. In 2019, the number
of tourists surpassed one million, and by the end of June 
2023, it had already exceeded 700,000 tourists visited Petra. 
Projections indicate that the number of tourists to Petra in 
2023 will surpass one and a half million tourists.

However, this flow in tourism places pressure on the 
infrastructure and services in Petra, leading to potential 
environmental damage to the site and its surroundings. This 
study aims to address the problem of balancing the growing 
tourism demand in Petra with the need for sustainable tourism 
development and minimizing the negative environmental 
impact on the site and its surroundings. Hence, the purpose 
of this study is to address the following question: To what 
extent are tourists visiting Petra willing to pay additional 
costs to foster sustainable tourism?

In this study, the willingness to pay (WTP) approach will 
be adopted to examine the following hypothesis: 

	 •	 Tourists visiting Petra will not demonstrate a significant 
willingness to pay additional costs to support sustainable 
tourism practices.

	 •	 The level of tourists’ willingness to pay for sustainable 
tourism in Petra will not influenced by demographic 
factors such as income, education, and age.

	 •	 Tourists who perceive the environmental impact of 
tourism in Petra as significant will not exhibit a higher 
willingness to pay for sustainable tourism practices 
compared to those who perceive it as less significant.

PAST STUDIES

Tourism plays a vital role in achieving economic devel-
opment for countries, especially developing ones. It does 
so by creating employment and income opportunities for 
individuals and governments (Goffi et al. 2019, Yanes et al. 
2019). One of the challenges faced by developing countries 
is achieving a balance between the requirements of economic 
development in nations facing high unemployment rates, 
poverty, inadequate infrastructure, and population growth 
that surpasses economic growth, resulting in governments’ 
inability to address sustainable development issues and 
environmental preservation (Cui 2022). Jordan is not far 
from these challenges, as it is the third poorest country in 
the world in terms of water resources (Taamneh et al. 2020), 
(Saad Shbaita & Gücel 2022), and has an unemployment rate 
of over 23%. Additionally, it faces limited natural resources, 
which leads to many unemployed youths. Jordan also suffers 
from a high public debt-to-GDP ratio, exceeding 96% (Al-
Tarawneh et al. 2022), (Alharbi 2020). However, in 2019 
Jordan received about 5.3 million tourists, contributing to 
approximately 13% of the GDP and employing over 60,000 
workers in the tourism sector (MoT 2021).

Jordan seeks to attract higher numbers of tourists through 
promotion and marketing programs, as well as incentivizing 
tourism companies to do so. All of this requires the adoption 
of policies that maximize the importance of sustainable 
tourism in preserving the heritage resources, which are the 
backbone of tourism in Jordan, with Petra being one of the 
UNESCO World Heritage sites and one of the New Seven 
Wonders of the World.

In recent years, there has been a significant increase in 
the demand for environmentally friendly destinations, which 
has emerged as a prominent force in the global tourism 
industry. This trend is often referred to by various names such 
as alternative tourism, sustainable tourism, green tourism, 
and others (Eckert & Pechlaner 2019), (Khan et al. 2021). 
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This raises several important questions: Are sustainable 
practices considered as pull factors that attract visitors to 
specific sites? And do people perceive these practices as part 
of their heritage (Tu 2020)? Several studies have explored 
these questions and shed light on the demographic factors 
that impact willingness to pay (Murphy et al. 2018). This 
suggests that destinations promoting sustainability practices 
are particularly appealing to educated individuals who have a 
deeper understanding of environmental issues and appreciate 
the value of sustainable practices.

The greatest concern regarding the development of 
cultural heritage tourism is that increasing numbers of 
arrivals lead to problems with maintaining the environment.  
There is a strong connection between tourism and the 
environment since tourism depends on a healthy environment 
more than any other business (Revfine 2021). However, 
negative environmental impacts could occur if tourism is not 
well managed. Overcrowding, misuse of natural resources, 
the construction of buildings and infrastructure, and other 
activities associated with tourism produce impacts on the 
environment (Drašković & Perović 2022). Because of its 

nature, (Plog 1974) notes that ‘tourism contains the seeds 
of its own destruction, tourism can kill tourism, destroying 
the tourism attractions which visitors come to a location
to experience’. However, some of the impacts may be
controlled, regulated, or directed (Sudipa et al. 2020).  If 
properly managed, tourism has the potential for maintaining 
or even enhancing the cultural and natural resource base. If 
mismanaged, or allowed to expand with short-term goals and 
objectives, it has the capability of destroying the resources 
upon which it is built (Blanco-Cerradelo et al. 2022).

Furthermore (Abuamoud et al. 2014) found that education 
level and income are associated with people who choose to 
travel to environmentally friendly destinations. This implies 
that individuals with higher education and income levels are 
more inclined to prioritize sustainability in their travel choices. 
This aligns with the notion that educated individuals often have 
a greater awareness of environmental concerns and are more 
willing to support destinations that align with their values.

According to a recent report by the World Travel and 
Tourism Council (WTTC), an impressive 69 percent of 
travelers are actively in search of sustainable travel options 
for the year 2023 (WTTC 2023). This suggests that a 
significant proportion of travelers are actively seeking out 
destinations that offer sustainable practices and unique 
experiences beyond traditional mass tourism. An increasing 
interest in sustainable development among decision-makers, 
academicians, and individuals especially those who support 
the preservation of heritage and the environment (Fatima 
& Elbanna 2020, Baba et al. 2021). Also, it has become an 

added value for archaeological or environmental sites that 
adopt sustainable policies. Several studies have addressed 
this topic and examined it using the willingness to pay 
(WTP) model and contingent valuation method by adopting 
several hypotheses that link tourists’ willingness to pay 
additional costs for sustainability. These hypotheses include 
demographic factors such as age, income, and educational 
level, as well as factors related to price, service level, site 
nature, and importance.

In their study on determining the extent of tourists’ 
willingness to pay for the use of environmentally friendly 
packaging (paper instead of plastic), tourists expressed 
their readiness to do so to adopt more sustainable practices. 
This indicates an increase in positive awareness of the 
environment and a sense of responsibility in embracing more 
sustainable policies (Herrmann et al. 2022). Other studies 
have addressed the identification of factors influencing 
individuals’ willingness to pay additional costs or sacrifice 
personal preferences to apply environmental practices (Ali & 
Ali 2020). These factors revolve around income, educational 
level, as well as personal tastes and preferences. Certainly, 
higher educational attainment and income levels have a 
positive impact on fostering a sense of responsibility toward 
the environment and increasing awareness of the importance 
of sustainable tourism (Abuamoud et al. 2014).

In one early study by Jabarin & Damhoureyeh in 2006, 
both the Contingent Valuation Method and the Travel Cost 
Method were employed to assess the demand function and 
examine recreational patterns within Dibeen National Park 
(DNP) located in Jerash, Jordan. The Travel Cost Model 
was utilized, employing Poisson regression analysis for 
estimation purposes. The results indicated that the average 
monetary value assigned to recreation in Dibeen National 
Park amounts to $100 per individual, per day of recreation. 
Furthermore, the study found that the average willingness 
to pay for the conservation and enhancement of services 
was determined to be $7.8 (Jabarin & Damhoureyeh 2006).

In a separate investigation led by Shamsudin in 2009, the 
Contingent Valuation Method was utilized to evaluate the 
pricing strategy for Taman Negara National Park (TNNP) 
in Malaysia. The study involved surveying 180 participants, 
encompassing both local and international visitors, to 
ascertain the highest amount they were prepared to pay for 
non-market goods within TNNP. The results demonstrated 
that visitors exhibited a greater willingness to pay when it 
came to entrance fees (Matthew et al. 2011).

In a study conducted in Indonesia to determine tourists’ 
willingness to pay additional costs for the conservation of 
sharks, the Contingent Valuation Method and willingness 
to pay were employed. This method helps explain tourists’ 
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behavior and their awareness of the importance of marine 
tourism through their willingness to pay. The study revealed 
tourists’ readiness to pay additional costs for the preservation 
and protection of the marine environment in the study area 
(Booth et al. 2022).

The willingness-to-pay method not only aims to 
measure how much individuals are willing to pay a 
higher price for sustainability, but it also helps us assess 
consumer behavior and individuals’ sense of responsibility 
towards the environment. This is based on several factors, 
including awareness of the relationship between humans 
and the environment and the understanding that any 
harmful practices or irresponsible behavior pose a threat 
to sustainability. Additionally, factors influenced by social 
psychology theories, Environmental Beliefs, and income, all 
impact behavior toward sustainability (de Araújo et al. 2022).

Furthermore, the willingness-to-pay model also helps in 
studying individuals’ willingness to pay an additional price 
for addressing the environmental damages resulting from 
natural disasters (Soejarwo et al. 2021). The willingness-
to-pay model can be widely used, as it helps determine an 
acceptable addition to the original price tourists are willing 
to pay, compared to the original price as a baseline price 
(Rommel & Sagebiel 2021). 

Several studies have applied psychosocial theory 
to explain pro-environmental behavior, to understand 
how individuals interact with the environment and their 
willingness to pay for sustainability. To gain a better 
understanding of people’s behavior toward the environment, 
some studies have examined various factors, including age, 
income, and level of education. 

Additionally, researchers have incorporated theories such 
as the Planned Behavior Theory and the Value-Belief-Norm 
Theory to further analyze this behavior (López-Mosquera & 
Sánchez 2012). Natural and cultural resources are considered 
important economic resources for the countries’ economy, 
as they help attract tourists and contribute to economic 
returns. However, they are not market goods, making their 
economic evaluation challenging. Economists have agreed 
on the viability of using contingent valuation methods to 
assess non-market goods through using the willingness-to-
pay approach (Lawton et al. 2022). 

The objective of this study is to investigate how willing 
tourists are to pay for sustainable tourism practices. By 
building on prior research, the study aims to deepen our 

understanding of the extent to which visitors to Petra are open
to incurring extra expenses to support the implementation of 
sustainable measures for the preservation of Petra’s cultural 
heritage.

Tourism in Jordan

Tourism plays a pivotal role in Jordan’s economy, serving 
as a vital source of income for thousands of people. The 
sector encompasses various industries such as airlines, hotels, 
restaurants, ground transportation, and local communities, 
all of which benefit from tourism activities. Over the past 
two decades, Jordan’s tourism sector has experienced rapid 
development, establishing itself as one of the most attractive 
countries for tourism in the Middle East (Alzriqat et al. 2022). 
Jordan has a rich historical heritage spanning 8,000 years and 
its diverse natural landscapes. Additionally, Jordan stands 
out as a peaceful haven amidst a troubled region, boasting 
a stable government.  During the years from 2020 to 2022, 
tourism worldwide faced significant challenges due to the 
COVID-19 pandemic, resulting in a sharp decline in tourist 
numbers in Jordan and globally, reaching levels exceeding 
85% (Abuamoud et al. 2022). This decline led to substantial 
losses. However, by the end of 2022 and the beginning of 
2023, the world witnessed a recovery in tourism activity 
reaching more than 60% worldwide and more than 83% 
in the Middle East, including Jordan (“UNWTO World 
Tourism Barometer and Statistical Annex, January 2023,” 
2023). In Jordan, the tourist income in the first quarter of 
2023 witnessed an increase of 88.4% compared to the same 
period in 2022, reaching a value of $1,671.1 million, during 
the first quarter of 2023, the tourist income achieved an 
increase of 88.4%, totaling JD 1,184.8 million ($1,671.1 
million), driven by the increase in the number of tourists, 
which reached 1,476.5 thousand tourists (Table 1), this was 
due to the rise in the number of overnight tourists, reaching 
1.5 million tourists (CB 2023). 

The significance of tourism for Jordan becomes evident 
when considering the country’s limited natural resources. The 
sector accounts for more than 13% of the country’s GDP and 
serves as a crucial source of foreign exchange. Recognizing 
the potential of tourism, the Ministry of Tourism projects 
the construction of more than 20 new hotels in Petra and the 
Dead Sea within the next five years. These investments are 
expected to create a direct impact by generating 15,000 jobs 
and an additional 36,000 indirect employment opportunities. 
Jordan’s National Tourism Strategy 2021-2025 aims to 

Table 1: Number of Tourists in Jordan (in thousands).

2017 2018 2019 2020 2021 2022

4,833.20 5,329.20 5,697.90 1,012.10 1,260.80 2,369.40
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additional rooms. Notably, there is a significant and growing 
population of young people with a preference for adventurous 
destinations, flavorful cuisine, unique experiences, and 
engaging activities.

Petra has experienced a notable upswing in tourism in 
2023, signifying the recovery of tourism in Petra from the 
adverse impacts of the COVID-19 pandemic. This recovery 
is evident through the influx of foreign and local visitors. 
During this period, hotels have witnessed a substantial 
increase in occupancy rates, which had plummeted to zero 
percent during the peak of the pandemic. After the number 
of tourists to Petra exceeded one million and 100 thousand 
in 2023, there was optimism in the tourism sector for a 
promising tourist season for the years 2024 and beyond. 
However, political developments and the war on Gaza led to 
a decline in the number of tourists after October 7, reaching 
less than 500 tourists per day during December 2023. The 
number continued to rise until mid-February 2024, reaching 
only about a thousand tourists per day from February to
April. This constitutes only about 16% of the daily number of
tourists to Petra in 2023. PDTRA is introducing new tourism 
programs and products in Petra in 2023, including cultural 
and heritage festivals, as well as safari trips organized in 
collaboration with tourism companies. The launch of several 
projects in Petra, such as the Heritage Village project in the 
Al-Bayda area, the completion of the tourism street project, 
the establishment of the Al-Bayda Visitor Center, adventure 

collaborate with the private sector to create additional new 
jobs, as outlined by the Ministry of Tourism (MoT 2021).

The number of workers in different tourism activities 
reached 54,764 employees in 2022, with a growth rate of 
11.3% compared to 2021, these workers are distributed 
among several activities, including hotels, travel and tourism 
agencies, tourist restaurants, car rental offices, oriental 
souvenir shops, tour guides, desert safari facilitators, tourism 
transportation companies, diving centers, water sports, and 
tourist camps (MoT, Tourism sector in Jordan 2023).

Tourism Trends in Petra 

Petra is located in the southern part of Jordan around 230 
km from Amman. The region covers an area of (441 km2) 
of which (262 km2) is dedicated to the Petra Archaeological 
Park (PAP). It also includes six urban communities with 
a population of around 35 thousand; Petra is a UNESCO 
World Heritage Site since 1985 and a World Wonder since 
2007. Fig. 1 shows the map of the administrative region of 
the Petra Development and Tourism.

In 2019, the number of visitors to Petra exceeded 
1,000,000 tourists Fig. 2, rapidly approaching the maximum 
capacity of Petra’s hotels, estimated at 2,500 rooms per 
night. On average, tourists stayed in Petra for about 1.3 
nights per person, but plans were in motion to extend this 
duration to 2 nights per tourist. Consequently, the expected 
surge in room demand amounted to 0.54, equivalent to 1,325 

Source: PDTRA

Fig. 1: Map of the administrative region of the Petra Development and Tourism Region Authority. 
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vehicles, and a cable car. According to statistics released 
by the PDTRA, the total number of approved hotel rooms 
exceeds 900, with 350 rooms already operational, while 
efforts are underway to rehabilitate and equip an additional 
550 new hotel rooms in preparation for the upcoming tourist 
season. Petra is currently attracting investment interest in the 
hotel sector, driven by the recovery of the tourism season 
and the investment incentives provided to stakeholders in 
the hotel accommodation industry. Several investors have 
proposed the construction of at least 500 new hotel rooms, with
these proposals currently undergoing evaluation and study 
procedures to obtain the necessary construction approvals.

The cultural heritage component of the site is constantly 
at risk of damage due to weather conditions and human 
factors, whether from visitors or residents. This necessitates 
continuous monitoring, restoration, and preservation of the 
site. Additionally, the waste generated by tourist activities 

requires proper management.  Due to the geographical 
and topographical features of Petra, which include slopes, 
valleys, and the flow of rainwater and occasional floods, 
it poses a continuous threat to the archaeological site. 
Consequently, there is a need to establish infrastructure 
capable of accommodating floods and protecting properties 
and tourists.

Furthermore, the increasing investments in Petra 
resulting from the growing demand for tourism necessitate 
the development of infrastructure to provide services for 
both tourists and citizens. Moreover, the rising demand 
for tourism may create social and economic imbalances 
within the community. Therefore, the Petra Development 
and Tourism Region Authority is required to implement 
community protection programs that have economic and 
social dimensions. All of this requires budget allocation and 
additional costs for the local government. Thus, this study 
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Fig. 2: Number of tourists to Petra between 2018-2023. 

Fig. 3: Principles of sustainable tourism in Petra (created by the author).
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aims to explore the extent to which tourists are willing to 
pay to cover these additional costs, which aim to achieve 
sustainable tourism in its comprehensive environmental, 
heritage, social, and economic aspects (Fig. 3). Because
all these four aspects are interconnected and should be 
considered holistically in sustainable tourism development. 
By balancing environmental conservation, heritage 
preservation, social well-being, and economic prosperity, 
destinations can achieve a more sustainable and inclusive 
tourism model.

MATERIALS AND METHODS

In this study, the Contingent Valuation Method CVM 
and Willingness to Pay (WP) were applied to estimate 
the additional cost that tourists are willing to pay to apply 
sustainable tourism in the study area. The WP method is a 
behavioral method that assumes values from what people 
do, or it measures the value of people’s actions. Contingent 
valuation measures the values of what people say, it is an 
attitudinal approach, in other ward measures what they 
say not what they do, The main theories relevant to the 
Willingness to Pay (WTP) model include:

Planned Behavior Theory proposes that behavior is 
shaped by intentions influenced by attitudes, subjective 
norms, and perceived control. In WTP, individuals’ readiness 
to pay for environmental goods hinges on their sustainability 
attitudes, social norms, and perceived affordability. The 
Value-Belief-Norm Theory suggests that pro-environmental 
behavior stems from environmental values, beliefs, and 
social norms. In WTP, individuals valuing conservation 
and endorsing sustainable practices are inclined to pay for 
sustainability initiatives. While the Psychosocial Theory 
delves into psychological and social influences on behavior, 
including attitudes, beliefs, and social norms. Within WTP, it 
elucidates how individuals’ perceptions and social influences 
impact their readiness to pay for sustainable practices.

(Del Saz-Salazar et al. 2015). A survey conducted on 
foreign tourists examined the hypothetical factors that impact 
respondents’ willingness to pay and to estimate how much 
value could be captured by applying new prices for a list of 
services in Petra. Also, it will help to estimate the demand 
for the tourists’ services. For the reason of this survey, 
respondents know the study area because they survived 
during their visit to Petra.  They also provided a brief 
explanation about the reason for planning for sustainable 
tourism in Petra. 

The CVM method assumes that the value of the site or 
its recreational services is reflected in how much people are 
willing to pay to visit the site.  It is referred to as a “revealed 
preference” method because it uses actual behavior and 

choices to infer values (Thoma 2021), peoples’ preferences 
are discovered by their choices. The CVM method is applied 
by collecting information about the number of visits/visitors 
to the site from different areas.  This information allows 
calculate the number of visits purchased at suggested prices. 

Contingent Valuation is a method of estimating the value 
of public goods, or non-market goods which is not subject 
to the laws of the market in terms of pricing. This method 
can help economists, and decision-makers, to estimate the 
impact of economic decisions and activities and estimate 
the monetary value of all economic benefits that a society 
derives from public goods like cultural heritage resources 
(R & Shamsudin 2009). The public good must have two 
characteristics.  First, are non-excludible. That means we 
can’t keep it away from people to enjoy the good. The second 
characteristic is non-rival in consumption. That means more 
than one person can enjoy the good without reducing each 
other enjoyment (Abuamoud et al. 2014). Cultural heritage 
goods typically possess public goods characteristics, and they 
are agreeable to the use of non-market valuation techniques. 
Improving environmental conditions in a particular location 
is considered a recreational activity to the site, and need to 
find out if people are willing to pay for the improvement 
to the site. The willingness-to-pay method helps to reach a 
proper pricing policy to provide visitors with quality services 
at fair prices and reach sustainable management of tourism 
sites (de Araújo et al. 2022). 

The method asks individuals about their willingness to 
pay (WTP) for some public goods or services, to estimate 
the public’s willingness to pay for improvements in 
environmental quality (Grankvist et al. 2019). Despite that the 
contingent valuation method has some difficulties, it is still 
one of the most useful and successful methods used to give 
decision-makers the best picture of the value of recreation 
on a site. Especially with public goods that are not traded in 
the market (Durán-Román et al. 2021). The willingness-to-
pay method helps to reach an appropriate pricing policy, not 
only to provide quality services and products at fair prices 
to visitors but also to achieve successful and sustainable 
management of tourism sites (Bamwesigye et al. 2020). 
Several key determinants were determined by previous 
literature on the valuation of recreational services using the 
willingness-to-pay method. These include the education, 
age, and income of consumers, and characteristics and price 
levels and goods and services.

Data Collection

To achieve the study objectives, a questionnaire was 
designed to collect data from 446 international tourists who 
visited Petra. The questionnaire consisted of 30 questions 
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covering various areas, including tourists’ willingness to 
pay additional costs for sustainability programs in Petra. 
The questions aim to assess the tourists’ willingness to 
pay a higher entrance fee, accommodation, restaurants, 
transportation, and city tax to allow the PDTRA to apply a 
sustainable tourism plan.

The data was collected with help from PDTRA staff 
and two other students from the University of Jordan after 
proper training for them. The questionnaire consists of 30 
questions, designed and digitally converted using a QR code. 
The code was distributed to 1,530 international tourists in 
Petra after they completed their visit to Petra, either during 
their return journey from the site, at the hotel, or on the bus 
back to Amman. The QR code opened a webpage containing 
information about the study’s objectives and Petra’s need 
for sustainable tourism. The form was designed in multiple 
languages, including English, Spanish, French, and German. 
The response rate was (29%) out of the total number of QR 
codes distributed. The data collection period took place 
during June, July, and August of 2023. The answers were 
received electronically and stored in an Excel sheet. The 
data was reviewed, and incomplete responses (missing 
information) were excluded, accounting for (missing 
information) percent.

Logistic models in the form below were employed to 
estimate the results, the LM is widely favored in recreation 
studies due to its ability to determine the marginal effect 
of each explanatory variable, Xi, on the overall probability 
value (Borucka 2020). The logistic formula, expressed in 
equation (1) below, demonstrates its general form: 

Pi = 
1

(1+exp(−(Z)))
  …(1)

Pi represents the probability of individual i responding 
“Yes” to a question regarding their willingness to pay 
additional costs for sustainable tourism in Petar

Z = b1 + b2X2i + b3X3i + …..+ bnXni + ui, 

where the subscript i denotes the ith respondent. Xs 
represent predictor variables like income, education, and 
age, which determine pi, while b represents the coefficient 
vector of the descriptive variables. Zi can be calculated 
alongside Pi for everyone, considering their socio-economic 
characteristics (income, age, education, etc.). Using equation 
(1) ensures that the value of Pi falls between 0 and 1. The 
logit model can be employed to compute the marginal effect 
of Xs, as shown in equation (2):𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐵𝐵 ∗ (𝑃𝑃𝑖𝑖) ∗ (1 −  𝑃𝑃𝑖𝑖)  …(2)

This equation measures how the probability Pi changes 
with a one-unit change in a specific X, denoted as dp/dx. 

Including the variables in the model, the following equation 
is obtained: 

Ln 1/(1-pi) = b1 + b2x(gender) + b3x(income) + b4x(educa-
tion) + b5x(age) + b6x(nationality) + b7x(occupation) ….. 

The dependent variable, WTP (Willingness To Pay), 
represents the probability of being willing to pay an 
additional cost for sustainable tourism in Petra. The response 
data has a value of 1 if the answer is “Yes” and 0 if it is 
“No”. The predicted response value from the model indicates 
the probability of tourists being willing to pay which falls 
between 0 and 1. This limitation of values is advantageous 
when using the Logistic model, unlike a linear regression 
model with no restrictions on values. 

RESULTS AND DISCUSSION

Logistic models were employed to analyze predictors of 
willingness to pay, revealing age and marital status as 
significant factors. The data reveals several key insights 
into respondents’ willingness to incur additional costs across 
different services in Petra Table 2. In terms of paying an 
additional entry fee, the majority of respondents (55.3%) 
express a willingness to pay additional fees. This finding 
suggests that there is a market for supplementary fees, which 
could potentially be leveraged by businesses or organizations 
to enhance revenue streams. When examining the amount 
respondents are willing to pay for the entry fee, a significant 
proportion (76.1%) are prepared to pay $80 and more, 
indicating a threshold at which many respondents find the 
cost acceptable. However, it is noteworthy that a notable 
portion of respondents (23.9%) are unwilling to pay any 
additional fee, emphasizing the importance of carefully 
balancing pricing strategies to accommodate varying 
consumer preferences and financial capacities. Regarding 
accommodation preferences, there is a notable divergence in 
respondents’ willingness to pay for stays in different types of 
lodging. While a majority express a willingness to pay for a 
stay in an eco-lodge (73.6%), fewer are inclined to pay for 
a night in a 5-star hotel (41.0%). This suggests a potential 
preference among respondents for more environmentally 
sustainable or unique lodging options, possibly reflecting 
broader trends towards eco-sensible consumerism. In 
the same direction, in terms of transportation services, a 
significant majority (77.2%) of respondents are willing 
to pay for electric transportation within Petra, indicating 
a demand for convenient and sustainable travel options. 
However, there is variation in the amount respondents are 
willing to pay, with a majority (61.5%) willing to pay less 
than $20, underscoring the importance of affordability in 
pricing electric transportation services.
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The data provides insights into the willingness of 
respondents to incur additional costs for various sustainable 
practices and experiences within the Petra historical site. A 
significant majority (71.9%) express a readiness to pay extra 
for a meal at a restaurant within Petra that applies sustainable 
practices, indicating a strong interest in supporting 
environmentally responsible initiatives. This suggests a 
positive reception towards eco-friendly dining options 
among respondents. In addition, the majority (66.3%) are 
willing to pay for a 3-hour private eco-tourism guided tour 
in Petra, reflecting a desire for personalized and sustainable 
exploration experiences within the site. The data highlights 
the perceived value of eco-tourism initiatives in enhancing 
visitors’ experiences. 

Regarding entertainment activities in Petra, (67.7%) 
are willing to pay for a musical performance or cultural 
event inside Petra to support sustainable tourism, indicating 
an appreciation for cultural preservation efforts and the 
integration of sustainability into tourism activities. This 
highlights the potential for sustainable cultural events to 
contribute to the conservation and promotion of Petra’s 
heritage. Among respondents, about (62.1%) of the 
respondents are willing to donate towards the preservation 
and maintenance of the historical site of Petra, demonstrating 
a recognition of the importance of conservation efforts and 
a willingness to contribute financially to safeguard Petra’s 
cultural and natural heritage.

About (57.6%) of respondents expressed reluctance to 
spend on a cooking class or culinary workshop during their 
trip, suggesting a limited interest in culinary experiences 
as part of their visit to Petra. This indicates that culinary 
activities may not be a significant draw for visitors to the 
site, among respondents willing to pay for a cooking class 
or culinary workshop, there is a diversity in the amount they 
are willing to spend. The majority (39.9%) are willing to 
spend nothing, while others are distributed across different 
price ranges, with a sizable portion (27.0%) willing to spend 
$10. This variation suggests differing perceptions of value 
and affordability among respondents interested in culinary 
experiences.

Regarding photography within the site, a substantial 
majority (66.3%) are unwilling to pay for taking photos, 
indicating a preference for capturing their own images rather 
than purchasing professional photos. This may reflect a desire 
for personalization and authenticity in documenting their 
experiences at Petra. Also, there is a significant interest in 
adventure tours such as hiking or zip-lining, with a majority 
(67.7%) willing to pay for such experiences. This highlights 
a demand for active and adventurous experiences within 
Petra, potentially appealing to adrenaline-seeking tourists, 

among respondents willing to pay for adventure tours, there 
is a diversity in the amount they are willing to spend per 
hour. The majority (27.2%) are willing to spend nothing, 
while others are distributed across different price ranges. 
This variation emphasizes differing perceptions of value 
and affordability among respondents interested in adventure 
tours. Visitors predominantly rated their Petra experience 
highly, with a significant proportion giving ratings of 9 
(29.2%) or 10 (28.7%) on a scale of one to ten.

The demographic data provides valuable insights into 
the characteristics and preferences of visitors to Petra. 
Understanding the visitor profile and their preferences 
is essential for developing targeted marketing strategies, 
enhancing visitor experiences, and ensuring the sustainable 
management of Petra as a cultural heritage site. The data 
revealed several key findings. In terms of age distribution, 
the majority of visitors were in the 21-30 age range (44.1%), 
followed by 31-40 (25.3%). Gender distribution showed a 
relatively balanced representation, with 46.3% male and 
50.8% female visitors, while the rest preferred not to say. 
Regarding nationality, a diverse mix of visitors was observed, 
with a significant proportion being Europeans, particularly 
Italy (20.2%) and Portugal (7.9%). The majority identified as 
White (53.4%) or Caucasian (14.9%). In terms of education, 
visitors exhibited a high level of educational attainment, with 
a substantial proportion holding bachelor’s degrees (22.2%) 
or master’s degrees (10.1%). Regarding income level, the 
majority fell into the bracket of less than $25,000 (33.4%) 
or $25,000-$50,000 (26.7%). 

The high level of educational attainment among 
visitors suggests an interest in history, archaeology, and 
cultural heritage, aligning with Petra’s significance as an 
archaeological marvel. The majority of visitors’ income 
levels indicate a middle-income bracket, suggesting that 
Petra remains accessible to a broad range of people around 
the world.  The positive ratings of visitors regarding their 
Petra experience highlight the site’s appeal and the overall 
satisfaction of visitors. This high level of satisfaction 
promises well for Petra’s reputation and continued success 
as a tourist destination. Also, the data reveals a positive 
attitude towards sustainable practices and experiences within 
Petra, suggesting a receptive audience for initiatives aimed 
at promoting environmental conservation and responsible 
tourism within the site.

Regression Analyses 

The regression analyses aimed to identify predictors 
of tourists’ willingness to pay for sustainable tourism 
experiences at Petra. Several independent variables were 
considered, including annual income, gender, education
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level, marital status, age, and ethnicity. Overall, the models 
demonstrated statistically significant associations with 
moderate to modest effect sizes (R = 0.469, R Square = 
0.220, Adjusted R Square = 0.178, p < 0.001; R = 0.377, 
R Square = 0.142, Adjusted R Square = 0.096, p = 0.008). 
Among the predictors, age consistently emerged as a 
significant contributor, with older individuals exhibiting 
less willingness to pay (β = -0.435, p < 0.001; β = -0.350, 
p < 0.001). Additionally, marital status was significant, 
indicating a higher inclination among those married or in 
committed relationships (β = 0.271, p = 0.004). However, 
gender, ethnicity, education, and annual income did not 
significantly influence willingness to pay (p > 0.05). The 
findings emphasize the pivotal roles of demographic factors 
such as age and marital status in shaping tourism-related 
decisions, highlighting the need for tailored marketing 
strategies. Furthermore, similar analyses for other 
tourism-related variables, including eco-accommodation  
preferences and transportation services, revealed 
significant associations with varying predictor significance, 
underscoring the complexity of decision-making processes 
in sustainable tourism initiatives. These results carry 
implications for tourism management and marketing 
strategies, emphasizing the importance of considering 
demographic factors in targeting and designing sustainable 
tourism experiences.

The findings of this study shed light on tourists’ 
willingness to pay (WTP) for sustainable tourism practices 
in Petra. The results indicate a generally positive reception 

towards sustainable initiatives, with a significant proportion 
of respondents expressing readiness to incur additional 
costs for various eco-friendly services and experiences.

One notable insight is the willingness of tourists to 
pay additional entry fees, suggesting a potential avenue 
for generating revenue to support sustainability efforts 
within Petra. Moreover, the strong interest in eco-lodges 
and electric transportation services underscores the demand 
for environmentally responsible accommodation and travel 
options among visitors. This aligns with global trends 
towards eco-conscious consumerism and reflects a growing 
awareness of the environmental impact of travel.

The study also highlights the importance of cultural 
preservation and heritage conservation in tourists’ decision-
making processes. Respondents expressed willingness 
to support sustainable tourism through activities such 
as attending cultural events and donating towards the 
preservation of historical sites. This underscores the 
significance of integrating cultural experiences into 
sustainable tourism initiatives and underscores the potential 
for cultural tourism to contribute to heritage conservation 
efforts.

However, the findings also reveal areas where tourists 
may be less inclined to spend, such as culinary workshops 
and professional photography services. Understanding these 
preferences is crucial for developing targeted offerings 
that align with visitors’ interests and maximize revenue 
potential while promoting sustainability.

Table 2: Preferences and ratings for sustainable tourism activities at Petra: mean and standard deviation analysis.

Question Mean Std. Deviation

Are you willing to pay an additional entry fees .55 .49

Are you willing to pay an additional cost to stay one night in a 5-star hotel? .41 .49

Are willing to pay to stay one night in an Eco Lodge? .74 .44

Are you willing to pay for electric transportation services within Petra, including transportation to and from the 
historical site per day?

.78 .42

Are you willing to pay an additional cost for a meal at a restaurant within Petra, that applies sustainable practices? .72 .45

Would you be willing to pay for a 3-hour private eco-tourism guided tour in Petra? .67 .48

Would you be willing to pay for a musical performance/cultural event inside the site in Petra to support 
sustainable tourism?

.68 .46

Would you be willing to donate towards the preservation and maintenance of the historical site of Petra? .62 .48

Would consider paying for a spa treatment or massage in Petra? .47 .49

Would you be willing to spend on a cooking class or culinary work-shop during your trip? .42 .49

Would be willing to pay for taking photos inside the site? .34 .47

Would you be willing to pay for an adventure tour, such as hiking or zip-lining? .68 .46

Would you be willing to pay for a 2 hour tour by ATV riding around Petra? .42 .49

On a scale of one to ten, how would you rate your experience visiting Petra 8.2191 2.31

Valid N (listwise)
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Regression analyses further elucidate the influence 
of demographic factors on tourists’ willingness to pay for 
sustainable tourism experiences. Age and marital status 
emerged as significant predictors, highlighting the importance 
of tailoring marketing strategies to different demographic 
segments. These insights can inform strategic decision-making 
and help tourism stakeholders design more effective marketing 
campaigns and sustainable tourism initiatives that resonate 
with target audiences.

The study recommends diversifying revenue streams: 
Explore opportunities to leverage tourists’ willingness to pay 
for sustainable practices, such as introducing supplementary 
fees for entry to fund conservation efforts or offering eco-
friendly accommodation and transportation options. Also to 
integrate cultural experiences into tourism offerings, such 
as organizing cultural events and heritage tours, to promote 
cultural preservation and enhance visitor experiences.

The study also recommends fostering collaborations 
between public and private sector stakeholders, as well as local 
communities, to jointly develop and implement sustainable 
tourism initiatives and share resources for conservation efforts.

CONCLUSIONS

This study illuminates tourists’ positive reception towards 
sustainable tourism practices in Petra, Jordan, revealing a 
willingness to pay for eco-friendly services and experiences. 
Key insights include the potential for generating revenue 
through additional entry fees and the demand for environ-
mentally responsible accommodation and transportation 
options. Moreover, the study underscores the importance of 
cultural preservation and heritage conservation in tourists’ 
decision-making processes, alongside demographic factors 
such as age and marital status influencing willingness to pay. 
Recommendations include diversifying revenue streams, 
integrating cultural experiences, and fostering collabora-
tions between stakeholders to promote sustainable tourism 
while balancing economic growth with environmental 
conservation. These findings offer valuable guidance for 
the management and marketing of heritage sites like Petra, 
ensuring a harmonious blend of tourism development and 
environmental stewardship.
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      ABSTRACT

The air pollution tolerance index (APTI) of any plant shows the tolerance capacity of 

plant against the air pollution. The present study exhibited the APTI and API of twenty-

two trees present on the roadside coal dust-affected air pollution area of Chhal, Raigarh. 

APTI consists of the analysis of leaf extract pH, relative water content, total chlorophyll 

content, and ascorbic acid of leaves while the API consists of the APTI values of trees, 

morphological characteristics, and socio-economic attributes of trees. The leaf extract pH 

was observed to range from 6.61±0.11 - 3.28±0.11, relative water content from 95.4±0.4 - 

83±0.89 %, total chlorophyll content from 1.16±0.06 - 0.385±0.04 mg g-1 and ascorbic acid 

from 30.54±0.67 - 10.61±0.84 mg g-1. The highest APTI was 30.88±0.75 for Tectona grandis

while the lowest was observed 15.58±0.54 for Alstonia scholaris. The highest API value 

93.75% for Shorea robusta and Ficus religiosa was observed. The maximum dust held by 

a tree on the leaf surface by Shorea robusta (3.18±0.09 mg cm-2) was recorded. Shorea 

robusta, Mangifera indica, Schleichera oleosa, Terminalia ballerica, Ficus benghalensis, 

Anthocephalus cadamba, Ficus religiosa, Peltophorum pterocarpum, Madhuca indica, and 

Terminalia tomentosa are best performers among the selected tree species and suitable for 

the plantation of trees surrounding of air polluted zones.

INTRODUCTION

Urban air pollution is an ongoing problem that affects the 

country that is developing as well as developed, exerting 

a negative impact on the ecosystem (Rai et al. 2013). The 

concentration of gaseous and particle pollution appears to 

have increased over the last several decades due to continued 

growth in the human population, vehicle traffic, and industry 

(Krishnaveni & Lavanya 2014). Transportation plays the 

monster in air pollution (Sharma et al. 2017). India ranks 

third in the world for having worse air quality. Worldwide, 

it emits almost 305.3 MtCO2, which is 0.64 percent of total 

GHG emissions. Only 5% of heavy-duty vehicles in India 

still account for 71% of the nation’s CO2 emissions and 

74% of its particulate matter (https://www.ceew.in/cef/

quick-reads/explains/vehicular-emissions-in-india). There 

is plenty of research on the initial impact of industrialized 

and urbanized emissions on human health (Singh et al. 

2018). No mechanical or chemical technique exists that can 

completely obstruct pollutants that are emitted at the source. 

The discharge of contaminants into the atmosphere and the 

degradation of air quality around roadsides have an impact 

on the morphology and biochemical parameters of the plants 

(Kaur & Nagpal 2017). As plants are the main pollution 

receptors, they are often employed for analysis (Rai et al. 

2013). Plants are essential for enhancing air quality because 

they absorb gases and particulates (Kaur & Nagpal 2017). 

Additionally, plants scavenge a variety of airborne particles 

in the environment (Sharma et al. 2019). 

The inherent quality of plants to tolerate air pollution 

is called the air pollution tolerance index (APTI) and may 

assist in choosing the kinds of trees to be planted near or 

around polluted zones. 

Plant species with greater APTI values that are tolerant 

seem to be buffers, whereas species with a smaller value 

might be useful for biomonitoring (Sahu et al. 2020). Uka et 

al. (2019) classified plants into different categories based on 

their APTI value i.e., tolerant (>17), intermediate (12-16), and 

sensitive (<12). This statistic might be used to grow trees in 

various polluted locations so they are capable of encountering 

air pollution (Kumari & Deswal 2017). While assessing plant 

responses against air pollution for green belt development 

may not be appropriate with a single physiological parameter 
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estimate, the complex combination of APTI and API may 

have substantial implications (Ogunkunle et al. 2015). An 

API value can provide a reasonable answer for expanding the 

green belt, planting trees, and restoration because it consists 

of the ecological and socioeconomic characteristics of the 

tree species as well as APTI values (Sahu & Sahu 2015, Bora 

& Josi 2014). Yadav & Pandey (2020) examined the APTI 

and API values of several trees to choose tolerant plants that 

would be good for the growth of greenery in Bhatinda city’s 

regions impacted by air pollution from traffic and industry. 

To suggest tolerant plants for landscaping, Sharma et al. 

(2019) looked at the APTI of a selection of tree species 

that were found alongside the National Highway-5 Solan. 

Trees perform as a significant pollution absorber; they are 

the most effective at capturing and absorbing a wide range 

of particulates. Plant height, density, size, age, leaf area, 

canopy structure, leaf inclination, exterior characteristics, and 

climatic conditions all affect a plant’s ability to accumulate 

dust (Roy et al. 2020).

Raigarh is famous for several coal mines and thermal 

power plants and the extraction of coal from mine expansion 

increasing day by day. The coal used by many industries 

such as iron melting and thermal power plants and trucks 

and railways are the main transportation sources used to 

transport coal from mines to industries. Transportation of 

coal through heavy trucks produces coal dust air pollution on 

the roadside and the surrounding environment. Wide ranges 

of tree species are present on the roadside either planted 

or naturally. They provide a barrier to the expansion of air 

pollution by trapping air pollutants on the leaf surface. This 

study examined the tolerance capacity of trees against coal 

dust air pollutants around the roadside of SH-18 near Chhal, 

Raigarh. Chhal is famous for its open-cast coal mine project. 

The forests of the area are tropical, moist, and dry deciduous 

types of forests. Many tree species are highly beneficial for 

rural livelihood; they include mahua flowers, mahua seeds, 

kusum seeds, tendu leaves, sal seeds, char seeds, and amchur 

which are collected from the surrounding forest.

MATERIALS AND METHODS 

The study was conducted along the roadside of State 

Highway-18, Chhal (India), situated at latitude 22.1105858°

N and longitude 83.1222833° E (Fig. 1). The climate of the 

study area in the summer is much warmer (45°C–50°C), and 

in the winter is much colder (11°C–20°C), with 1225 mm 

of rainfall over a year.

Twenty-two tree species were selected, which frequently 

occurred along the roadway (Table 1). Tree species were 

selected based on abundance in the area, socioeconomic 

significance to the local populace, and ease of sample 

collection. The morphology of the tree (tree height, diameter, 

age) was also observed. The sampling was done from July 

to October 2022.  Freshly, green mature leaves of trees 

 

Fig. 1: Map of the study area. 
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were collected from the roadside in the early morning at 

the lower branches (at a height of 2-4 m). Leaves samples 

were collected and bagged in polythene, quickly transferred 

to the laboratory, and kept in refrigerator (3-5°C) for  

analysis. 

Ascorbic Acid Analysis (AA)

The AA was analyzed by using the 2, 6 dichlorophenol 

Indephenol dye titration methods (Roy et al. 2020). 1gm of 

leaf sample was crushed with a 4% oxalic acid addition and 

centrifuged for 10 minutes at 3000 rpm. The centrifuged 

sample was filtered, and the made-up volume was 25 

mL with 4% oxalic acid added. 5 mL of leaf sample was 

pipette out with 10 mL of oxalic acid (4%) and titrated 

against the dye. Titration was stopped when a pink color  

appeared.𝐴𝐴𝐴𝐴 (mg g−1) = 
0.5∗ V2∗ 25 mL∗100

V1∗ 5mL∗ Weight of sample (g) 

Here, V1 is the volume of dye titrated against the ascorbic 

acid working standard.

V2 is the volume of dye titrated against the sample.

Relative Water Content (RWC)

The RWC was formulated by taking the fresh weight (FW), 

turgid weight (TW), and dry weight (DW) of a leaf sample

(Kaur & Nagpal 2017).

 
 RWC (%) = 

���������� × 100

Leaf Extracts pH

A digital pH meter was used to analyze the pH of the leaf 

extract. 0.5 g of leaf sample was crushed using a mortal 

pestle, and pH was analyzed (Singare & More 2020).

Total Chlorophyll Content (TCC)

The TCC was analyzed using the 80% acetone method using 

a spectrophotometer (Roy et al. 2020). 0.5 g of leaf sample 

was crushed with 80% acetone and centrifuged with the 

extract (at 3000 rpm for 10 min.) and makeup sample for 

25 mL. The absorbance of the supernatant was analyzed at 

663nm and 645nm through a spectrophotometer.

 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇(mg𝑇g��)𝑇=𝑇 (��.�∗𝑇�𝑇�����.��∗𝑇�𝑇���)∗𝑇�����∗𝑇������𝑇��𝑇������𝑇(�)

Table 1: Description of tree species.

Sn Tree species Family Description of tree

1 Shorea robusta Depterocarpaceae Sal is a semi-deciduous woody tree 

2 Bombax ceiba Malavaceae Semul extremely large, tropical deciduous tree. 

3 Mangifera indica Anacardiaceae Mango is a large, erect-bunch nature, evergreen fruit tree.

4 Alstonia scholaris Apocynaceae Satparni is an evergreen glabrous tree. 

5 Millettia pinnata Fabaceae Karanj is a medium-sized semi-evergreen glabrous tree.

6 Schleichera oleosa Sapindaceae Kusum occurs in dry and mixed deciduous forests.

7 Cassia seamia Fabaceae Kassod is a medium-sized evergreen tree.

8 Zyzyphus mauritiana Rhamnaceae Ber is a medium-sized, evergreen, prickly tree.

9 Butea monosperma Fabaceae Palash is a medium-sized deciduous tree.

10 Ailanthus excelsa Simaroubaceae Maharukh is a huge deciduous tree.

11 Sysygium cuminii Myrtaceae Jamun evergreen - tropical tree.

12 Buchanania lanzan Anacardiaceae Chironji is a sub-deciduous tree. 

13 Terminalia bellirica Combrataceae Harra is a deciduous tree. 

14 Ficus benghalensis Moraceae Bargad is a huge-spread evergreen tree.

15 Azadirachta indica Meliaceae Neem is a medium height-evergreen tree, termite-resistant wood.

16 Anthocephalus cadamba Rubiaceae Kadamba is a mid-huge deciduous tree.

17 Ficus religiosa Moraceae Peepal is a large, semi-evergreen tree.

18 Tectona grandis Lamiaceae Sagon is a tall and gorgeous tree.

19 Peltophorum pterocarpum Fabaceae Yellow gulmohar is a semi-evergreen tree. 

20 Madhuca indica Sapotaceae Mahua is a mid-sized to large tropical deciduous tree.

21 Albizia procera Fabaceae Safed siris is an exposed crown semi-deciduous tree. 

22 Terminalia tomentosa Combrataceae Saja is a large deciduous tree. 



226 Kamesh et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

Here, A 645 is the absorbance at 645 nm, A 663 is the 

absorbance at 663 nm, and V is the volume of the sample.

Air Pollution Tolerance Index (APTI)

The APTI was demonstrated by the following equation 

(Sharma et al. 2019).

APTI = 𝑇 ��𝑇(������)������
Here, AA= Ascorbic acid (mg g-1)

TCC= Total chlorophyll content (mg g-1)

pH= pH of leaf extract

RWC= Relative water content (percentage)

Anticipated Performance Index

API was determined by encompassing the biological 

features of the tree, such as tree habit, tree type, structure of 

the canopy, and structure of the lamina, along with the air 

pollution tolerance index of each tree (Table 2). The highest 

plus that can be received for any tree species is 16 (Yadav & 

Pandey 2020). The score percentage can be categorized as:

 

Score % = 
�����𝑇(�)𝑇��������𝑇��𝑇����𝑇��������� × 𝑇100

Dust Capturing Capacity

Dust deposition on the surface of the leaf was determined 

(Rai & Panda 2014, Noor et al. 2015). The amount of dust 

was calculated for twenty-two tree species by taking the 

initial and final weight of the beaker in which the leaf 

samples were washed. It is expressed in milligrams per 

square centimeter (mg cm-2) and calculated by using the 

formula as follows:

Dust capturing capacity = 

 Weight of leaf with dust (milligrams)−
)−Weight of leaf without dust(milligrams)  

 

( ig ) eight

Total area of leaf (centimeter square)

Statistical Analysis

A one-way ANOVA at a 5% level of significance was used 

(SPSS software IBM version 16.0). For all variables, the 

mean with a standard error of five replicated values was used 

Table 2: Gradation of tree species based on the anticipated performance index values (Sharma et al. 2019, Uka et al. 2019).

SN Grading characters Pattern of Assessment Grading allotted

1 Tolerance APTI < 5 +

5.1 -10 ++

10.1 – 15 +++

15.1 -20 ++++

>20 +++++

2 Biological and socioeconomic Tree Height Small -

Medium +

Large ++

Canopy structure Sparse/irregular/globular -

Spreading crown/open/semi-dense +

Spreading dense ++

Type of tree Deciduous -

Evergreen +

3 Lamina structure Size Small -

Medium +

Large ++

Texture Smooth -

Cariaceous +

Hardness Delineate -

Hardy +

4 Socio-economic importance Economic value <3 uses -

3 – 4 +

>5 uses ++
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110.2±2.4, and the minimum was 11.6±0.51 for Alstonia 

scholaris. The maximum leaf area (cm2) was recorded 

for Tectona grandis (293.6±0.87), and the minimum was 

Albizia procera (5.2±0.37). In the present study, tree growth 

parameters such as girth, diameters, height, age, and leaf 

area differed because all tree species have their phenological 

characteristics, like some trees being very tall and others 

having a slow growth rate (Nayak et al. 2015). The leaf area 

of Tectona grandis is relatively higher than that of the other 

tree species because it’s larger in leaf size.

Relative Water Content

In the results of the current study, RWC fluctuated 

significantly (P<0.05) for all types of trees. The highest 

percentage of RWC was recorded for Ficus religiosa

(95.4±0.4) and the lowest was recorded for Azadirachta 

indica (83±0.89) as shown in Table 4. Amulya et al. (2015) 

revealed that plant leaves provide the most RWC in areas 

affected by air pollution. Under exposure to air pollution, 

the increases in transpiration rates therefore plants get higher 

water content to maintain their physiological process (Rai 

et al. 2013, Kumar et al. 2018). At the very low relative 

to indicate all of the results. The degree of interaction among 

the variables was calculated using the linear regression 

analysis.

RESULTS AND DISCUSSION 

Green plants release huge quantities of oxygen into their 

environment, which enhances the quality of the air in a 

particular area through adsorption, absorption, accumulation, 

and purification of pollutants. They function as living filters 

that mitigate air pollution with no adverse effects (Kaur & 

Nagpal 2017).

Tree Growth Characteristics

Table 3 shows the growth characteristics of selected trees. 

The highest girth (m) was recorded for Schlecharia oleosa 

(4.32±0.21), and the lowest was reported for Zyzyphus 

mauritiana (0.69±0.01).  The highest tree diameter (cm) was 

observed for Shorea robusta (90.94±3.18) and the lowest 

for Zyzyphus mauritiana (21.89±0.48). The maximum tree 

height (m) received was Shorea robusta (26.38±0.23), and the 

minimum was Alstonia scholaris (8.12±0.12). The maximum 

tree age (year) received by Madhuca indica was about 

Table 3: Growth parameters of selected trees.

Tree Species Girth (meter) Diameter (centimeter) Height (meter) Age (Year) Leaf Area (cm-2)

Shorea robusta 2.86±0.1 90.94±3.18 26.38±0.23 84.2±1.16 112±0.71

Bombax ceiba 1.27±0.02 40.35±0.63 13.05±0.23 14.4±0.51 95.2±0.58

Mangifera indica 2.21±0.03 70.32±1.06 15.96±0.39 41.6±0.81 80±0.71

Alstonia scholaris 0.84±0.02 26.73±0.61 8.12±0.12 11.6±0.51 64.2±0.37

Millettia pinnata 1.44±0.03 45.82±1.01 10.09±0.24 28.6±0.51 99±0.84

Schlecharia oleosa 4.32±0.21 137.58±6.78 17.41±0.18 66.4±0.75 213.2±0.97

Cassia seamia 0.79±0.02 25.26±0.69 12.47±0.28 21.4±0.75 9.4±0.51

Zyzyphus mauritiana 0.69±0.01 21.89±0.48 8.32±0.19 18.4±0.51 5.2±0.58

Butea monosperma 1.39±0.06 44.36±1.83 11.37±0.23 21.2±0.58 194.8±0.58

Ailanthus excelsa 1.91±0.05 60.77±1.7 17.99±0.19 15.8±0.37 156.4±0.93

Sysygium cuminii 1.55±0.11 49.26±3.42 15.6±0.31 27.4±1.03 86.2±0.86

Buchanaia lanzan 0.82±0.05 25.96±1.5 14.2±1.57 15.2±0.58 112.2±0.86

Terminalia bellirica 1.41±0.02 44.8±0.58 13.05±0.19 74.8±1.32 90.4±0.93

Ficus benghalensis 2.71±0.05 86.36±1.44 12.18±0.33 62.2±1.16 156±0.71

Azadirachta indica 1.49±0.06 47.28±1.86 12.89±0.31 32.6±0.98 19±0.71

Anthocephalus cadamba 1.02±0.08 32.52±2.69 15.34±0.19 15.2±0.66 77.6±0.93

Ficus religiosa 1.65±0.05 52.5±1.5 10.69±0.23 74.8±0.97 111±0.71

Tectona grandis 0.74±0.03 23.55±0.97 12.4±0.35 24.8±0.66 293.6±0.87

Peltophorum pterocarpum 1.29±0.07 41.05±2.29 12.61±0.3 14.6±0.24 48±0.71

Madhuca indica 2.65±0.06 84.45±1.99 15.4±0.18 110.2±2.4 105±0.71

Albizia procera 0.73±0.05 23.1±1.71 10.5±0.24 14±0.45 5.2±0.37

Terminalia tomentosa 1.68±0.04 53.58±1.17 21.32±0.44 33.8±0.58 77.2±0.97
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water content, the net CO2 exchange, CO2 assimilation, and 

photosynthetic rate ultimately obtain low. A greater RWC 

enhances the capacity of a plant to tolerate air pollution

(Nayak et al. 2015). Many investigations conducted by 

researchers show that the relative water content of trees 

increases in response to pollution, and the RWC varies 

at different pollution levels. The accumulation of dust on 

roadside tree leaves is exacerbated by heavy traffic. A similar 

investigation was reported by Govindaraju et al. (2012) 

relative water content (%) 95.14 ± 2.81 for Ficus religiosa 

and 79.85 ± 1.49 for Azadirachta indica. The higher relative 

water content showed maximum drought tolerance capacity.

Leaf Extracts pH

The study exhibited variations in leaf extract pH significantly 

(P<0.05) for different tree species. The highest leaf extract 

pH was observed at 6.61±0.11 for Albizia procera and 

the lowest was 3.28±0.11 for Cassia seamia while most 

of the tree species showed an acidic nature of leaf pH  

(Table 4). The lowest pH value indicates that the tree has 

better tolerance than other trees. The regulation of plant 

potential for pollution is significantly influenced by pH 

level. The diffusion of gaseous air pollutants like NO2, CO2, 

and SO2 in the cell sap and their subsequent conversion into 

acid and electrons may be due to the acidic pH. Gaseous 

SO2 diffuses through cellular pores (stomata) and dissolves 

in water to create sulfites, bisulfate, and their ionic species. 

This process generates protons, which, in turn, affect the 

pH of cells (Sharma et al. 2019, Noor et al. 2015). High 

pH increases ascorbic acid synthesis in plants and increases 

their resistance to air pollution, while low pH inhibits 

the breakdown of the hexose sugar into ascorbic acid. 

Ogunrotimi et al. (2017) showed a similar result for Cassia 

seamia (4.62) in polluted sites of Lle Lfe City, Southeast 

Nigeria. A result was reported on pH 3.96 for Cassia seamia

in the industrial polluted site in Ludhiana, India (Verma et 

al. 2023). The pH of leaf extracts is crucial in controlling 

plants’ sulfur dioxide conductivity (Maawali & Sulaiman 

2017). A result of acidic pollutants like SO2 and NOx in the 

surrounding air, this influences the pH of the leaf (Swami 

& Chauhan 2015). Low leaf pH extract exhibited a strong 

association with air pollution due to its reactivity and also 

Table 4: Biochemical response of selected tree species. 

Tree Species pH Relative Water 

Content (%)

Total Chlorophyll content (mg.g-1) Ascorbic acid (mg.g-1) APTI

Shorea robusta 5.5±0.05 92.8±0.86 1.16±0.06 15.1±0.84 19.34±0.58

Bombax ceiba 5.45±0.09 90.8±0.58 0.85±0.02 15.76±0.91 19.01±0.48 

Mangifera indica 5.18±0.07 91.4±0.51 0.534±0.02 16.38±0.87 18.49±0.44 

Alstonia scholaris 5.85±0.1 87.8±0.58 0.56±0.09 10.61±0.84 15.58±0.54 

Millettia pinnata 6.29±0.07 91.2±0.58 0.718±0.04 11.01±0.77 16.85±0.59 

Schlecharia oleosa 6.25±0.09 87.2±0.58 0.385±0.04 11.81±0.78 16.56±0.53 

Cassia seamia 3.28±0.11 92.2±0.58 0.465±0.02 18.95±0.94 16.28±0.3 

Zyzyphus mauritiana 6.5±0.12 90±0.55 0.937±0.02 12.9±0.68 18.62±0.62

Butea monosperma 6.58±0.11 85.2±0.58 0.552±0.02 10.71±0.74 16.16±0.59

Ailanthus excelsa 6.19±0.07 89.2±0.86 0.908±0.03 18.38±0.91 21.95±0.59

Sysygium cuminii 4.61±0.09 91.8±0.73 0.402±0.02 14.7±0.84 16.54±0.41

Buchanaia lanzan 4.82±0.05 91.8±0.58 0.749±0.07 17.86±0.68 19.12±0.37

Terminalia bellirica 4.79±0.12 84.6±0.51 0.603±0.05 19.18±0.59 18.77±0.68

Ficus benghalensis 6.38±0.06 91±0.71 0.777±0.03 20.75±0.72 23.94±0.48

Azadirachta indica 6.6±0.04 83±0.89 0.644±0.03 28.46±0.63 28.91±0.42

Anthocephalus cadamba 4.56±0.12 94.6±0.51 0.578±0.06 24.52±0.81 22.06±0.6

Ficus religiosa 6.56±0.06 95.4±0.4 0.732±0.01 17.98±0.54 22.65±0.4

Tectona grandis 6.53±0.13 91.2±0.86 0.755±0.04 30.36±0.9 30.88±0.75

Peltophorum 

pterocarpum
6.48±0.08 92±0.71 0.845±0.05 24.52±0.77 27.16±0.57

Madhuca indica 6.58±0.06 84.2±0.86 0.828±0.02 23.81±0.69 26.08±0.7

Albizia procera 6.61±0.11 92±0.89 0.813±0.02 25.79±0.34 28.34±0.06 

Terminalia tomentosa 5.48±0.08 88.4±0.87 0.475±0.04 30.54±0.67 26.95±0.32
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reduced photosynthesis by modifying the stomatal activity 

(Sharma et al. 2019, Rai & Panda 2014).  Chauhan et al. 

(2012) showed that the plants at the mining site had lower 

pH within leaf sap, which may have been caused by the SO2 

and NOx levels in the surrounding atmosphere. It also affects 

the chlorophyll content in the leaves; reducing in lower leaf 

extract pH (Kamesh et al. 2023, Shah et al. 2020).

Total Chlorophyll Content 

Table 4 shows the total chlorophyll content of leaves  

(mg g-1) for selected tree species and showed significant 

(P<0.05) differences for each tree species.  The maximum 

chlorophyll content was received at 1.16±0.06 mg g-1 for 

Shorea robusta and the lowest was 0.385±0.04 mg g-1 for 

Schleichera oleosa. While the maximum tree species showed 

relatively lower total chlorophyll content in the study area. 

Dust content on the surface of leaves is the main barrier to 

the reaching of sunlight for chlorophyll pigments present in 

the leaves. One of the most harmful effects of abiotic stress is 

the reduction of photosynthesis. The principal effect of stress 

on plants is damage to chloroplasts, a sign of the breakdown 

of pigments in the leaves (Shah et al. 2020). The chlorophyll 

pigment converts solar energy into chemical energy that plant 

cells can utilize as a source of food. An air pollutant that 

includes SO2, NO2, CO2, and suspended particulate matter 

might enter organs from stomata and partly disintegrate 

chloroplasts, which can reduce the chlorophyll concentration 

(Shrestha et al. 2021). Plant production and, consequently, 

their ability to withstand air pollution both decline when

chlorophyll concentration falls. Less chlorophyll implies that

plants are far more sensitive to polluted air. Bhattacharya et 

al. (2013) recorded that the chlorophyll content of leaves 

decreases in polluted sites, and found that the photosynthesis 

of plant systems has begun to deteriorate as pollution levels 

reach every year (Kumari & Deswal 2017).

Ascorbic Acid 

The ascorbic acid of leaves (mg g-1) for selected tree 

species observed differs significantly (P<0.05) level of 

significance. The maximum ascorbic acid content of was 

observed for Terminalia tomentosa (30.54±0.67 mg g-1) 

and the minimum was Alstonia scholaris (10.61±0.84 mg 

g-1) as shown in Table 4. Living cells need ascorbic acid for 

survival. Therefore, it has been shown that plants with low 

ascorbic acid concentrations are less tolerant of stress (Shah 

et al. 2020). Although it participates in various physiological 

processes, and highly significant organic antioxidant for 

plants to function properly. It has a powerful reductant, 

and electron donor, removes imbalanced oxidative stress, 

and decreases the toxicity of SO2. When a plant suffers 

from stress condition, the plant produces more ascorbic 

acid to combat the stress condition (Bhattacharya et al. 

2013). Under stressful conditions, ascorbic acid, an effective 

antioxidant, protects plant cell division and cell membrane 

stability by absorbing harmful free radicals and reactive 

oxygen released when protoxidized from SO2 to SO3. In

the present study tree species such as Ficus benghalensis, 

Azadirachta indica, Anthocephalus cadamba, Tectona 

grandis, Peltophorum pterocarpum, Madhuca indica, 

Albizia procera, and Terminalia tomentosa showed >20 

mgg-1 ascorbic acid which was relatively higher than other 

trees. The results of this investigation accord closely with the 

findings (Ogunkunle et al. 2015, Bora & Josi 2014, Pandey 

et al. 2015). Plants become more tolerant of a contaminated 

environment as the ascorbic content in their leaves rises. Air 

pollution tolerance is significantly influenced by ascorbic 

acid’s capacity to shield plant tissues from the damaging 

effects of air pollutants (Shrestha et al. 2021).

Air Pollution Tolerance Index

The air pollution tolerance index significantly differed

(P<0.05) with tree species. The highest APTI was 30.88±0.75 

for Tectona grandis followed by Azadirachta indica> 

Albizia procera> Peltophorum pterocarpum> Terminalia 

tomentosa> Madhuca indica> Ficus benghalensis> Ficus 

religiosa> Anthocephalus cadamba> Ailanthus excelsa> 

Shorea robusta> Buchanaia lanzan> Bombax ceiba> 

Terminalia bellirica> Zyzyphus mauritiana> Mangifera 

indica> Millettia pinnata> Schlecharia oleosa> Sysygium 

cuminii> Cassia seamia> Butea monosperma while lowest 

was 15.58±0.54 for Alstonia scholaris as shown in Table 4. 

Results were reported by Das et al. (2010) for the industrial 

area of Rourkela with a 10.77 APTI value for Alstonia 

scholaris, while the unlike findings for Tectona grandis 8.86

APTI value. Take & Kadke (2017) reported an APTI value 

of 14.6 for Tectona grandis and 13.09 for Alstonia scholaris. 

These findings could be accounted for by the potential that 

plants differentiate geographically and climatically from 

one place to another. It also fluctuates due to variations in 

humidity, temperature, air quality, etc. (Kosanic et al. 2018).

The tree species have been divided into three groups by 

different studies using the APTI: tolerant, intermediate, and 

sensitive (Uka et al. 2019, Padmavathi et al. 2013). Trees 

with an APTI value of <12 are deemed sensitive, trees with 

a value between 12 and 17 are classified as intermediate, 

and trees with an APTI value of >17 are viewed as tolerant 

(Uka et al. 2019, Bharti et al. 2018). In the present study 

the Shorea robusta, Bombax ceiba, Mangifera indica, 

Zyzyphus mauritiana, Ailanthus excelsa, Buchanaia lanzan, 

Terminalia bellirica, Ficus benghalensis, Azadirachta indica, 

Anthocephalus cadamba, Ficus religiosa, Tectona grandis, 

Peltophorum pterocarpum, Madhuca indica, Albizia procera,
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and Terminalia tomentosa showed tolerance response 

against coal dust air pollution and may be adopted for plant 

barriers to traffic pollution as well as for the establishment of 

urban green belts (Shrestha et al. 2021). Whereas, Alstonia 

scholaris, Millettia pinnata, Schlecharia oleosa, Cassia 

seamia, Butea monosperma, and Sysygium cuminii showed 

intermediate tolerance response against coal dust air pollution 

used a kind of bio-indicator as well as tolerant tree for air 

pollution.

The correlation between leaf extract pH, relative water 

content, total chlorophyll content of leaves, ascorbic acid 

content, and air pollution tolerance index (APTI) was 

displayed using linear regression analysis as shown in (Fig. 

2). There was a marginally weak correlation between the 

chlorophyll content (R2 = 0.085), the leaf extract pH (R2 = 

0.211), and the relative water content (R2 = 0.002). While a 

strong positive correlation was observed between ATPI and 

leaf ascorbic acid (R2 = 0.833). As a means to alleviate the 

stressed condition in the environment, the ascorbic acid level 

in tree leaves increases. Under stressful conditions, ascorbic 

acid, an effective antioxidant, protects plant cell division and 

cell membrane stability by absorbing harmful free radicals 

and reactive oxygen released when protoxidized of SO2 to 

SO3 (Uka et al. 2019, Rai & Panda 2014, Kamesh et al. 2023, 

Wang & Chen 2021). Similar correlations between APTI and 

biochemical parameters were found in several other studies 

(Nayak et al. 2015, Noor et al. 2015, Bharti et al. 2018).

Dust Capturing Capacity of Leaf 

The dust-capturing capacity of the leaf significantly differs 

(P<0.05) for all species. Fig. 3 showed the highest dust-

capturing capacity of the leaf surface 3.18±0.09 mg cm-2 for 

Shorea robusta and 0.032 mg/cm-2 for Terminalia bellirica.

The size of the leaf and the properties of the leaf surface of 

a tree species are linked to its ability to trap and hold dust 

(Krishnaveni & Lavanya 2014). Moreover, leaf surface 

attributes like toughness, hairiness, and cuticle attributes 

significantly affect the ability of any species to capture dust. 

Fig. 2: Linear regressions between APTI and leaf biochemical parameters.
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Fig. 3: Representation of dust content on the surface of the leaf for selected tree species. 

Table 5: Evaluation of trees based on their APTI values and some biological and socioeconomic characteristics.

Tree species APTI Morphological Laminar Structure EI Grade allotted API 

value

Assessment

TH CS TT TX SZ HD Total 

+

Score 

%

Shorea robusta ++++ ++ ++ + + ++ + ++ 15 93.75 7 Best

Bombax ceiba ++++ ++ + - + ++ + + 12 75 5 Very Good

Mangifera indica ++++ + ++ + + ++ + ++ 14 87.5 6 Excellent 

Alstonia scholaris ++++ + - + + ++ + + 11 68.75 4 Good

Millettia pinnata ++++ + + + + ++ + + 12 75 5 Very Good

Schleichera oleosa ++++ ++ ++ + + ++ + + 14 87.5 6 Excellent

Cassia siamea ++++ + + + + + + + 11 68.75 4 Good

Ziziphus mauritiana ++++ + + + + + + ++ 12 75 5 Very Good

Butea monosperma ++++ + - - + ++ + + 10 62.5 4 Good

Ailanthus excelsa ++++ ++ - - + + + + 10 62.5 4 Good

Syzygium cumini ++++ + + + + ++ + + 12 75 5 Very Good

Buchanaia lanzan ++++ + - - + ++ + + 10 62.5 4 Good

Terminalia bellirica ++++ + + + + ++ + ++ 13 81.25 6 Excellent

Ficus benghalensis +++++ ++ ++ + + ++ + ++ 16 100 7 Best

Azadirachta indica +++++ + + + - + + ++ 12 75 5 Very Good

Anthocephalus 

cadamba
+++++ ++ + + + ++ + + 14 87.50 6 Excellent

Ficus religiosa +++++ ++ ++ + - ++ + ++ 15 93.75 7 Best

Tectoana grandis +++++ ++ - - - ++ + + 11 68.75 4 Good

Peltophorum 

pterocarpum
+++++ + ++ + + + + + 14 87.50 6 Excellent

Madhuca indica +++++ + + - + ++ + ++ 13 81.25 6 Excellent

Albizia procera +++++ ++ + + + + + - 12 75 5 Very Good

Terminalia 

tomentosa
+++++ ++ + - + ++ + ++ 14 87.50 6 Excellent

TH tree height, CS canopy structure, TT type of tree, TX texture, SZ leaf size, HD hardness, EI economic importance
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Because long petioles cause the leaves to swing rapidly in 

gusts of wind, they are less effective at catching dust (Rai 

& Panda 2014, Noor et al. 2015, Wang & Chen 2021). 

The dust content on the leaf also depends on the number 

of vehicles running in the area and the presence of dust 

on the ground. Those tree species with greater capacity to 

trap dust contribute to the reduction of fine particles in the 

environment surrounding highways. They perform as natural 

air filtering. Foliage with small height trees captured more 

particulate matter than the tall trees (Shrestha et al. 2021).

Anticipated Performance Index

API plays a significant role in providing reliable data 

through the combining of APTI value and physiological as 

well as socioeconomic traits, in which multiple grades were 

assigned for a particular tree species. The API values fell 

into different categories, such as not recommended (<30), 

very poor (31–40), poor (41–50), moderate (51–60), good 

(61–70), very good (71–80), excellent (81–90), and best 

(91–100) (Kaur & Nagpal 2017, Sharma et al. 2019, Rai 

& Panda 2014, Nayak et al. 2015). Those species have the 

best performance score in the API score; they are suitable 

for green belt development in polluted sites as well as urban 

greenery. In the present study (Table 5), the highest API 

score was recorded best performance for Shorea robusta and 

Ficus religiosa (93.75%), which were suitable to be planted 

along the roadside of air-polluted areas; while the lowest 

was recorded for Butea monosperma, Ailanthus excelsa, and 

Buchanaia lanzan (62.75%). Overall, selected tree species 

have been recommended for plantation at polluted sites. 

Similar results were reported by many researchers such as 

for the anticipated performance index (Sharma et al. 2019, 

Sahu et al. 2020, Yadav & Pandey 2020, Pandey et al. 2015). 

CONCLUSIONS

This research indicates that various trees exhibit their 

responses against air pollution. Tree species need to be 

appropriately evaluated using both APTI and API values 

to determine tolerate capacity in pollution loads areas.  

The study showed the APTI value significantly differs 

(p<0.05) for tree species in coal dust air pollution. The 

highest API values received for Shorea robusta, Mangifera 

indica, Schleichera oleosa, Terminalia ballerica, Ficus 

benghalensis, Anthocephalus cadamba, Ficus religiosa, 

Peltophorum pterocarpum, Madhuca indica, and Terminalia 

tomentosa. Trees with low API values can function as bio-

indicators of air pollution, whereas trees that have high API 

values can be adopted as bio-accumulators. The assessment 

of tolerance and performance level is the best method for 

identifying suitable trees for the establishment of green 

zones on the roadsides of polluted areas and commercial 

and industrially polluted regions. This study provides 

suitable tree species for plantations along the roadside which 

is affected by coal dust air pollution areas.
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      ABSTRACT

Heavy metal contamination, along with other pollutants, presents significant environmental 

hazards. These substances not only endanger human health but also disrupt natural 

ecosystem. Bioremediation emerges as a sustainable and economically viable approach to 

tackling pollution. It harnesses the capabilities of microorganisms, plants, and their enzymes 

to degrade or neutralize pollutants. This paper categorizes bioremediation into two primary 

types: ex-situ and in-situ. Ex-situ bioremediation treats contaminated material away from its 

original location, while in-situ bioremediation addresses contamination directly at the site. 

This paper also explores how microbes tolerate heavy metals through various mechanisms. 

These mechanisms encompass extracellular barriers, efflux pumps, enzymatic reduction, and 

intracellular sequestration. Extracellular barriers function to block the entry of metals into the 

cell, whereas efflux pumps work actively to expel metals from the cell. Enzymatic reduction 

facilitates the conversion of metals into less harmful forms, while intracellular sequestration 

involves storing metals within the cell. Moreover, the paper examines diverse applications 

of bioremediation in environmental restoration. These applications encompass natural 

attenuation, enhanced reductive dechlorination, sewage treatment, bioleaching, biosorption, 

constructed wetlands, biostimulation, and bioaugmentation. This paper emphasizes the 

need for further research to optimize bioremediation technologies for broader real-world 

environmental management applications.

INTRODUCTION

The substantial increase in human population is negatively 

impacting the environment. The rate of industrialization 

and other human activities is rising daily, leading to 

contamination. The presence of contaminants in the 

environment may cause harm or upset the natural balance of 

ecosystem referred to as pollutants. These pollutants can be 

solid, liquid, or gaseous particles and can come from various 

human operations, industrial operations, or environmental 

factors Organic solvents, herbicides, pesticides, textile dyes, 

PAHs (polycyclic aromatic hydrocarbons), nitrates and 

nitrites,  personal care products, and heavy metals are the 

sources of pollution (Martinez et al. 2019, Shah et al. 2021). 

The primary sources of PAHs are human activities, including 

incomplete fossil fuel combustion, burning of biomass, oil 

spills, and some industrial processes (Li et al. 2010, Bezza 

& Chirwa 2016). Soils from a variety of locations, including 

coal storage regions, coke oven plants, produced gas plants, 

and coal tar spill sites, have high levels of PAH pollution 

(Li et al. 2010, Bezza & Chiwra 2016). Herbicides and 

pesticides are crucial for farming but can heavily pollute the 

environment. They might seep into drinking water sources, 

affecting people’s health by potentially messing with the 

nervous, hormonal, and immune systems (Rahman 2018,

International Federation of Organic Agriculture Movements 

2009). Textile dyes pollute waterways, harming aquatic 

ecosystems (Dutta et al. 2024). Chemicals like nitrates and 

nitrites from farm runoff can get into our drinking water and 

make it unsafe (Prickett et al. 2023). Personal care products 

(PCPs) are the main types of new pollutants coming from 

cities. They’re getting into the soil and water systems through 

untreated or treated wastewater, polluting the environment 

(Bester 2004). Chlorinated aliphatic chemicals, particularly 

chlorinated solvents, are typically found in soil and 

groundwater near hazardous waste sites (Barbee et al. 1994)

Improper waste management procedures, industrial 

waste, and agricultural runoff into the environment are the 

sources of organic pollutants.  The permanent existence 

of these substances in nature poses a major threat to the 

health and safety of both humans and animals (Pavlostathis 

et al. 2001).  One of the hardest materials for life in the 

environment is heavy metal (Siddiquee et al. 2015, Maddela 
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& García 2021). Heavy metals are classified as elements with 

a specific density greater than 5 g/cm3 (Jarup et al. 2003). 

Heavy metals are not polymers or biodegradable and have 

detrimental effects (Malik et al. 2022). Toxic heavy metals 

including mercury, chromium, cadmium, arsenic, lead, 

and others in high quantities can cause a variety of health 

problems as well as harm the ecosystem. Metal-containing 

contaminants are either indirectly or directly introduced into 

the environment, threatening the health of people, soil, and 

sediment (Siddique et al. 2011). Additionally, the maximum 

amount of dangerous heavy metals in irrigation water was 

permitted by the Food and Agricultural Organisation.

Heavy metals pose a grave threat to human health through 

various exposure routes such as inhalation, ingestion, and 

skin contact, leading to a myriad of health issues including 

neurological impairment, kidney dysfunction, cardiovascular 

complications, and increased cancer risks (Mahurpawar 

2015). Certain heavy metals, such as lead, arsenic, mercury, 

cadmium, copper, nickel, and tin, have different harmful 

effects on the body. Consumption of arsenic can cause 

serious gastrointestinal issues, and long-term exposure can 

cause diseases like hypertension and black foot disease

(Mahurpawar 2015, Bharti & Sharma 2022). Exposure to 

lead destroys various organs, but cadmium mostly harms 

the kidneys and bones. There is a danger of neurotoxicity 

from mercury, particularly from methylmercury in shellfish.

Overconsumption of copper can damage the kidneys and 

liver, while exposure to nickel is associated with several 

malignancies and respiratory problems (Martin & Griswold 

2009).

The effects of metal pollution on marine ecosystems are 

significant, even though it may not be as readily apparent as 

other types of marine pollution. The level of metals present 

in fish can vary depending on factors such as species, age, 

developmental stage, and physiological conditions (Singh 

& Kalamdhad 2011). Fish tend to accumulate significant 

amounts of mercury in their tissues, making them a primary 

dietary source of this element for humans (Singh & Kalamdhad 

2011). Fish serve as the primary sources of mercury and 

arsenic exposure for humans. Mercury, a well-known human 

toxin, is primarily introduced into human systems through fish 

consumption (Singh & Kalamdhad 2011).

Heavy metal toxicity in plants occurs when metal 

concentrations within the plant surpass acceptable limits and 

indirectly and directly impact the plant (Tyagi et al. 2022). 

Excessive amounts of metal can block cellular enzymes and 

cause oxidative stress-induced cellular structural damage 

(Van Assche &  Clijsters 1990, Uchenna et al. 2020).

Heavy metals’ deleterious impact on the growth and 

function of soil microorganisms has an indirect impact on 

the development of plants. Excessive metals may reduce 

the amount of helpful soil microorganisms, resulting in 

a decrease in organic matter breakdown and poorer soil 

fertility (Hossain et al. 2022) Enzyme activities are critical 

for plant metabolism; yet, they are hampered by heavy metal 

interactions with soil microbial activity. These negative 

impacts (both direct and indirect) reduce plant development, 

which finally leads to plant death (Hossain et al.  2022).

Even though these materials are often resistant, under 

the right circumstances, microbially mediated processes can 

transform and eliminate them (Ferguson & Pietari 2000). 

Various approaches and techniques have been researched 

and implemented to eliminate these pollutants. Some of 

the most used methods include phytoremediation, chemical 

precipitation, electrochemical treatment, ion exchange, 

adsorption, membrane filtration, soil washing, stabilization, 

solidification, and bioremediation. Bioremediation is often 

considered a more environmentally safe remediation method 

based on self-generated biological processing rather than 

adding chemicals. The use of dangerous chemicals can be 

reduced or even eliminated with the help of bioremediation. 

Bioremediation employs biomass, both alive and dead, and 

mineralizes organic contaminants to form carbon dioxide, 

nitrogen gas, water, and other compounds.

BIOREMEDIATION

Bioremediation is one way to reduce or replace harmful 

chemicals (Manorma et al. 2023). Bioremediation utilizes 

alive or dead biomass to break down organic contaminants 

into carbon dioxide, nitrogen gas, water, and other chemicals. 

Additionally, it can be utilized to get rid of dangerous 

pollutants including heavy metals and poisonous elements 

from contaminated surroundings (Arya et al. 2023, Manorma 

et al. 2023, Kapahi & Sachdeva 2019, Alori et al. 2022).

Bioremediation is the procedure of restoring polluted 

sites into less hazardous or innocuous forms by using 

biological organisms, mainly microorganisms, green plants, 

and their enzymes, to remove, break down, mineralize, 

change, and detoxify pollutants from the environment 

and hazardous waste elements (Vishwakarma et al. 2023, 

Jain et al. 2023, Azubuike et al. 2016, Tyagi & Kumar 

2021). Bioremediation is frequently less expensive than 

other cleanup procedures. Its implementation takes fewer 

resources, equipment, and energy. Bioremediation proves 

advantageous across various pollutants and environments, 

effectively eliminating substances such as pesticides, heavy 

metals, petroleum hydrocarbons, and chlorinated solvents 

from soil, water, and subterranean aquifers. Bioremediation 

technologies are frequently non-intrusive and can be done 

without interfering with the natural ecosystem. 
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FUNDAMENTALS OF ENVIRONMENT 

RESTORATION THROUGH BIOREMEDIATION

The fundamental concept of bioremediation is to use living 

things, such as plants, fungi, algae, and bacteria (Saxena et 

al. 2020) to decrease and detoxify toxic chemicals in the 

environment and transform them into less toxic substances, 

like CO2, H2O, microbial biomass, and metabolites (Tyagi 

& Kumar 2021) (Fig. 1). Hot springs, glaciers, salt lakes, 

deserts, and oceans are just a few of the various environments 

where microorganisms can be found. Degradable microbes 

are capable of breaking down a variety of toxins when 

isolated from polluted habitats, including heavy metal-

polluted areas, waste landfills, pesticide-contaminated sites, 

and wastewater treatment plants. 

Microorganisms from the genera Bacillus, Enterobacter, 

Flavobacterium, Alteromonas, Arthrobacter, Achromobacter, 

and Pseudomonas are the main ones used in bioremediation 

procedures (Ojuederie & Babalola 2017, Xu et al. 2018). 

Alcanivorax, Marinobacter, Thallassolituus, Cycloclasticus, 

and Oleispira are examples of hydrocarbonoclastic bacteria 

(OHCB), renowned for their distinctive capacity to degrade 

hydrocarbons (Yakimov et al. 2007).

Certain enzymes, such as laccases, peroxidases, and

catalases (Varjani et al. 2018), have been reported to be 

produced by fungi and can either break down organic 

contaminants or immobilize inorganic ones. Moreover, 

microbes are also capable of producing these enzymes 

(Morel et al. 2013, Durairaj et al. 2015, Shah et al. 

2021).

Several fungal taxa are capable of degrading aromatic 

hydrocarbons, including Aspergillus, Fusarium, Curvularia, 

Lasiodiplodia, Drechslera, Mucor, Penicillium, Rhizopus, 

and Trichoderma (Lladó et al. 2013, Balaji et al. 2014, 

Chang et al. 2016).

It has been shown that microalgae, primarily green algae 

from the genera S cenedemus, S elenastrum, or Chlorella, 

may immobilize metals and break down certain polycyclic 

aromatic hydrocarbons like phenanthrene, pyrene, and 

naphthalene (Lei et al. 2007, Takáčová et al. 2014, García 

et al. 2016, Ghosal et al. 2016).

CATEGORIES OF BIOREMEDIATION

Ex-situ bioremediation and in situ, bioremediation are two 

widely recognized classifications for the bioremediation 

process as shown in Fig. 2  (Gkorezis et al. 2016). 

 

Fig. 1: General framework for bioremediation techniques using various microbial species.
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MECHANISM OF HEAVY METAL TOLERANCE

Now, four basic mechanisms of heavy metal tolerance were 

determined, as depicted in Fig. 3, and they can even be 

present in the same microbe (Cánovas et al. 2003, Cazorla 

et al. 2002, Cervantes et al. 2001, Cervantes & Gutierrez-

Corona 1994, Cha & Cooksey 1991, Antonucci et al. 2017, 

Lin et al. 2006, Kumar & Thakur 2022).

1. A selectively permeable system, the extracellular 

barrier: The heavy metals subsequently bind to 

different chemical structures on the cell wall. The metal-

binding capability of Gram-positive bacteria and Gram-

negative bacteria is determined by a peptidoglycan 

layer containing various groups. Carboxyl groups bind 

metal cations avidly because they are numerous and 

negatively charged (Doyle et al. 1980). However, some 

metal ions penetrate the cell by crucial element ingestion

pathways; As an example, the sulfate transport system 

is responsible for bringing Cr(II) into the cell (Gilotra & 

Srivastava 1997). The magnesium transport mechanism 

facilitates the entry of Cd(II), Zn(II), Co(II), Ni(II), and 

Mn(II) into cells (Nies & Silver 1989). Furthermore, 

As(V) is transported via phosphate transport systems, 

whereas As(III) is transported by glucose permeases 

(Yang & Rosen  2016). Recent studies indicate that 

capsular polysaccharides in both Gram-positive 

and Gram-negative bacteria can contribute to the 

extracellular heavy metal barrier, in addition to the 

well-established involvement of peptidoglycan in Gram-

positive bacteria. Divalent and trivalent cations can be 

bound by these intricate sugar molecules (Grass et al. 

2010). In addition to the physical barriers, efflux pumps 

are another crucial component of the extracellular 

barrier. Heavy metals are actively transported out of 

the cell by these specific membrane proteins, which 

decreases the accumulation of heavy metals inside cells. 

Two such examples are the ArsB arsenic efflux pump 

in S. cerevisiae and the CadA cadmium efflux pump in 

E. coli (Nies et al. 2003, Wysocki et al. 2006).

 2. Transport of Metal Ions: Efflux Systems: Efflux 

systems in thermophiles are a series of molecular 

mechanisms that allow these organisms to remove 

poisonous or undesired chemicals from their cells. It is 

essential for thermophile survival in severe environments 

by maintaining cellular homeostasis and protecting them 

from external stresses. The function of specialized 

membrane proteins known as efflux pumps, which 

actively transport chemicals across the cell membrane, 

is often involved in these systems. Genetic determinants 

of the efflux system are present in chromosomes and 

plasmids. Bacteria have three main efflux systems: CDF 

(cation diffusion facilitator) proteins, RND (resistance, 

nodulation, and cell division), and P-type ATPases 

(Nies et al. 2003). The passage of particular substrates 

across the cell membrane and into the periplasm of 

Gram-negative bacteria is facilitated by P-type ATPases 

and CDF proteins. The three domains of life are home 

 

Fig. 2: Techniques of bioremediation.
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a bigger function in heavy metal efflux than previously 

thought. Research has indicated that the CzcCBA RND 

pump in Escherichia coli is capable of effluxing a wide 

variety of heavy metals, such as lead, zinc, cobalt, and 

cadmium. (Valencia et al. 2013).

 3. Metal ion reduction by enzymatic means: Specialised 

enzymes, such as reductases or metal reductases, 

catalyze the reduction of metal ions once within the 

bacterial cell (Martinez et al. 2019). To promote 

the reduction reaction, these enzymes use electron 

donors, which are frequently produced from cellular 

metabolic activities (Ranawat & Rawat 2018). Metal 

ions are often reduced from a higher oxidation state to 

a lower oxidation state, transforming them into a less 

hazardous form. To develop heavy metal resistance, 

many thermophilic bacteria use internal enzymatic 

transformations in conjunction with efflux mechanisms. 

A wide range of additional heavy metal ions, including 

Cr(V), Mo(VI), and V(V) (Smirnova 2005), which 

act as terminal acceptors of electrons during their 

anaerobic respiration (Poli et al. 2009), can also be 

reduced by the thermophilic bacteria isolated from 

diverse ecological settings. Safer versions of metal ions 

can be produced by enzymatic reduction; for instance, 

Cr(V) can be changed into Cr(III) and Hg(II) to Hg(0). 

(Ranawat & Rawat  2018). The flavoprotein MerA from 

Sulfolobus solfataricus catalyzes the transformation 

of poisonous mercury ions into comparatively benign 

elemental mercury by reducing Hg(II) to volatile Hg(0) 

(Schelert et al. 2004).

to metal transporters found in these bacteria, which go 

by the name of CDF proteins. Divalent metal ions like 

Zn(II), Co(II), Ni(II), Cd(II), and Fe(II) are handled 

by these CDF proteins. It is possible to export metals 

by using a chemiosmotic gradient produced by H+ or 

K+ (Paulsen & Saier 1997, Kolaj-Robin et al. 2015, 

Joshi et al. 2023). P-type ATPases can transfer both 

monovalent and bivalent metal ions, in contrast to CDF 

proteins. By hydrolyzing ATP, these ATPases may 

move ions like Cu(I)/Ag(I) and Zn(II)/Cd(II)/Pb(II) 

across cellular membranes. They also show a great 

affinity for sulfhydryl groups (Nies et al. 2003). These 

three domains make up these efflux systems: i) a soluble 

ATP binding domain with a transiently phosphorylated 

aspartate residue; ii) a soluble actuator domain (AD). 

The transmembrane helix bundle facilitates substrate 

translocation. P1B-type ATPases can eliminate 

hazardous metals like Ag(I), Cd(II), and Pb(II) as well 

as necessary transition metal ions like Zn(II), Cu(I), 

and Co(II). This helps maintain cellular homeostasis. 

Members of the RND family are efflux pumps classified 

into subfamilies according to the substrates they

transport. These pumps are primarily found in Gram-

negative bacteria. They actively eliminate hydrophobic 

substances, heavy metals, and nodulation factors (Tseng 

et al. 1999).  Another common family of efflux pumps 

that is present in both Gram-positive and Gram-negative 

bacteria is the MacA/B family. These pumps are very 

good at moving substances that are amphiphilic, such 

as some heavy metals (Paulsen et al. 1997). Moreover, 

newer studies indicate that RND efflux pumps may have 

Fig. 3: A generalised interpretation of the genetic pathway underlying microorganism resistance to toxic metals: 1) A selectively permeable system, the 

extracellular barrier. 2)Transport of metal ions: Efflux systems; 3) Metal ion reduction by enzymatic means:4) Intracellular sequestration.
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4. Intracellular sequestration: The process by which 

thermophilic bacteria store or sequester various 

chemicals within their cells is referred to as intracellular 

sequestration. This technique enables thermophilic 

bacteria to protect themselves from potentially 

hazardous molecules or to amass beneficial substances 

for diverse purposes. Peptides containing cysteine 

residues that bind metal ions through sulfhydryl groups 

are called Phytochelatins and Metallothioneins (Kumar 

et al. 2022, Ranawat & Rawat 2018). A superfamily of 

short cytosolic proteins with an average length of 25–82 

amino acids is known as the metallothioneins. They have 

seven to twenty-one conserved cysteine residues, which 

contributes to their high cysteine concentration. Even in 

the lack of aromatic amino acids and histidine residues, 

metallothioneins can bind metal ions, specifically 

Cd(II), Zn(II), and Cu(I), by forming metal-thiolate 

clusters (Coyle et al. 2002). The creation of the adaptable 

proteins known as metallothioneins is triggered by 

a variety of ecological stresses and environmental 

contaminants such as heavy metals. Based on the 

findings of this study, scientists developed a whole-cell 

biosensor that can detect heavy metals by using the 

Tetrahymena thermophiles metallothionein activator 

(Amaro et al. 2011, Mehta et al. 2016). In addition to 

these protein-based methods, thermophiles employ 

inorganic polyphosphates for intracellular sequestration. 

These linear polymers of inorganic phosphate residues 

can bind heavy metals, among other cations (Rao et al. 

2009). Interestingly, there is a close relationship between 

polyphosphate metabolism and heavy metal tolerance, 

as polyphosphate levels are elevated in cultivated

bacteria and fungi in the presence of heavy metal 

cations. Polyphosphate functions in bacteria by binding 

heavy metals, and some metal cations even enhance 

the activity of exopolyphosphatase, which liberates 

phosphate from polyphosphates and subsequently 

transports MeHPO4-ions out of cells for excretion and 

storage (Kulakovskaya 2018). Polyphosphate builds 

up in cytoplasmic inclusions, vacuoles, and cell walls 

in fungi to produce cation/polyphosphate complexes 

that help them overcome heavy metal stress (Gajewska 

et al. 2022, Kulakovskaya 2018). Inclusion bodies 

are structured intracellular formations consisting of 

aggregated proteins. These bodies serve as repositories 

for either vital or potentially harmful metals such as 

cadmium (Cd) (Magalhães et al.  2007).

APPLICATIONS OF NATURAL CLEANUP

Bioremediation is not a recent concept, but recent 

advancements in process engineering and molecular biology 

have given rise to innovative techniques (Bonaventura & 

Johnson 1997). Among the contemporary bioremediation 

methods employed for site cleanup, natural attenuation, 

and enhanced reductive dichlorination stand out as cutting-

edge approaches. The natural removal of pollutants from 

a site occurs through organic, inorganic, and biological 

processes without human intervention (Rysz et al. 2010). 

Electron donors such as lactic acid, molasses, volatile fatty 

acids, or commercial goods must be added in situ to enhance 

reductive dechlorination. This promotes biological hydrogen 

production and facilitates the dechlorination of organic 

molecules like trichloroethene (TCE) (Evans et al. 2002). 

Processing biological nitrogen waste from people and the

animals they eat, such as feces and urine, is one well-known, 

well-established, and getting the harder and harder field of 

bioremediation. The development of the human population, 

industrial output, and chemical use have all contributed to the 

expansion of animal populations (Bonaventura & Johnson 

1997). Twenty-five thousand tonnes of nitrogen, thirteen 

thousand tonnes of phosphorus, and thirteen thousand 

tonnes of potassium were produced by feed animals in North 

Carolina alone in 1993, totaling almost 27,000,000 tonnes 

of fresh manure (Barker & Zublena 1995).

Sewage Treatment Plants (STPs) are the largest and most 

important bioremediation firms in the world because of the 

requirement for clean water for human health (Bonaventura & 

Johnson 1997). Thirty billion cubic meters of raw wastewater 

is processed annually by the sixteen thousand municipal 

STPs that make up the United States. Raw wastewater mostly 

consists of suspended particles, nitrogen, organic debris, 

phosphorus, pathogenic bacteria, and chemicals (such as 

pesticides and toxic metals). Certain components are reduced 

even in the most basic STPs (Bonaventura & Johnson 1997).

The atomic structure of metals is intrinsically harmful, 

unlike organic contaminants, and they cannot be further 

transformed or mineralized into an entirely safe state. Despite 

variances in the solubility, oxidizing state, and relationships 

with other substances, both organic and inorganic, bacteria 

and larger organisms can improve bioremediation by 

concentrating metals to minimize their accessibility and 

potential hazard (Bonaventura & Johnson 1997). Microbial 

bioleaching can be applied to different metals and mineral 

wastes, including contaminated soil, for recycling, metal 

recovery, and bioremediation (Purchase et al. 2016, White 

et al.1998, Xu & Sparks 2013). Sulfide generated by sulfate 

reduction has been used in leachates and waters for metal 

bioremediation (White & Gadd 1998, White & Gadd 2000, 

White et al. 2003 Tabak et al. 2005). Recovery of precious 

metals like gold is another application for the bioremediation 

technique called biosorption (Gadd et al. 2009, Volesky 
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et al. 1990, Wang & Chen 2009). Biosorption is also one 

of the bioremediation mechanisms used to treat metal 

contamination. Many bacteria and algae have cell walls or 

envelopes that can passively absorb relatively high amounts 

of metallic substances, usually by charge-mediated attraction 

(Mohamed et al. 2001, Macaskie & Dean 1990). 

Interest in mercury pollution has grown significantly since 

the 1950s, when eating seafood tainted with methylmercury 

resulted in hundreds of serious illnesses and deaths in Japan. 

Several states in the US now regularly check the mercury 

levels in freshwater fish, including North Carolina. The 

World Health Organisation and the US Food and Drug 

Administration have set warning standards for mercury 

levels, which are exceeded in a large number of freshwater 

and saltwater species (Bonaventura & Johnson 1997). The 

edible (fillet) part of fish in North Carolina recorded mercury 

levels higher than 1 part per million (ppm), within a range of 

1 to 6.9 ppm (Bonaventura & Johnson 1997). Constructed 

wetlands are artificial habitats primarily composed of 

vascular vegetation and algal colonies (Bonaventura & 

Johnson 1997). These habitats offer structural and nutritional 

support to a diverse range of microorganisms inside the area. 

One extremely promising application for artificial wetlands is 

in situ bioremediation of heavy metal pollution (Bonaventura 

& Johnson 1997).

Biostimulation and bioaugmentation are two commonly 

employed processes that promote the bioremediation of 

soils contaminated with hydrocarbons. Biostimulation is 

the process of adding nutrients (Betancur-Galvis et al. 2006) 

humic compounds (Nam & Kim 2002), or other substances 

that could affect the bacterial state to increase the activity of 

various bacterial strains that are present in the contaminated 

soil (Kalantary et al. 2014).  

According to certain research, soil bioaugmentation 

is effective in eliminating pesticides that include triazine 

(Cycoń et al. 2017). Researchers investigated the impact 

of biostimulation using Ps e udom onas  s p . ADP (at 

concentrations of 107–108 viable cells/g of soil) and citrate 

(up to 4.8 mg/g of soil) on the biodegradation of atrazine in 

soil contaminated with Atrazerba FL, at levels 20 and 200 

times higher than the recommended doses (RD) (Lima et al. 

2009, Cycoń et al. 2017). Oil biodegradation in the United 

States was accelerated after the 1989 oil disaster by the 

utilization of fertilizers and bioaugmentation, which involved 

the application of naturally occurring bacteria that break 

down oil. In a matter of years, the joint strategy dramatically 

decreased oil contamination (Betancur-Galvis et al. 2006).

Although biostimulation is one of the most well-

established techniques for bioremediation of hydrocarbons, 

recent developments in stable isotope analysis, molecular 

microbiology, and geophysics promise to significantly 

expand the breadth, depth, and throughput of biostimulation 

approaches (Upton et al. 2002). In Washington’s Creosote-

Contaminated Soil Creosote-contaminated soil at a former 

wood processing facility was successfully remedied through 

biostimulation with nitrogen and phosphorus and the addition 

of native fungi (Betancur-Galvis et al. 2006).

Naturally occurring biodegradation, albeit a slow one, 

is frequently the means of bioremediation. Some argue that 

the best course of action for cleaning up certain types of 

pollution, especially marine oil spills, is to “do nothing” 

if time-scale concerns are disregarded (National Academy 

Press 1989).

CONCLUSIONS

In conclusion, bioremediation emerges as a potent and 

sustainable approach for addressing environmental 

contamination, particularly in the realm of heavy metals. 

By harnessing the natural capabilities of microorganisms, 

this method offers a plethora of advantages, including 

environmental friendliness, cost-effectiveness, and 

adaptability to various pollutants and site conditions. 

Metal-ion transport proteins and specialized microbial 

mechanisms play crucial roles in enhancing the efficiency 

of bioremediation processes. Additionally, the integration of 

microbial processes with engineering techniques has paved 

the way for innovative strategies that promise to refine soil 

and water remediation. While challenges such as the lengthy 

treatment times and the necessity for monitoring persist, 

the continuous advancement in understanding microbial 

resistance mechanisms and the development of biostimulation 

and bioaugmentation techniques hold promise to overcome 

these hurdles. Future research focused on optimizing these 

bioremediation technologies will be essential in transitioning 

from theoretical applications to practical, real-world 

solutions for environmental management.
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      ABSTRACT

Wastewater treatment plants (WWTP) are significant contributors to the release of 

microplastics into aquatic environments. Due to the limited information available in Thailand, 

examining microplastics from WWTPs could assist the Thai government in establishing 

guidelines for future microplastic control. This study identified microplastics in various 

WWTPs across Bangkok, Thailand, during two seasons: the dry period (February to May 

2022) and the wet period (June to October 2022). The findings revealed a higher abundance 

of microplastics during the wet season compared to the dry season. In both influent and 

effluent, fibers were the predominant shape, making up approximately 86.65% during the 

dry period and 94.37% during the wet period. Fragments, films, granules, and foam were 

also detected in all samples. Polyethylene terephthalate (PET), polyethylene (PE), and 

polypropylene (PP) were the most common polymers present in the microplastic samples. 

The study also highlighted that the removal efficiency of microplastics from WWTPs ranged 

from 16.7% to 85.4% during the dry period and from 27.6% to 81.0% during the wet period. 

These results underscore the importance of long-term monitoring and quantification of 

microplastics in different WWTP systems in Bangkok. This data can be utilized to estimate 

microplastic loading in WWTPs and develop effective strategies for microplastic removal 

from wastewater.

INTRODUCTION

Plastics are materials invented and developed for use in 

daily life (Mao et al. 2020, Plastics Europe and European 

Association of Plastics Recycling 2017). The demand 

for plastic products has increased significantly over the 

past few decades, leading to enormous amounts of plastic 

waste contaminating the environment. Monomers that are 

not easily biodegradable, such as polypropylene (PP), are 

widely used to produce common plastic materials (Geyer & 

Jambeck 2017) because of their high stability and durability. 

Generally, microplastics are plastic particles smaller than 

5 mm in diameter(Talvitie et al. 2017). Most originate 

from personal care products such as scrubs, cosmetics, 

and toothpaste (Suaria et al. 2020) and may occur from 

the breakdown of large plastic waste through mechanical, 

biological, chemical, and photo-oxidized degradation 

(Galafassi et al. 2019, Gatidou et al. 2019).

Microplastics are severe environmental pollutants. 

Improper disposal of plastic waste worldwide has led to the 

accumulation of microplastics in a variety of environmental 

compartments, including soil, air, rivers, lakes, oceans, 

biota, and food (Eo et al. 2019, Grbic et al. 2020, Karbalaei 

et al. 2018, Hamid et al. 2018, WHO  2019, Yu et al. 2020, 

Zhang et al. 2019). Microplastics threaten the environment, 

animals, and humans because of their toxic components, 

that is, chemical additives such as Bisphenol A or other 

toxic compounds such as polychlorinated biphenyls, all of 

which can be absorbed (Eerkes-Medrano et al. 2015, Gallo 

et al. 2018, Yong et al. 2020). Marine species are adversely 

affected by these substances owing to their mechanisms 

of action, including absorption, ingestion, or unintentional 

capture and uptake.

Wastewater treatment plants (WWTP) are generally 

referred to as point sources of microplastics discharged into 

aquatic environments. Globally, microplastics have been 

detected in WWTP effluents in Asia, Europe, the USA, 

Australia, China, and Russia (Prata  2018). Although the 

relationship between microplastics in aquatic environments 

and WWTP has not been reported (Carr et al. 2016), several 

studies have shown that WWTP can effectively remove 

approximately 50–99% of microplastics (Iyare et al. 2020, 
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Liu et al. 2019). However, owing to the limitations of the 

different units used in WWTP (Jiang et al. 2020, Lv et al. 

2019, Tagg et al. 2020), different amounts of microplastics 

may be released into the aquatic environment. As a result, 

this study aimed to investigate the types and amounts of 

microplastics in the influent and effluent of different WWTP 

during the wet and dry seasons. 

MATERIALS AND METHODS

Five existing domestic WWTPs located in Bangkok, Thailand, 

namely WWTP-A, WWTP-B, WWTP-C, WWTP-D, and 

WWTP-E, were selected to identify microplastics in the 

influents and effluents. Each treatment plant operated under 

different activated sludge processes, including the use of 

cyclically activated sludge, biologically activated sludge with 

nutrient sludge, four-step feed activated sludge biological 

nutrient removal, contact stabilization activated sludge, and 

two-stage activated sludge. The treatment capacities of each 

plant are listed in Table 1. Water samples were collected 

from February to May 2022 (dry period) and from June to 

October 2022 (wet period).

A flow diagram of the selected wastewater plants is 

shown in Fig. 1. All five WWTPs had different treatment 

systems, which may have affected the microplastic 

removal efficiency. Therefore, water sample collection in  

different seasons may help determine the removal efficiency 

of microplastics from different wastewater treatment 

processes.

A 50-L water sample from the influent and a 100-L water 

sample from the effluent were collected using a rotary pump 

(12V/DC 8A). The pump head was placed on the surface of 

the water at a depth of approximately 30 cm, and the water 

samples were passed through a sieve size of 0.3 mm (No. 

50) made of stainless-steel mesh sieves. All the particles 

remaining on the mesh sieves were then rinsed using distilled 

water before being passed through a glass bottle. The water 

samples in the bottles were kept in a refrigerator at 4°C.

Microplastic Analysis

Microplastics were analyzed following modifications to the 

National Oceanic and Atmospheric Administration method

(Masura et al. 2015). Each sample was poured through 0.3-

mm (No. 50) stainless-steel mesh sieves and flushed using 

distilled water to transfer the particles to the beaker. The 

sample was dried at 90°C in a hot-air oven for 24 hours or 

more. To digest organic particles, the Fenton reagent was 

used by mixing 20 mL of 30% hydrogen peroxide with 

20 mL of 0.05 M Ferrous sulfate (Gundogdu et al. 2018).

Thereafter, the mixtures were heated to 75°C for 30 min. 

In addition, 5-M sodium chloride (NaCl) was prepared by 

mixing 6 g of NaCl per 20 mL of sample to increase the 

density of the aqueous solution. The digested samples were 

rinsed into a glass funnel and allowed to settle overnight. 

The floating microplastics were filtered through 0.3-mm 

(No. 50) stainless-steel mesh sieves. The remaining samples 

were transferred into a Petri dish and dried at 90°C by using 

a hot-air oven for 24 h before being taken to identify the 

amounts and types of microplastics.

Microplastic Identification

The physical characteristics of the MP particles from 

the remaining samples, including shape, size, and 

abundance, were determined using a stereomicroscope 

(Olympus, SZ61TR) at 40X magnification (Crawford 2017,

Hidayaturrahman & Lee 2019). In addition, the chemical 

characteristics of the microplastics were identified using 

a Fourier-transform infrared spectrophotometry (FT-IR, 

Bruker Alpha II) attenuated total reflectance technique in 

the 4000–650 cm-1 wave range with 64 scans at a resolution 

of 8 cm-1 (Ribeiro-Claro et al. 2017). Different types of 

microplastic particles were identified by comparing the 

Table 1: Details of selected wastewater treatment plants from Bangkok, Thailand.

Locations Population Area

(km2)

Treatment 

Capacity

(m3/day)

Treatment System 1st Treatment 2nd Treatment

WWTP-A 432,000 33.4 150,000 Cyclically activated sludge Screening

Grit chamber

Sequence-batch activated sludge

WWTP-B 1,080,000 37 350,000 Biologically activated sludge 

with nutrient sludge

Screening

Grit chamber

Conventional activated sludge

Sedimentation tank

WWTP-C 120,000 20 120,000 Four-step feed Activated sludge 

Biological nutrient removal

Screening

Grit chamber

Step-feed Anoxic/Oxic

Sedimentation tank

WWTP-D 120,000 2.7 30,000 Contact stabilization activated 

sludge

Screening

Grit chamber

Contact stabilization activated 

sludge

Sedimentation tank

WWTP-E 70,000 4.1 40,000 Two-Stage activated sludge Screening

Grit chamber

Two-stage activated sludge 

Sedimentation tank
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Fig. 1: Flow diagram of existing wastewater treatment systems in Bangkok; (a) WWTP-A, (b) WWTP-B, (c) WWTP-C, (d) WWTP-D  

and (e) WWTP-E.
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Table 2: Abundance of microplastics from WWTPs.

Locations Microplastics found in wastewater treatment plants (items/L)

Dry period Wet period

Influent Effluent Influent Effluent

WWTP-A 0.42±0.21 0.35±0.25 2.45±1.18 0.77±0.38

WWTP-B 0.56±0.14 0.46±0.27 1.24±0.80 0.40±0.25

WWTP-C 1.85±0.45 0.27±0.07 2.69±1.16 0.51±0.10

WWTP-D 2.04±0.39 0.80±0.26 1.70±0.39 0.42±0.15

WWTP-E 1.22±0.47 0.37±0.16 0.76±0.35 0.55±0.27

standards of polymer spectra in a database (Qiu 2016, Jung 

et al. 2018).

RESULTS AND DISCUSSION

Variation of Microplastics from the Influent and Effluent 

of the Existing Wastewater Treatment Plants in Bangkok

In this study, seasonal variations in microplastic 

concentrations were evaluated to determine the removal 

efficiency of microplastics from the five existing WWTPs 

located in Bangkok. The abundances of microplastics from 

the five existing WWTP (WWTP-A, WWTP-B, WWTP-C, 

WWTP-D, and WWTP-E) are shown in Table 2. The 

amount of microplastics in the influent was higher than that 

in the effluent during both seasons (dry and wet seasons). 

The concentration of microplastics from the influents of 

WWTP-D was the highest (approximately 2.04 items/L) 

while that from the influents of WWTP-C, WWTP-E, 

WWTP-B, and WWTP-A were approximately 1.85, 1.22, 

0.56, and 0.42 items/L, respectively, for the dry period. 

During the wet period, the highest amount of microplastics 

in the influent was from WWTP-C (2.69 items/L), followed 

by WWTP-A, WWTP-D, WWTP-B, and WWTP-E (2.45, 

1.70, 1.24, and 0.76 items/L, respectively). Seasonal 

microplastic abundance was observed in the influent samples. 

The difference in microplastic concentration depends on a 

variety of factors, such as population, surrounding land use, 

combined sewer systems, and domestic water demand (Long 

et al. 2019, Mason et al. 2016, Tang et al. 2020). 

During the COVID pandemic in Thailand since March 

2020 (Rajatanavin et al. 2021), the majority of the population 

was locked down to prevent the spread of COVID-19, leading 

to a high-density population in a limited area. Consequently, 

wastewater from human activities, such as the use of

personal care products, is the main source of microplastics 

released into the environment daily (Waller et al. 2017). 

Therefore, the number of microplastics in the influent 

of WWTP-D increased. In addition, microplastics from 

WWTP-A and WWTP-B were found at low concentrations 

due to an increase in the wastewater receiving area and its 

properties, such as the size, shape, density, and buoyancy 

of microplastics (Kowalski et al. 2016). In addition, most 

low-density microplastics float on the water surface (Kay 

et al. 2018). More than half of all microplastics produced 

can float and disperse on water surfaces (Kukulka et al. 

2012).

 In Bangkok, the air is easily dried during the dry period,

which leads to microplastic accumulation along drainage

lines and reduces the amount of microplastics entering 

WWTP. In contrast, during the wet period, microplastic 

concentrations increased at WWTP-A, WWTP-B, and 

WWTP-C. 

The increase in the amount of microplastics entering

the WWTP may have been due to the use of combined 

sewer systems in Bangkok (Kuster & Kuster 2017). During 

the rainy season, water flow velocity and other hydraulic 

parameters may also affect the amount of microplastics 

(Roscher et al. 2022). In addition, stormwater runoff causes 

a resuspension flux, which increases the amount of low-

density microplastics (He et al. 2021, Jarlskog et al. 2020, 

Ziajahromi et al. 2020). As a result, more microplastics 

entered the WWTP. These results agree well with a previous 

study (Wilyalodia et al. 2023) reporting that the microplastics 

concentration of Ciliwung River, Jakarta Indonesia, was 

higher in the rainy season compared with the dry season and 

this behavior as consistent with this studies.

The receiving area between wastewater and runoff 

water is a major pathway for the release of microplastics 

into the environment (Wang et al. 2022). This leads to low 

concentrations of microplastics (Le et al. 2023).

 This is due to the dilution of runoff water from the 

WWTP. The type of residential area might be another 

important factor affecting an increase in microplastic 

abundance. Therefore, it will be necessary to determine the 

relationship between residential areas and microplastics in 

future studies. 

The concentrations of microplastics in the effluent 

of WWTP-D were found to be at the highest level, 

approximately 0.80 items/L. In addition, the concentrations 
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et al. 2020). Consequently, microplastics are released into 

soil and accumulate in the food chain, which may ultimately 

affect the environment (Murphy et al. 2016).

Wastewater treatment systems generally remove up to 

99% of microplastics (Carr et al. 2016, Hidayaturrahman & 

Lee 2019, Talvitie et al. 2017).

 The efficiency of microplastic removal at the WWTP

was calculated by comparing the amount of microplastics 

in the influent with that in the effluent from the WWTP. 

Eq. 1 was used to calculate the number of microplastics per 

liter (items/L).

 Efficiency of microplastic removal (%) =   

 
influent samples−effluent samplesinfluent samples × 100%           …(1)

The results showed that the highest removal efficiency 

for the dry period was approximately 85.41% at WWTP-C

and approximately 69.67%, 60.78%, 17.86%, and 16.67% 

for WWTP-E, WWTP-D, WWTP-B, and WWTP-A, 

respectively. During the wet period, the highest removal 

efficiency at WWTP-C was approximately 81.04%. The

removal efficiencies of WWTP-D, WWTP-A, WWTP-B, and 

WWTP-E were approximately 75.29%, 68.57%, 67.71%, and 

27.63%, respectively. In this study, the removal efficiency 

of microplastics in the wastewater treatment systems was 

relatively low compared to that in other studies (Carr et al. 

2016, Hidayaturrahman & Lee  2019, Talvitie et al. 2017).

Determination of Microplastic Shapes from Wastewater 

Treatment Plants

All the particles were examined under a stereomicroscope 

(Olympus SZ61TR). Microplastics are classified into six 

shapes: fibers, fragments, films, sheets, granules, and foams

(Wu et al. 2018). Fig. 2 shows the shapes of the microplastics 

obtained from the WWTP. The proportions of microplastic 

particle types are shown in Fig. 3. Fibers were the major 

shape of microplastics found in both the influent and effluent. 

The fibers found in the influent and effluent of the five

WWTP for the dry and wet periods ranged from 81.65 to 

88.34%, 83.85 to 90.65%, and from 91.29 to 96.91% and 

88.21 to 95.25%, respectively. These findings are similar 

to those of Ziajahromi et al. (2017) for the fiber-dominant 

shape of microplastics from a WWTP. In addition, fibers 

are the largest source of primary microplastics (Kooi & 

Koelmans 2019, Obbard 2018). Kittipongvises et al. (2022) 

found that microplastics were composed of approximately 

39–82%. As the shapes of microplastics may originate from 

shredded products, their origins can be inferred (Cheung et 

al. 2016, Helm  2017). Physical or chemical processes can 

break down large plastic packing products into small plastic 

of microplastics in WWTP-B, WWTP-E, WWTP-A, and 

WWTP-C were approximately 0.46, 0.37, 0.35, and 0.27 

items/L, respectively, during the dry period. During the 

wet period, the highest concentration of microplastics was 

found in WWTP-A (0.77 items/L). The concentrations 

of microplastics in WWTP-E, WWTP-C, WWTP-D, 

and WWTP-B were approximately 0.55, 0.51, 0.42, and 

0.40 items/L, respectively. Yang et al. (2020) reported 

that 0.59 items/L of microplastics were determined in the 

final effluent. This was similar to the results of the final 

effluent from a WWTP in Australia, which contained 0.28 

items/L (Ziajahromi et al. 2017). However, the microplastic 

concentrations in the final effluent from different WWTP 

worldwide vary from 0.005 to 447 items/L (Lares et al. 2018, 

Sun et al. 2019). This variation may be due to several factors, 

including the composition of raw wastewater, units used in 

the treatment plants (Mahon et al. 2017), sampling, sample 

processing, and characterization methods (Lares et al. 2018). 

Although microplastics in the effluent were detected 

at relatively low concentrations, the total discharge of 

microplastics released from the WWTP was of high concern 

because of the large amount of wastewater discharged into 

rivers daily. The results showed that the effluent from the 

WWTP was a potential major source of microplastic pollution 

in the aquatic environment. As a result, the discharge of the 

effluent from the WWTP may drastically increase the number 

of microplastics in the downstream of the river.

Determination of Removal Efficiency of Microplastics 

from Wastewater Treatment Plants

Fig. 1 shows a flow diagram of the wastewater treatment 

system of each study area. The same steps were used for the 

wastewater treatment processes when passing the influent 

through screening using a grit chamber. In addition, the 

important steps to eliminate microplastics were grit trapping, 

grease removal, and primary settlement (Murphy et al. 

2016). Secondary treatment processes, such as the use of 

activated sludge, have been reported to be highly effective 

in removing microplastics (Lares et al. 2018, Talvitie et al. 

2017). This may be because the sludge flocs in the aeration 

tank accumulated the remaining plastic debris (Jeong et al. 

2016, Scherer et al. 2017). In addition, chemicals used (such 

as flocculating agents) may affect microplastic removal, 

leading to the formation of suspended particulates as flocs 

(Murphy et al. 2016). Some microplastics may become 

trapped in these unstable flocs and may not settle. This 

leads to their dispersion into aquatic environments (Carr et 

al. 2016). Generally, microplastics return from the sludge 

to aeration tanks. The rest is sent to a sludge filter press for 

further disposal or conversion into fertilizer (Hongprasith 
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particles until they become fragmented microplastics (Liu 

et al. 2019). Fibers originate from synthetic fiber products 

used in daily life and are released from shredded clothes and 

textile washing, thus passing through domestic wastewater 

(Allen et al. 2019, Hernandez et al. 2017). Browne et al. 

(2011) reported that the washing of a polyester textile can 

release more than 100 microplastic fibers per liter. As a 

result, fibers are most likely to remain in effluents (Liu et 

al. 2019, Talvitie et al. 2017). 

Fragment films, sheet granules, and foam were observed 

at all time points. Researchers have found that fibers and 

fragments are the dominant microplastic type (Fu & Wang 

2019).

However, in this study, no plastic microbeads, 

personal cosmetic products, or other industrial products 

were found in the WWTP. This was probably due to the 

ban on microbeads in Thailand since January 1, 2020. 

This regulation was used for Thailand’s roadmap of a 

plastic waste management plan for 2018 to 2030 issued 

by the Pollution Control Department (Ministry of Natural 

Resources and Environment 2018). 

In summary, seasonal changes are a key factor that 

differentiates microplastic contamination such as fibers, 

which is consistent with previous studies to show that the 

microplastics in the rainy season are higher than in the dry 

season (Kim et al. 2022).

Polymer Types of Microplastics from Wastewater 

Treatment Plants

FT-IR was used to identify the polymer types of microplastics

in the wastewater. The results of the microplastic polymer 

types will enhance the quality and performance of the plastic 

materials produced in WWTP. As a result, the polymer 

types of microplastics are very important for demonstrating 

the persistence of plastics in the environment (Sun et al. 

2019). As shown in Fig. 4, the transmission spectra of the 

microplastic particles were mainly found in three types 

of plastic polymers: polyethylene terephthalate (PET), 

polyethylene (PE), and polypropylene (PP). There were also 

different types of microplastic polymers found in the WWTP, 

including Nylon, Polystyrene, Polyvinyl chloride (PC), and 

PP. However, the three main types of microplastic polymers 

found in the influent and effluent of the WWTP during all 

periods were PET, PE, and PP (Andrady 2011, Ben-David 

et al. 2021, Ziajahromi et al. 2017).

The types of microplastics were found to be similar in the 

five WWTPs during both periods (Table 3). For WWTP-A, 

the major polymer type of microplastic was PET in the 

influent and PP, PE, PET, and Ethylene-vinyl acetate (EVA)

in the effluent. The major polymer types of microplastics in 

WWTP-B were EVA in the influent and PET in the effluent. 

The major polymer types of microplastics in WWTP-C were 

PE and PET in both the influent and effluent. In addition, the 

 

Fig. 2: Examples of microplastic shapes found in wastewater treatment plants: (a) fiber, (b) fragment, (c) sheet, and (d) granule. 
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major polymer types of microplastics in WWTP-D were PP 

and PET in the influent and PET in the effluent. The major 

polymer types of microplastics in WWTP-E were PET and 

EVA in the influent and PP and PET in the effluent. The 

types of polymers will enhance the prediction of the origin 

of microplastic development(Desforges et al. 2014). From 

this study, it was found that microplastic generation may 

originate from food packaging, water bottles, and plastic bags 

(PE and PP). They may also be generated from packaging 

fibers and fabrics (PET) (Edgar Hernandez 2017, Zhao et al. 

2015). These findings may help in the control of the sources 

of microplastic production to prevent water pollution from 
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Fig. 3: Proportion of microplastic particle types. (a) dry period and (b) wet period.
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Fig. 4: IR spectrum (from FTIR spectroscope) of microplastic samples found in wastewater treatment plants. (a) Polyethylene, (b) polyethylene tere -

phthalate, and (c) polypropylene.

Table 3: Microplastic polymer types from influent and effluent of wastewater treatment plants.

Period System Location Polymer types  

PP PE PET Nylon ABS PTFE PS PVC PC

Dry WWTP-A Influent √   √   √ √      
Effluent √ √ √       √    

WWTP-B Influent √   √ √       √ √
Effluent √ √ √ √     √ √  

WWTP-C Influent √ √ √   √   √ √  
Effluent √ √ √           √

WWTP-D Influent √ √ √ √     √ √  
Effluent √ √ √       √ √ √

WWTP-E Influent √ √ √   √        
Effluent √ √ √     √   √  

Wet WWTP-A Influent   √ √     √   √ √
Effluent √ √ √     √   √  

WWTP-B Influent √ √ √ √         √
Effluent √ √ √ √     √    

WWTP-C Influent   √ √   √     √  
Effluent √ √ √           √

WWTP-D Influent √ √ √       √    
Effluent √ √ √ √     √ √  

WWTP-E Influent √ √ √   √        
Effluent √ √ √ √       √  
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WWTP. They can also be used for the improper management 

of plastic waste in landfills to reduce MP release into the 

environment.

CONCLUSIONS

Microplastics were quantified in the influent and effluent 

of existing wastewater treatment plants (WWTP) during 

both dry and wet periods. The results indicated that 

microplastic concentrations varied across different WWTPs. 

Predominantly, fibers were the most common shape of 

microplastics detected, followed by fragments, films, 

granules, and foam. Using FT-IR analysis, the primary types 

of polymers identified were PET, PE, and PP, suggesting 

that microplastics likely originate from packaging and textile 

materials. Consequently, microplastics contaminate domestic 

wastewater and enter WWTPs. The quantity of microplastics 

also fluctuated between dry and wet seasons. Specifically, 

the rainy season exhibited higher microplastic influx and 

discharge at WWTPs due to turbulent flows facilitating 

their transport. Additional factors, such as laundry activities, 

may influence the release of microplastics into domestic 

wastewater. Further research is needed to pinpoint specific 

sources of microplastics entering WWTPs and to explore 

additional technologies for their removal.
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      ABSTRACT

India’s fast industrialization and population expansion have resulted in heavy metal 

accumulation from many operations, which has caused massive waste generation and 

poisoning of soils. Therefore, it is necessary to design reclamation to improve th T.Ne soil. 

Phytoremediation presents itself as a viable, economical, and environmentally sustainable 

solution to this problem. This study was carried out by using plants namely, aloe-vera (Aloe-

Barbadensis), tulsi (Ocimum Tenuiflorium), and vetiver (Chrysopogon Zizanoides) plants 

which were planted in a simulated soil of Cd, Zn and Pb, for 4 weeks. The sample of plant 

and soil were taken in 9 different pots, (15 cm diameter and 25 cm height) among 9 potted 

soils one will be tested as a controlled sample. An aqueous solution of lead, cadmium 

and zinc were added separately to the dry soil samples. The moisture level of the soil 

was maintained to near field water capacity (35.6%) and equilibrated for two weeks. The 

saplings of vetiver grass, aloe vera and tulsi were selected and pruned (the shoots were 

originally 20 cm high and the roots 8 cm long), and then transplanted into the pots. The 

AAS test was conducted after 4 weeks of growing in simulated soil. Tulsi demonstrated the 

highest efficacy in reducing Zn concentrations from 300 mg/kg to 188.3 mg/kg, followed by 

vetiver (179.3 mg/kg) and Aloe vera (158.3 mg/kg). Similarly, for Pb, tulsi exhibited the most 

substantial reduction (from 600 mg/kg to 188.3 mg/kg), followed by vetiver (164.3 mg/kg) 

and Aloe vera (179.6 mg/kg). Regarding Cd, tulsi reduced concentrations from 80 mg/kg to 

18.62 mg/kg, while vetiver achieved a 17.62 mg/kg reduction. The result highlights Tulsi’s 

superior remediation potential, attributed to its efficient heavy metal uptake and translocation 

mechanisms. Thus, using these plants in the phytoremediation process, the heavy metals 

are extracted more economically than other plants. This technique highlights the innate 

ability of hyper-accumulator plant species, which flourish in situations high in heavy metals, 

to extract contaminants from contaminated soil.

INTRODUCTION

Heavy metal pollution of soil has become a global 

environmental concern due to increased industrialization 

and intensification of agricultural practices. Industrialization 

has emerged as a prominent catalyst for heavy metal 

pollution, primarily due to its involvement in the extraction, 

processing, and utilization of metals for manufacturing 

and energy generation purposes (Mohammed et al. 2011, 

Kumari et al. 2021). Similarly, contemporary agricultural 

methodologies that rely extensively on the application 

of chemical fertilizers, pesticides, and herbicides have 

inadvertently contributed to the accumulation of heavy 

metals in soil (Rashid et al. 2023). Although these chemical 

fertilizers have enhanced agricultural productivity, increased 

crop yields, and mitigated hunger, have also unintentionally 

played a role in the deterioration of soil quality and the 

accumulation of heavy metals (Bakshi et al. 2018). For 

instance, using phosphate fertilizers is associated with 

elevated levels of cadmium, resulting in the accumulation 

of cadmium in soil, thereby leading to contamination (Lin 

et al. 2022). Thus, the presence of pollutants resulting from 

industrial activities, agricultural practices, and urbanization 

has gradually infiltrated the fundamental structure of our 

terrestrial environment, posing significant obstacles to 

ecological integrity, agricultural sustainability, and human 

health (Zhang & Wang 2020).

There are a variety of repercussions that can arise because 

of heavy metal contamination in soil. Firstly, contaminated 
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soil poses a significant threat to agricultural productivity, 

hampering soil fertility, nutrient cycling, and microbial 

diversity, ultimately leading to reduced crop yields and 

compromised quality (Ali et al. 2019). The uptake of heavy 

metals by plants can also lead to their introduction into the 

food chain, which eventually puts human health at risk 

through consuming contaminated crops (Wuana et al. 2011). 

As a result of prolonged exposure of humans to heavy metals, 

a wide variety of health problems have been identified, 

including damage to organs, neurological disorders, and 

effects that are carcinogenic diseases. Furthermore, heavy 

metal contamination in soil is a significant environmental 

threat that has the potential to disrupt ecosystems and 

biodiversity (Priya et al. 2023, Saxena et al. 2023). Soil-

dwelling organisms, essential for the cycling of nutrients 

and the health of the soil, are especially susceptible to the 

toxic effects of heavy metals, which can result in population 

declines and ecological imbalances (Rashid et al. 2023). 

Furthermore, heavy metals have the potential to leach into 

groundwater, which can contaminate sources of drinking 

water and perpetuate a cycle of environmental degradation. 

Therefore, removing heavy metals from soil is necessary to 

mitigate these adverse effects and safeguard environmental 

and human well-being. The removal of heavy metals from 

soil can be accomplished through various approaches, each 

of which has its own benefits and drawbacks. One of the 

most common methods is physical remediation, which entails 

removing contaminated soil through excavation, dredging, 

or washing (Azhar et al. 2022). The physical remediation 

process, despite its efficacy, can be expensive and disruptive 

to the surrounding environment (Kumar et al. 2021). Heavy 

metals are dissolved and extracted from soil particles using 

chemical remediation techniques. Some examples of these 

techniques include washing soil with chelating agents or 

acids (Kirpichtchikova et al. 2006). On the other hand, these 

methods frequently produce hazardous waste and may pose 

unintended environmental consequences (Khalid et al. 2017). 

Thus, among all the available technologies for removing 

heavy metals from polluted sites, phytoremediation is 

regarded as the most efficient, cost-effective, environmentally 

favorable, and preferred method for cleaning up contaminated 

areas (Singh et al. 2023). It is a more sustainable and 

environmentally friendly alternative, utilizing biological 

processes to degrade, sequester, or transform heavy metals 

in soil (Pang et al. 2023). Phytoremediation, in particular, 

harnesses the natural abilities of certain plant species to 

uptake, accumulate, and detoxify heavy metals from the 

soil. Phytoremediation plants refer to the utilization of 

living plants to reduce, degrade, or eliminate toxic toxins 

from soil. Using green plants to decontaminate soil is a 

progressive and sustainable method that minimizes the 

need for hefty machinery or additional contaminants by 

a significant margin (Li et al. 2022). Lucerne, sunflower, 

corn, date palms, certain mustards, and even willow and 

poplar trees can be used to remediate contaminated soil in 

an inexpensive, environmentally friendly, and sustainable 

manner (Rungwa et al. 2013, Haller et al. 2023). While a wide 

array of plant species has been employed in phytoremediation 

projects, recent attention has turned to the unique potential 

of aromatic plants. 

Aromatic plants are cultivated to produce essential oils 

in addition to their use in culinary applications. Aromatic 

plant essential oils are utilized in producing soaps, detergents, 

insect repellents, cosmetics, scents, and even in food 

preparation. In contrast to grains, legumes, and vegetables, 

these plants cannot be digested by people or animals and 

are, therefore, not directly consumed by them. The essential 

oil derived from aromatic plants does not provide any risks 

associated with the buildup of heavy metals in plant biomass 

(Zheljazkov et al. 2006). As a direct outcome of aromatic plant 

phytoremediation, heavy metals are prevented from entering 

the food chain (Gupta et al. 2013). Wild animals tend to avoid 

damaging or eating aromatic crops because of the distinctive 

odor they give off. There is an abundance of aromatic plant 

resources that are capable of being utilized on a massive 

basis. It is a novel approach to the phytoremediation of 

heavy metal-contaminated sites to utilize these plants in the 

remediation process (van der Ent & Rylott 2024, Lancheros 

et al. 2024, Araujo et al. 2024). Aromatic plants that are 

both ecologically sustainable and practically useful include 

vetiver (Vetiveria zizanioides), lemon grass (Cymbopogon f 

lexuosus), citronella (Cymbopogon winterianus), geranium 

mint (Mentha sp.), and tulsi (Ocimum basilicum) (Pandey 

et al. 2015). Perennial and resistant to the effects of stress 

are two characteristics shared by several aromatic grasses, 

including lemon grass, palmarosa, citronella, and vetiver. 

The plant can be picked for the hydrodistillation of its 

essential oil in successive years after it has been grown. These 

goods have a high value but require minimal effort from 

the buyer.

Thus, heavy metal pollution of soil, driven by 

industrialization and intensive agricultural practices 

involving chemical fertilizers and pesticides, has become 

a global environmental concern due to its detrimental 

impacts on soil fertility, agricultural productivity, ecological 

balance, and human health. Traditional remediation methods, 

while effective, often have significant drawbacks, making 

phytoremediation a more sustainable and environmentally 

friendly alternative. When it comes to phytoremediation 

strategies, the use of aromatic plants presents a new 

alternative. This is because aromatic plants can absorb heavy 

metals without it entering the food chain. 
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Phytoremediation is a green technology that uses the 

remarkable abilities of plants to clean up contaminated soil. 

These “nature’s vacuum cleaners” absorb pollutants through 

their roots, transport them to leaves, and either store or 

transform them into less harmful substances. The process 

begins with the roots of these plants absorbing pollutants 

such as heavy metals, pesticides, and hydrocarbons from 

the soil. Once absorbed, these contaminants are transported 

through the plant’s vascular system to the shoots and leaves 

and sometimes stored in the roots. Inside the plant, several 

processes can occur: pollutants can be sequestered in the 

vacuoles of cells, reducing their bioavailability; they can be 

transformed into less toxic compounds through metabolic 

processes such as phytodegradation or phytotransformation; 

or volatilized through phytovolatilization, where 

contaminants are converted to gaseous forms and released 

into the atmosphere at low concentrations (Barroso et al. 

2023). Additionally, some plants excrete root exudates that 

can enhance the microbial degradation of pollutants in the 

rhizosphere, the zone of soil influenced by root secretions 

and associated soil microorganisms (Rathore & Kaur 2023). 

This multifaceted approach not only removes contaminants 

from the soil but also improves soil structure and fertility, 

promoting a healthier ecosystem.

A safe, economically viable, and environmentally friendly 

method for phytoremediation using aromatic plants like tulsi, 

vetiver, and aloe vera, which are abundantly available, is 

discussed. The aforementioned plants were assessed for their 

efficiency in the contaminated soil with cadmium, lead, and 

zinc. The contamination of the soil was done in relation to 

the permissible concentration of heavy metals in the soil. The 

remediation of these elements is considered very important 

due to their relatively wider spread when compared to other 

heavy metals and their negative impacts on the ecosystem 

and human health. Finally, the plants were evaluated for the 

effects of phytoremediation on the quality of the soil, which 

included changes in the concentrations of heavy metals and 

pH levels as shown in Fig.1.

MATERIALS AND METHODS

Red soil: The red soil sample was meticulously collected 

from the campus of Aarupadai Veedu Institute of Technology, 

situated in Vinayaka Nagar, Old Mahabalipuram Road, 

Paiyanoor, Kancheepuram District, Chennai, Tamil Nadu, 

India. The geographical coordinates of this esteemed 

institution are approximately 13.0847° N latitude and 

80.1924° E longitude. The collected soil was tested and 

confirmed that it was free from other minerals and heavy 

metals. The red soil was characterized by its distinctive red 

hue due to its iron oxide content. They can offer several 

benefits for plant health. With its excellent drainage 

properties, red soil prevents waterlogging and facilitates 

healthy root growth by ensuring adequate aeration (Gray

et al. 2006). Rich in nutrients like iron provides essential 

elements for plant growth and development (de Souza Costa 

et al. 2021). Furthermore, its ability to absorb and retain heat 

promotes root establishment and encourages robust growth, 

particularly in cooler climates. After characterization, 

the collected soil was contaminated with zinc, lead, and 

cadmium. Aqueous solutions containing each metal were 

individually added to the dry soil samples for experimental 

studies. Subsequently, phytoremediation studies are 

conducted on the contaminated soil. 

Grow pots and conditions: Nine flower pots were used for 

this investigation. These pots were categorized into three 

groups, each representing soil contaminated with zinc (Zn), 

cadmium (Cd), and lead (Pb), respectively. Within each 

contamination group, three different plant species were 

planted separately: Vetiver (Chrysopogon zizanioides), 

Aloe Vera (Aloe barbadensis Miller), and Tulsi (Ocimum 

tenuiflorum). The contaminated soil was then carefully 

placed into the flower pot. The soil moisture level was 

carefully maintained at near-field water capacity (35.6%) 

and allowed to equilibrate for two weeks. Saplings of the 

selected plant species, each pruned to a uniform height of 20 

cm with roots measuring 8 cm in length, were transplanted 

into the pots. These plant species were chosen based on 

their resilience and ability to thrive under varying soil 

conditions. The pots were watered daily to 60% of the field 

water capacity throughout the experiment to ensure optimal 

growth conditions.

Metal powder: Heavy metals, including zinc, lead, and 

cadmium, were procured from Labogens Fine Chem, 

Maharashtra, to serve as crucial elements for the deliberate 

soil contamination in our experimental setup. These specific 

metals were selected due to their known environmental 

significance and prevalence in soil pollution scenarios 

(Kumari & Mishra 2021). By introducing zinc, lead, and 

cadmium into our experimental setup, we aimed to replicate 

real-world conditions of soil contamination, facilitating 

comprehensive investigations into phytoremediation 

strategies and their effectiveness in mitigating heavy metal 

pollution.

Zinc (Zn): The deteriorating environmental conditions 

attributed to the presence of zinc in the soil prompted 

our investigation into mitigating its effects through 

phytoremediation studies. Zinc contamination in soil arises 

from various sources, including industrial activities such 

as mining and manufacturing, mining operations alongside 

other metals like lead, agricultural practices utilizing zinc-
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based fertilizers and pesticides, and urban runoff from 

vehicular traffic and industrial areas (Zhao et al. 2012). The 

effects of zinc contamination on soil quality encompass 

soil acidification, reduced fertility, and alterations in soil 

structure, which impact nutrient availability and hinder

plant growth (Korzeniowska et al. 2023). Environmental 

repercussions of zinc contamination include plant toxicity, 

water pollution through leaching into groundwater and 

surface water bodies, bioaccumulation in the food chain, 

and disruption of soil microbial communities and ecosystem 

health (Ferrarini et al. 2021). Human health risks associated 

with zinc exposure include acute symptoms such as nausea 

and diarrhea, as well as chronic effects like neurological 

disorders and reproductive toxicity, necessitating mitigation 

strategies like soil remediation and regulatory measures to 

safeguard both the environment and public health (Hussain 

et al. 2022). Recognizing the adverse impact of zinc 

contamination on soil health and ecosystem integrity, our 

research endeavors aimed to explore effective plant-based 

remediation strategies to alleviate its detrimental effects and 

restore environmental balance.

Lead (Pb): The degradation of ecological conditions 

due to lead in the soil necessitated its inclusion in our 

phytoremediation studies. Our research focused on 

developing effective phytoremediation strategies to 

mitigate the adverse impact of lead contamination on 

soil quality, ecosystem health, and human well-being. 

Lead contamination poses significant risks, including soil 

degradation, water pollution, and toxicity to plants and 

animals (Raj et al. 2023). Lead contamination in soil presents 

multifaceted challenges with far-reaching environmental 

and human health implications. This pervasive issue stems 

from various sources, including historical and current 

industrial activities, urbanization, agricultural practices, 

and improper waste disposal (Oorts et al. 2021). The 

environmental effects of lead contamination are extensive, 

encompassing soil quality degradation, plant toxicity, water 

contamination, bioaccumulation, and ecological disruption 

(Collin et al. 2022). Moreover, lead exposure poses 

significant health risks to humans, particularly vulnerable 

populations such as children and pregnant women, leading 

to neurological, developmental, cardiovascular, renal, and 

reproductive disorders (Srivastava et al. 2022). Addressing 

lead contamination demands holistic management strategies 

focused on prevention, remediation, and regulatory measures 

to safeguard environmental integrity and public health. By 

investigating the efficacy of phytoremediation techniques, 

we aimed to restore environmental balance and protect 

ecosystems and human health from the harmful effects of 

lead contamination.

Cadmium (Cd): The adverse change in ecological conditions, 

exacerbated by heavy metal cadmium contamination in 

the soil, highlights the critical need to address its adverse 

impacts. Cadmium contamination threatens soil biodiversity, 

ecosystem integrity, and overall ecological health (Raza et al. 

2020). Its presence can disrupt soil microbial communities, 

inhibit plant growth, and impair nutrient cycling, leading to 

cascading effects throughout the ecosystem (Soubasakou 

et al. 2022). Industrial activities, agricultural practices, 

urbanization, and improper waste disposal contribute to 

cadmium contamination in soil, highlighting the need for 

comprehensive management strategies (Li et al. 2023). The 

Fig.1:  Materials and experimental procedure utilized.
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measure soil pH accurately, a clean trowel was used to collect 

soil samples from multiple locations within the testing area 

to ensure a representative sample. Clumps, debris, or organic 

matter were removed from the samples. Approximately

15-30 grams of soil was placed into a clean container, and 

distilled water was added to create a slurry. The mixture was 

then stirred thoroughly with a clean stirring rod to ensure an 

even distribution of soil particles in the water. The mixture is 

then allowed to settle for 30 minutes, letting the soil particles 

settle at the bottom. A clean pH test paper is dipped into the 

suspension for a few seconds, then removed, and the color 

is allowed to develop. The resulting color is compared to the 

provided pH color chart, and the pH value is recorded once it 

stabilizes. Control measures include using clean equipment 

and distilled water to prevent contamination, ensuring 

consistent sample collection methods, and performing 

tests under similar environmental conditions to maintain 

accuracy. These steps ensure reliable pH measurements, 

providing insights into soil conditions and the effectiveness 

of phytoremediation.

Moisture content test: The moisture content of a soil sample 

is determined by measuring the amount of water present in 

the sample as a percentage of its dry mass. A representative 

soil sample was collected from the desired depth to determine 

soil moisture content accurately, ensuring it is free from 

contaminants, large organic materials, and rocks. Clumps 

were crushed to ensure uniform drying. An empty drying dish 

was weighed, the soil sample was added to the dish, and the 

combined mass was recorded. The dish with the soil sample 

was then placed in an oven set at a constant temperature of 

around 105°C for 24 hours to evaporate all moisture. After 

drying, the dish was transferred to a desiccator to cool, 

preventing moisture absorption from the air. Once cooled, 

the dish with the dried soil was weighed, and the mass was 

recorded. The moisture content was calculated based on the 

weight difference before and after drying. Control measures 

include ensuring the oven maintains a constant temperature, 

using a desiccator to prevent rehydration, and conducting 

multiple trials to verify consistency. These steps ensure 

accurate measurement of soil moisture content, which is 

crucial for assessing soil health and the effectiveness of 

phytoremediation processes.

AAS Test: The identification of heavy metal absorption 

by plant species was conducted using Atomic Absorption 

Spectroscopy (AAS), a widely employed analytical technique 

for quantifying metal elements. An AA500 instrument was 

utilized for the AAS test. For the AAS test, soil samples 

were collected from the desired location using appropriate 

sampling techniques to ensure representativeness and 

capture the variability in soil composition. The collected 

environmental effects of cadmium contamination include 

soil degradation, plant toxicity, water contamination, 

bioaccumulation, and ecological disruption, with adverse 

impacts on soil health, aquatic ecosystems, and biodiversity 

(Mahajan et al. 2018). Furthermore, cadmium exposure 

poses serious health risks to humans, including respiratory 

problems, kidney damage, bone disorders, and cancer. To 

address these challenges, preventive measures, remediation 

efforts, and regulatory interventions are crucial for mitigating 

the environmental and human health impacts of cadmium 

contamination and safeguarding ecosystems and public 

health. In response to these challenges, our research focused 

on employing phytoremediation as a viable solution. By 

utilizing cadmium in our phytoremediation studies, we aimed 

to mitigate the detrimental effects of cadmium contamination 

and restore ecological balance. Through comprehensive 

investigations and experiments, we sought to develop 

effective strategies for remediating cadmium-contaminated 

environments and safeguarding the health and resilience of 

affected ecosystems.

Plant Species For The Process Of Phytoremediation 

In this research, aromatic plants such as Tulsi (Ocimum 

tenuiflorum), Aloe Vera (Aloe barbadensis Miller), and 

Vetiver (Chrysopogon zizanioides) were utilized for the 

phytoremediation process. These plant species were chosen 

for their resilience to environmental stresses and their 

potential to thrive in contaminated soil conditions (Pang et 

al. 2023, Rungwa et al. 2013, Haller et al. 2023). To initiate 

the phytoremediation process, saplings of the selected plant 

species were obtained and pruned to ensure uniformity, with 

a height of 20 cm and roots measuring 8 cm in length. This 

standardization ensured consistency in the experimental setup 

and facilitated accurate monitoring of plant growth and metal 

uptake over time. The collected saplings were then planted 

in pots filled with soil contaminated with specific levels of 

heavy metals. Using aromatic plants for phytoremediation 

presents a promising solution to heavy metal contamination 

in soil. Unlike traditional crops, aromatic plants are primarily 

cultivated for their essential oils and industrial applications, 

not for direct consumption by humans or animals (Gupta et 

al. 2013). This significantly reduces the risk of heavy metal 

accumulation in the food chain, providing a sense of security 

for our ecosystems and human health.

Experimental Investigations

pH Test: The pH level of the soil is essential to ensure 

optimal plant growth. pH test results will guide the decision 

whether and how much the soil needs supplements, like 

fertilizers and soil pH adjusters (Zhang et al. 2022). To 
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samples were then air-dried to remove moisture and any 

volatile organic compounds, with the option to grind the 

dried samples into a fine powder for homogeneity. Then, 

the soil samples underwent a digestion process, where a 

measured amount was transferred into a digestion vessel, 

and an appropriate digestion method, such as acid digestion, 

was chosen to extract the metals from the solid matrix into a 

solution for analysis. Calibration standards were prepared by 

diluting known concentrations of metal standard solutions, 

covering the expected concentration range of the metals in 

the soil samples. The AAS instrument was calibrated using 

these standards, establishing a linear relationship between 

the absorbance of metal ions and their concentrations. 

Specific absorption wavelengths for the metals of interest 

were selected, and instrument parameters were optimized 

for sensitivity and resolution. The absorbance of calibration 

standards and digested soil sample solutions was measured 

using the AAS instrument, and concentrations of metals in the 

soil samples were calculated based on the calibration curve 

obtained from the standards. The analysis was repeated for 

each metal of interest, and quality control checks, including 

blank measurements and replicate analyses, were performed 

to ensure the accuracy and precision of the results.  By 

following these rigorous procedures, accurate data on 

the levels of heavy metals in soil samples was collected 

using Atomic Absorption Spectroscopy (AAS), therefore 

determining the specific metals absorbed by the plant.

RESULTS AND DISCUSSION

pH Test

Phytoremediation, using plants to remove, degrade, or 

stabilize contaminants in the environment, often involves 

various mechanisms that can influence soil pH. The pH 

measurements conducted after the phytoremediation process 

provide valuable insights into the effectiveness of these plant 

species in remediation efforts and their potential impact 

on soil conditions. Table 1 shows, that the consistent pH 

values observed for tulsi and Aloe vera before and after the 

phytoremediation process (both at 7.1) suggest that these 

plant species maintain their near-neutral pH preferences 

even after exposure to contaminated soil. This resilience 

in pH levels indicates the stability of their physiological 

processes and their capacity to thrive in environments with 

potentially elevated levels of contaminants. The pH of 

vetiver remaining at 7.2 post-phytoremediation indicates 

that this plant species was able to maintain the alkaline 

pH of the soil. Vetiver is well-known for its ability to 

tolerate and even thrive in alkaline soil conditions. Its root 

system, which can penetrate deeply into the soil, facilitates 

the uptake and sequestration of contaminants while also 

contributing to soil stabilization and pH regulation. The 

consistent pH level of 7.2 suggests that vetiver effectively 

mitigated any potential soil acidification resulting from the 

phytoremediation process. The stable pH levels observed 

across all three plant species post-phytoremediation reflect 

the effectiveness of these plants in facilitating the remediation 

of contaminated soil without causing significant alterations 

to soil pH. This is crucial for maintaining the overall health 

and fertility of the soil ecosystem, as fluctuations in pH 

can impact nutrient availability, microbial activity, and 

plant growth. Furthermore, the ability of these plants to 

maintain their pH preferences underscores their suitability 

for phytoremediation applications in various environmental 

settings. By selecting plant species compatible with the 

existing soil conditions and can thrive throughout the 

remediation process, phytoremediation efforts can achieve 

sustainable and long-lasting results while minimizing adverse 

effects on soil quality. Hence, it is inferred that the stable 

pH values seen in vetiver, tulsi, and aloe vera throughout 

the phytoremediation process demonstrate their potential 

as excellent phytoremediators for polluted soil while 

maintaining soil health and integrity.

Moisture Content Test

Moisture content is a crucial parameter in assessing soil health 

and plant performance, particularly in phytoremediation,

where plants are utilized to mitigate soil contaminants. 

Table 1: pH test results on soil.

S. No. Plant name Metal name Before Contamination After Contamination After Phytoremediation (4 weeks later)

1. Vetiver Zn 7 8 7.2

2. Tulsi Zn 7 8.2 7.1

3. Aloe Vera Zn 7 8.2 7.1

4. Vetiver Pb 7 8.1 7.1

5. Tulsi Pb 7 8 7.1

6. Aloe Vera Pb 7 8.2 7.3

7. Vetiver Cd 7 8 7.2

8. Tulsi Cd 7 8.3 7.2
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The moisture content measurements obtained after the 

phytoremediation process offer insights into the soil’s water 

retention capacities and the physiological responses of the 

plant species involved.

Vetiver: Vetiver, with a moisture content ranging from 20% 

to 25%as shown in Table 2, demonstrates a moderate level 

of water retention capacity following the phytoremediation 

process. This moisture range indicates adequately hydrated 

soil, essential for sustaining plant growth and facilitating 

the biochemical processes involved in remediation. 

Vetiver’s fibrous root system, known for its ability to 

absorb water and nutrients efficiently, likely contributed to 

maintaining optimal moisture levels in the soil while aiding 

in contaminant uptake and stabilization.

Tulsi: Tulsi, with a moisture content of 15-17% as shown in 

Table 2, exhibits a slightly lower moisture range compared 

to vetiver. However, this moisture level is still acceptable 

for supporting plant growth and remediation activities. 

Tulsi is recognized for its drought tolerance and adaptive 

capacity, enabling it to thrive in diverse soil conditions. 

Despite the lower moisture content, tulsi’s resilience 

may have contributed to its effective participation in the 

phytoremediation process, albeit with slightly reduced water 

availability.

Aloe Vera: Aloe vera, displaying the highest moisture content 

ranging from 25% to 35%, indicates a significant water 

retention capacity in the soil post-phytoremediation. Aloe 

vera is renowned for its succulent leaves and water-storing 

capabilities, making it well-suited for arid environments and 

water-stressed conditions. The elevated moisture content 

observed in the soil associated with Aloe vera suggests 

efficient water uptake and retention by the plant, which may 

have facilitated its remediation performance while ensuring 

its own hydration needs.

The variation in moisture content among the three plant 

species reflects their distinct physiological characteristics and 

adaptive strategies in response to environmental conditions. 

Thus, the moisture content measurements obtained after the 

phytoremediation process reflect the role of vetiver, tulsi, and 

aloe vera in maintaining soil moisture balance while actively 

participating in the remediation of contaminated soil. By 

effectively managing water availability and uptake, these 

plant species contribute to sustainable soil restoration efforts 

and ecosystem resilience in contaminated environments.

AAS Test

Soil-metal remediation: The Atomic Absorption 

Spectroscopy (AAS) content test results for zinc (Zn), lead 

(Pb), and cadmium (Cd) concentrations in the contaminated 

soil before and after the phytoremediation process, using tulsi 

Table 2: Moisture Content after one month of plantation.

S. no. Metal Plant name Empty wt. of tier (g) Wt. of tier with wet soil (g) Wt. of tier with dry soil (g) Moisture content (%)

1. Zn Vetiver 7 12 11 25

2. Zn Tulsi 6 13 12 16.67

3. Zn Aloe vera 7 19 17 20

4. Pb Vetiver 6 14 12 33.3

5. Pb Tulsi 11 18 17 16.67

6. Pb Aloe vera 12 24 22 20

7. Cd Vetiver 7 13 12 20

8. Cd Tulsi 7 14 13 16.67

Table 3: Soil Contamination with various metals.

S.No. Metals Plant Contaminated soil Mg/kg After phytoremediation process Mg /kg

1. Zn Tulsi 300 188.3

2. Zn Vetiver 300 179.3

3. Zn Aloe vera 300 158.3

4. Pb Tulsi 600 188.3

5. Pb Vetiver 600 164.3

6. Pb Aloe vera 600 179.6

7. Cd Tulsi 80 18.62

8. Cd vetiver 80 17.62
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(Ocimum sanctum), vetiver (Chrysopogon zizanioides), and 

aloe vera, are summarized in Table 3.

Zinc remediation in soil: All three plant species, vetiver, 

and aloe demonstrated considerable efficacy in reducing 

Zn concentrations in the soil post-phytoremediation. Tulsi 

exhibited the highest reduction, with Zn levels decreasing 

from 300 mg/kg to 188.3 mg/kg as shown in Fig. 2. This 

reduction indicates the effectiveness of tulsi in remediation, 

as it absorbed and accumulated zinc within its tissues. 

Tulsi possesses efficient mechanisms for heavy metal 

uptake and translocation, making it effective in reducing 

the bioavailability of zinc in the soil. The decrease in zinc 

concentration post-phytoremediation suggests that Tulsi 

successfully remediated the contaminated soil, thereby 

mitigating the potential adverse effects of zinc pollution on 

the environment. Vetiver and aloe vera also significantly 

reduced Zn concentrations to 179.3 mg/kg and 158.3 mg/kg, 

respectively. Vetiver’s extensive root system, characterized 

by deep penetration and high surface area, enables effective 

uptake and accumulation of heavy metals like zinc.

While the reduction in zinc concentration is substantial, 

it indicates that vetiver contributed significantly to the 

remediation process, albeit to a slightly lesser extent compared 

to tulsi. Aloe vera also demonstrated remediation potential, 

although its efficiency in reducing zinc concentration 

appeared to be lower compared to tulsi and vetiver. 

Aloe vera’s succulent leaves and efficient water uptake 

mechanisms contribute to its ability to absorb and accumulate 

heavy metals. While the reduction in zinc concentration is 

notable, it suggests that Aloe vera may have a lower uptake 

capacity or affinity for zinc compared to tulsi and vetiver. 

However, Aloe vera’s contribution to remediation should 

not be discounted, as even marginal reductions in heavy 

metal concentrations can significantly improve soil quality 

and environmental health. These results show the potential 

of these plant species to uptake and accumulate Zn, thereby 

mitigating its adverse effects on soil and environmental 

health. Each plant species exhibited varying remediation 

efficiency, with tulsi demonstrating the highest efficacy 

followed by vetiver and aloe vera.

Lead remediation in soil: Similar to Zn, all three plant 

species exhibited notable remediation capabilities for 

Pb contamination. Tulsi, vetiver, and aloe vera reduced 

Pb concentrations from 600 mg/kg to 188.3 mg/kg, 

164.3 mg/kg, and 179.6 mg/kg, as shown in Fig. 3 respectively. 

Following the intervention of tulsi, the Pb concentration 

significantly decreased to 188.3 mg/kg. This remarkable 

reduction indicates the high remediation efficiency of tulsi 

in mitigating Pb contamination. Tulsi possesses mechanisms 

for Pb uptake, translocation, and accumulation within its 

tissues, thereby effectively removing Pb from the soil 

matrix. The substantial decrease in Pb concentration post-

phytoremediation highlights the effectiveness of tulsi as a 

potential candidate for Pb remediation in contaminated sites. 

Vetiver also exhibited notable remediation capabilities for 

Pb contamination. The Pb concentration in the soil decreased 

from 600 mg/kg to 164.3 mg/kg after the phytoremediation 

process involving vetiver. Vetiver’s extensive root system, 

characterized by deep penetration and high surface area, 

facilitates the uptake and sequestration of Pb from the soil. 

The significant reduction in Pb concentration reflects the 

effectiveness of vetiver in immobilizing Pb and reducing 

its bioavailability in the soil, thereby minimizing potential 

risks to human health and the environment. Aloe vera 

demonstrated efficacy in reducing Pb concentrations in the 

contaminated soil, albeit slightly less than tulsi and vetiver. 

The Pb concentration decreased from 600 mg/kg to 179.6 mg/

kg following the phytoremediation process involving Aloe 

vera. Aloe vera’s succulent leaves and efficient water uptake 

mechanisms contribute to its ability to absorb and accumulate 
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Fig. 2: AAS test results of soil contaminated with zinc.
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Pb, thereby aiding in its remediation potential. While the 

reduction in Pb concentration is significant, it suggests that 

Aloe vera may have a lower uptake capacity or affinity for 

Pb compared to tulsi and vetiver. The efficacy of tulsi in Pb 

remediation is particularly noteworthy, indicating its strong 

affinity for Pb uptake and sequestration. Vetiver and aloe 

vera also demonstrated substantial reductions in Pb levels, 

further highlighting their potential for phytoremediation of 

Pb-contaminated soils.

Cadmium remediation in soil: Before the phytoremediation 

process, the Cd concentration in the soil was recorded 

as 80 mg/kg. Following the intervention of Tulsi, the Cd 

concentration significantly decreased to 18.62 mg/kg as 

shown in Fig. 4. This substantial reduction indicates the 

high remediation efficiency of Tulsi in mitigating Cd 

contamination. Tulsi possesses mechanisms for Cd uptake, 

translocation, and accumulation within its tissues, thereby 

effectively removing Cd from the soil matrix. The significant 

decrease in Cd concentration post-phytoremediation

highlights the effectiveness of Tulsi as a potential candidate 

for Cd remediation in contaminated sites. Similarly, vetiver 

demonstrated notable remediation capabilities for Cd 

contamination. The Cd concentration in the soil decreased 

from 80 mg/kg to 17.62 mg/kg after the phytoremediation 

process involving vetiver. Vetiver’s extensive root system, 

characterized by deep penetration and high surface area, 

facilitates the uptake and sequestration of Cd from the soil. 

The significant reduction in Cd concentration reflects the 

effectiveness of vetiver in immobilizing Cd and reducing 

its bioavailability in the soil, thereby minimizing potential 

risks to human health and the environment. These findings 

suggest that both tulsi and vetiver are capable of effectively 

sequestering Cd, thereby mitigating its environmental 

impact. The significant reduction in Cd levels underscores 

the importance of utilizing these plant species in Cd-

contaminated soil remediation efforts.
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Fig. 3: AAS test results of soil contaminated with Lead.
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Plant-Metal Accumulation

a) Tulsi:

•		 Zinc (Zn): Table 4 suggests tulsi accumulated a 

moderate amount of zinc, with a concentration of 

44.92 mg/kg. This suggests that tulsi can uptake and 

store zinc from the soil, contributing to its potential 

role in phytoremediation efforts targeting zinc 

pollution.

•		 Cadmium (Cd): The concentration of cadmium in 

tulsi was below the quantification limit (BQL), 

indicating that it either did not absorb significant 

amounts of cadmium from the soil or accumulated it 

below detectable levels. This could suggest that tulsi 

may not be as effective in accumulating cadmium 

compared to other metals.

•		 Lead (Pb): Tulsi accumulated a relatively high 

concentration of lead, with a value of 66.32 mg/

kg. This indicates tulsi’s ability to uptake and

sequester lead from the soil, making it potentially 

useful for phytoremediation of lead-contaminated 

environments.

b) Vetiver:

•		 Zinc (Zn): Vetiver accumulated a relatively lower 

concentration of zinc compared to tulsi, with a value 

of 19.62 mg/kg. While lower, this still indicates the 

vetiver’s capacity to uptake and store zinc, albeit to 

a lesser extent.

•		 Cadmium (Cd): Similar to tulsi, vetiver’s cadmium 

concentration was below the quantification limit 

(BQL), suggesting limited accumulation or 

accumulation below detectable levels.

•		 Lead (Pb): Vetiver accumulated a moderate 

concentration of lead, with a value of 46.9 mg/kg. 

This indicates its potential for phytoremediation of 

lead-contaminated soils, although it may be less 

effective than tulsi in this regard.

c) Aloe vera:

•		 Zinc (Zn): Aloe vera accumulated a significantly 

higher concentration of zinc compared to both tulsi 

and vetiver, with a value of 176.3 mg/kg. This suggests 

that Aloe vera has a strong affinity for zinc uptake 

and may be highly effective in phytoremediation of 

zinc-contaminated environments.

•		 Cadmium (Cd): Similar to tulsi and vetiver, Aloe vera’s 

cadmium concentration was below the quantification 

limit (BQL), indicating limited accumulation or 

accumulation below detectable levels.

•		 Lead (Pb): Aloe vera accumulated a relatively low 

concentration of lead, with a value of 11.3 mg/kg. 

While lower than tulsi and vetiver, this still suggests 

Aloe vera’s potential for phytoremediation of lead-

contaminated soils, particularly in conjunction with 

its other beneficial properties.

Overall, the AAS test results highlight the varying metal 

accumulation capacities of tulsi, vetiver, and Aloe vera, 

indicating their potential roles in phytoremediation efforts 

targeting specific heavy metal pollutants.

CONCLUSIONS

Revegetat ing heavy metal-pol luted land using 

phytoremediation offers a promising and sustainable solution 

to mitigate environmental contamination while promoting 

ecosystem restoration. Through the utilization of metal-

accumulating plants, known as hyperaccumulators, and the 

natural processes of phytoextraction, rhizofiltration, and 

phytostabilization, phytoremediation effectively removes, 

stabilizes, or transforms heavy metals in contaminated soils, 

reducing their bioavailability and potential ecological and 

human health risks. The phytoremediation project utilizing 

tulsi (Ocimum sanctum), vetiver (Chrysopogon zizanioides),

and Aloe vera (Aloe barbadensis) have yielded promising 

results in addressing soil contamination. Through this 

innovative approach, these plant species have demonstrated 

their effectiveness in mitigating heavy metal pollution while 

contributing to overall soil health and ecosystem restoration. 

Hence, it was concluded that:

	 •	 pH Stability: The consistent pH values observed 

for tulsi, Aloe vera, and vetiver before and after the 

phytoremediation process indicate their resilience in 

maintaining near-neutral or alkaline soil pH levels. 

This stability is crucial for preserving soil health and 

supporting plant growth in contaminated environments.

	 •	 Moisture Regulation: Vetiver, tulsi, and Aloe vera 

Table 4: Phytoremediation of plant species.

S.No. Plant Metals Amount of metal absorbed

1. Tulsi Zn 44.92

2. Tulsi Cd BQL(LOQ:0.1)

3. Tulsi Pb 66.32

4. vetiver Zn 19.62

5. Vetiver Cd BQL(LOQ:0.1)

6. vetiver Pb 46.9

7. Aloe vera Zn 176.3

8. Aloe vera Cd BQL(LOQ:0.1)

9. Aloe vera Pb 11.3
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exhibited varying moisture content levels post-

phytoremediation, reflecting their adaptive strategies to 

environmental conditions. Vetiver’s moderate moisture 

retention, tulsi’s drought tolerance, and Aloe vera’s 

water-storing capabilities contribute to soil moisture 

balance and plant health during remediation processes.

•	 Metal Remediation: The phytoremediation process 

effectively reduced zinc, lead, and cadmium 

concentrations in contaminated soil. Tulsi demonstrated 

the highest efficacy in reducing metal concentrations, 

followed by vetiver and Aloe vera. These findings 

highlight the potential of these plant species in 

mitigating heavy metal pollution and restoring soil 

quality.

•	 Metal Accumulation: Tulsi, vetiver, and Aloe vera 

exhibited varying capacities for metal accumulation, 

with Tulsi accumulating the highest concentrations of 

zinc and lead. These differences in metal accumulation 

profiles underscore the importance of selecting 

appropriate plant species based on specific remediation 

requirements and metal pollutants present in the soil.

•	 Soil Health and Ecosystem Restoration: The findings 

suggest that phytoremediation not only mitigates heavy 

metal pollution but also contributes to soil health 

and ecosystem restoration. By stabilizing soil pH, 

regulating moisture content, and reducing heavy metal 

concentrations, tulsi, vetiver, and Aloe vera play a pivotal 

role in improving soil fertility, promoting plant growth, 

and enhancing biodiversity in polluted environments.

•	 Long-Term Viability: The long-term viability of 

phytoremediation as a sustainable remediation strategy 

is underscored by the resilience of the selected plant 

species and their ability to thrive in contaminated soil 

conditions. However, ongoing research is needed to 

assess the persistence of remediation effects over time 

and to address any potential limitations or challenges 

associated with the prolonged use of phytoremediation 

in diverse environmental settings.

Thus, the stable pH levels, effective moisture regulation, 

and significant metal remediation capabilities exhibited by 

tulsi, vetiver, and Aloe vera demonstrate their potential as 

efficient phytoremediators for polluted soil environments, 

while also emphasizing the need for tailored plant selection 

in remediation efforts. Future research directions in this field 

are crucial for advancing our understanding and optimizing 

the efficacy of phytoremediation. Critical areas for further 

investigation can include:

•	 Enhancing Remediation Efficiency: Research 

efforts should focus on identifying and optimizing 

the factors influencing the remediation efficiency 

of phytoremediation, such as plant selection, soil 

conditions, and pollutant concentrations. Developing 

tailored approaches and employing genetic engineering 

techniques to enhance the metal uptake and tolerance 

of plants can improve remediation outcomes.

	 •	 Understanding Plant-Metal Interactions: Further 

studies are needed to elucidate the mechanisms 

underlying plant-metal interactions, including metal 

uptake, translocation, and sequestration within 

plant tissues. Investigating the physiological and 

biochemical processes involved in metal accumulation 

and detoxification can inform the selection of 

hyperaccumulator species and the development of 

strategies to enhance metal remediation.

	 •	 Long-Term Monitoring and Evaluation: Longitudinal 

studies are essential to assess the long-term effectiveness 

and sustainability of phytoremediation over extended 

periods. Monitoring changes in soil quality, plant health, 

and ecosystem dynamics over time can provide insights 

into the persistence of remediation effects and potential 

ecological impacts, guiding management decisions and 

remediation strategies.

	 •	 Integration with Sustainable Land Management 

Practices: Future research should explore the integration 

of phytoremediation with other sustainable land 

management practices, such as agroforestry, biochar 

application, and soil amendment techniques. Evaluating 

the synergistic effects of combining phytoremediation 

with these practices can enhance remediation outcomes, 

improve soil fertility, and promote ecosystem resilience.

In conclusion,  the pract ical  s ignif icance of 

phytoremediation lies in its potential to address heavy metal 

pollution in soil effectively while promoting environmental 

sustainability as presented in this research work. By advancing 

our understanding of plant-soil interactions, optimizing 

remediation strategies, and integrating phytoremediation 

with sustainable land management practices, future research 

can contribute to harnessing the full potential of this eco-

friendly remediation technique for environmental restoration 

and protection.
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      ABSTRACT

Allelopathy can be a viable approach to address the issues of environmental degradation by 

reducing the use of herbicides and herbicide-resistant weeds. Allelopathic crop residues have 

a lot of potential for improving soil quality and suppressing weed growth. A field experiment at 

an agronomic research farm, Lovely Professional University in Phagwara, Punjab, examined 

the effects of water extracts and crop residues from sorghum on the population of weeds, 

indices of weed management, and the productivity of field peas. The experiment during 

the year 2022-2023 comprised in randomized block design with 2 levels of Sorghum water 

extract (1:10, 1:20 w/v), 3 levels of Sorghum stalk soil incorporation @ 2, 4, 6 Mg.ha-1, 

Sorghum surface mulching at 10tonnes ha-1, Field pea and rabi sorghum intercropping 

at 2:1, Weedy check and hand weeding. The findings showed that the sorghum surface 

mulching, addition of sorghum water extract, and sorghum stalk incorporation significantly 

altered the dynamics of weeds which was comparable with hand weeding. In the case 

of weed density (9.17 no.m-2), weed fresh (7.66g), and dry weight (3.0g) hand weeding 

gave the best result which was followed by sorghum surface mulching with 10.77 weeds 

no.m-2, 10.11 g weed fresh weight and 4.26gm weed dry weight. The highest weed control 

efficiency (80.9%) was recorded in hand weeding which was followed by sorghum water 

extract (1:10) and sorghum stalk incorporation (4 Mg.ha-1). The weed management index, 

weed persistence index, and agronomic management index showed an inverse relationship 

with weed control efficiency. Hand weeding (20, 40, 60 DAS) gave the highest grain yield 

(2897 kg.ha-1) of field pea followed by Sorghum surface mulching. Yield attributes were 

calculated which prescribed that all the treatments significantly reduced the weed infestation 

and increased the yield attributes over a weedy check. Hand weeding gave the best result, 

but it is not economical due to the intensive labor requirement. Initiating sustainable weed 

control and significantly improving the nutrient content of field peas can be achieved through 

sorghum surface mulching, sorghum stalk incorporation at 4 Mg.ha-1, and sorghum water 

extract (1:10). These practices can contribute to environmentally friendly and sustainable 

agriculture.

INTRODUCTION

In addition to food security, “nutritional security” is currently 

a major concern for the scientific community on a global 

scale. A frequent term for pulse crops is “poor man’s meat.” It 

can be strongly considered a potential alternative in the battle 

against nutritional insecurity due to its high protein content. 

Grown mostly in milder temperate zones, field peas (Pisum 

sativum L.) are an important grain legume crop for the winter 

season. Garden and field peas are the two types of grown 

peas. When garden peas are collected fresh, they are either 

preserved or cooked fresh for later use (Reddy et al. 2023). 

Typically, field peas are cultivated for their dry seeds, which 

are used to make dal and a variety of snack dishes. It is very 

nutrient-dense and rich in readily digested carbohydrates, 

protein, minerals, and vitamins. The following components 

are included in 100g of dried edible portion: 11g of moisture, 

22.5g of protein, 1.8g of fat, 62.1g of carbohydrates, 64g of 

calcium, 4.8g of iron, riboflavin (0.15g), thiamine (0.72g), 

and 2.4g of niacin. According to (Jaswal et al. 2022), field 

peas make up about 3% of India’s total pulse area and 

approximately 5% of its overall pulse production.

Field peas are produced worldwide on an area of 7.04 

million hectares, yielding an estimated 12.40 million tonnes 

of yield annually in 2021. Field peas are produced on 

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 11-04-2024

Revised:    18-05-2024

Accepted: 20-05-2024

Key Words:
Responsible consumption and  

production

Sustainability

Allelopathy

Weed indices   

Soil incorporation and zero hunger



274 Prantick Patra et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

7.45 lakh hectares of land in India, and between 2020 and 

2021, they will produce roughly 9.10 lakh tonnes annually. 

This crop’s average productivity has grown significantly 

over time, reaching 1.4 tonne ha-1 currently. Orissa, Bihar, 

Assam, U.P., and MP are the principal growing regions for 

field peas. About 43,860 hectares of pea are grown in Punjab, 

producing 4, 0,450 tonnes of pea (Singh et al. 2022). India, 

a developing nation, has a severe problem with nutritional 

imbalance. Most of the nation’s population lives in poverty 

and has little access to animal protein in their regular diet. The 

WHO recommends that people consume 80 g of pulse crops 

per day, yet our country’s yearly report on pulse availability 

shows that people only consume 36 gm of pulses per day. 

Rather than nutritional security, the pursuit of food security 

may be what led to this concerning situation. Field pea 

yield can only be increased through a variety of biotic and 

abiotic variables, as there is limited opportunity to expand 

its area inside the nation (1, 3). Field pea productivity is 

limited by several factors, including inadequate irrigation 

and drainage techniques, stagnant water, flower drop issues 

caused by temperature fluctuations, an increased area entirely 

devoted to wheat and rice crops, a lack of high-yielding 

disease-resistant cultivars, small land holdings, cultivation 

on marginal land, and pest and weed infestation (Singh et 

al. 2023).

Weeds are a major component among the many biotic 

and abiotic variables limiting field pea productivity and 

production. Weed infestations hinder yield by posing 

competition for nutrients, space, light and moisture, and 

make pea picking more challenging. According to (Raje et 

al. 2022), weed competition causes pea yield losses ranging 

from 40 to 70% and an average 63% increase in weed 

control. The lack of labor availability causes this issue. Peas 

are related to a variety of weeds. Any crop’s level of weeds 

changes depending on the agroecological conditions and 

the various management techniques used. The major weeds 

found in pea crop are Chenopodium album (bathua), Fumaria 

parviflora (gajri), Lathyrus sp. (chatri-matri), Melilotus alba 

(senji), Vicia sativa (ankari), Lepidium sativum (wild hallon), 

Cyprus rotandus (Purple nut sedge), Phlaris minor (canary 

grass), Poa annua (annual blue grass), Spergulla arvensis 

(corn spurrey), Trigonella polycerata (Jungli fenugreek) 

(Lake et al. 2021).

The manual weeding method used in earlier times 

performs best when labor is affordable and readily accessible. 

However, because of increasing wages and a labor shortage, 

field pea weeding has become a challenging operation. As 

a result, they are forced to choose a simpler, less expensive, 

and alternative way of chemical weed management (Kovács 

et al. 2023). Herbicides and chemical weed control both

significantly increase crop productivity by suppressing weed 

growth. Chemical weed control is a particularly effective 

means of doing this. However, overuse and carelessness 

in the application of herbicides can result in agricultural 

damage, health issues for humans and animals, contamination 

of soil and water, and herbicide resistance (Raje et al. 

2022). The demand for alternative weed control methods 

has emerged because of environmental degradation and 

the danger that inappropriate or excessive usage of plant-

protection agents poses to human and animal health (Hetta et 

al. 2023). Sustainable management principles are respected 

as decisions are made to optimize plant production. The use 

of less hazardous plant protection techniques, like biological 

techniques, that pose less of a threat to the environment 

is becoming more and more common. This pattern is 

indicative of the development of greener technologies across 

many domains of human endeavor. One of the possible 

strategies for reducing the usage of herbicide may be the 

use of natural substances and allelopathy manipulation

of the environmental population (Abbas et al. 2021). The 

allelopathic manipulation can be utilized by crop rotation, 

using sorghum extract (sorgaab), sorghum stalks soil 

incorporation, and hand weeding. By using sorghum water 

extracts (sorgaab), the biomass of weeds was decreased by 

33–35%. It works in combination to lessen the need for 

herbicides. As new methods are discovered and old ones 

are improved, organic farmers are getting access to a greater 

variety of weed management choices (Blaise et al. 2020). 

Considering these factors, the current study examined the 

effectiveness of allelopathic water extract and sorghum 

soil inclusion for weed management in field peas (Pisum 

sativum var. arvense). Additionally, various weed indices of 

treatments were computed since weed indices offer logistical 

support for impact assessments, interpretations, and deriving 

relevant findings in research on weed control.

MATERIALS AND METHODOLOGY

During the Rabi season of 2022, a field experiment was 

carried out at Lovely Professional University’s agriculture 

research farm in Phagwara, Punjab. The research aimed 

to examine the management of weeds in field pea (Pisum 

sativum var. arvense) through the application of allelopathic 

water extract and sorghum soil incorporation. The testing 

location was 228 meters (748 feet) above sea level at 31.25°

North, 75° East. The location, which is underneath Punjab’s 

middle plain, has a subtropical monsoon climate with 600 

mm of rainfall on average. Punjab-89 was the variety that 

was used for this experiment, which was sowed on November

15th, 2022, with a 30 cm × 10 cm spacing. The current study’s 

experiment material, which included three replications and 

nine treatments, was designed using a randomized block 

design as represented in Fig. 1. Treatments details are 
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T0-Weedy check (control), T1- Sorghum surface mulch, 

T2- Field pea and rabi sorghum intercropping (2:1), T3- 

Sorghum stalk soil incorporation (2 Mg.ha-1), T4-Sorghum 

stalk soil incorporation (4 Mg.ha-1), T5- Sorghum stalk soil 

incorporation (6 Mg.ha-1), T6-Sorghum water extract (1:10), 

T7- Sorghum water extract (1:20), T8- Hand weeding (20, 

40, 60 DAS). The hand-weeding plots were maintained in 

such a way that as and when the weed emerged weeding was 

done. Generally, hand-weeding was done at an interval of 

20, 40, and 60 DAS. The sorghum water extract was applied 

at 20 DAS 1:10 and 1:20 (volume) ratio means 1 mL of 

extract in 10 mL of water and 1 mL of extract in 20 mL of 

water. Sorghum stalks soaked in clean water for 24 hours. 

Then filtered and filtrate was collected.  At last, the filtrate 

boiled and reduced volume to 10%. Sorghum stalk cut into 

small pieces with a chaff cutter 16 inches in length and 5.25 

inches in width and incorporated into soil before sowing. 

Dried leaves of sorghum are used for mulching and spread 

after the germination.

Yield Parameters: Each net plot’s pods were threshed and 

cleaned, and their seed weight was noted. The yield per 

hectare was calculated and given in kgha-1. A random sample 

of 100 seeds was selected from each treatment’s product, and 

these samples were counted and weighed, and the seed index 

was expressed in grams (g). The number of pods on each 

plant and the number of Seeds pod-1 counted were calculated 

by averaging the number of pods on each plant.

Weed parameters- Different weed management indices 

were calculated to advocate the results as per the following 

formulas:

Weed Density (No.m-2): Using the quadrant method, the 

number of weeds was counted from a randomly selected 

0.16 m2 (quadrant size) area and converted on a m2 basis.

Weed Control efficiency: Formula was used to calculate the 

weed control efficiency on a dry weight basis.

WCE=��� ������ �� ����� �� ����� ��������� ������ �� ����� �� ������� ������� ������ �� ����� �� ����� �����
× 100 

Weed dry weight (g): After being removed, the weeds in the 

quadrant area were placed in brown bags. The weeds were 

allowed to air dry before being dried at 65–70˚C in a hot air 

oven until a consistent weight was reached.

Weed fresh weight (g): The weeds present in the quadrant 

area were uprooted and then transferred to a brown bag. After 

cutting the weed fresh weight of the weed samples was taken 

with the help of weighing balance.

Weed persistence index: This index, which was calculated 

using the provided formula as recommended by (Mishra & 

Mishra 1997), shows the resistance in weeds against the 

tested treatments and confirms the efficacy of the specified 

treatments:

 

𝑊𝑊𝑊𝑊𝑊𝑊 =
𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑊𝑊𝑑𝑑𝑑𝑑 𝑤𝑤𝑊𝑊𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑤𝑤𝑖𝑖 𝑡𝑡𝑑𝑑𝑊𝑊𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑤𝑤𝑊𝑊𝑊𝑊𝑊𝑊 𝑊𝑊𝑑𝑑𝑑𝑑 𝑤𝑤𝑊𝑊𝑤𝑤𝑤𝑤ℎ𝑡𝑡 𝑤𝑤𝑖𝑖 𝑐𝑐𝑝𝑝𝑖𝑖𝑡𝑡𝑑𝑑𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 

  

  

 

×
Weed population in control𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑤𝑤𝑝𝑝𝑖𝑖 𝑤𝑤𝑖𝑖 𝑡𝑡𝑑𝑑𝑊𝑊𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 

Weed management index:  WMI was calculated using the 

following method, representing the ratio of yield acquired 

over control due to weed management and the percentage of 

weeds controlled by the associated treatment.

 
WMI= 

Yield of treated plot.− Yield of control plot.

 Yield of control plot
/

We

  

 

Weed dry weight in control (unweeded)plot− Weed dry weight in treated  plot.

Weed dry weight in control (unweeded) plot.
  

Fig. 1: Representing how different parts of sorghum used as allelopathy for weed control in field pea field viz. Sorghum water extract extracted from 

the stalk of sorghum is used as a foliar spray, sorghum stalk is chopped into small pieces and incorporated in the soil, sorghum dried leaves is used as 

mulching between the rows of field pea, sorghum is used as an intercrop between the rows of field pea.
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Agronomic management index:

=
Yield of treated plot− Yield of control plot     

Yield of control plot.
 -
 

-  
Weed dry weight in control (unweeded)plot− Weed dry weight in treated plot 

Weed dry weight in control (unweeded) plot
     

            
Weed dry weight in control (unweeded)plot− Weed dry weight in treated  plot 

Weed dry weight in control (unweeded) plot 
         

Nutrient uptake by weeds and plants: Nitrogen in plant 

material can be determined by using KELPLUS digestion 

and distillation processes. Estimation of Phosphorus by 

Colorimetric Method. By comparing the intensity of the 

color of unknown samples with the standard curve, the 

concentration of phosphate in the unknown sample can be 

estimated. Total potassium in plant and weed samples is 

determined by flame photometer reading for the standard 

solutions (0, 2, 4, 6, 8 and 10 ppm K) and construct a standard 

curve with the readings.

Statistical analysis: Analysis of variance (ANOVA) was 

used to analyze the experiment’s data, which was presented 

via a randomized block design. SPSS (Statistical Package of 

Social Services Version 2022) software was used to analyze 

the data. To examine the variation between the treatments, 

the Duncan Multiple Range Test (DMRT) is employed. 

Pearson’s correlation was used to determine the relationship 

between the growth parameters at the 5% significance level 

(to assess the significance and non-significant parameters). 

RESULTS

The most dominant weed species found in the experimental 

site were Fumaria parviflora, Cornopus didymus, Spergula 

arvensis, Cannabis sativa, Chenopodium album, Rumex sp.,

Melilotus sp., Cynodon dactylon, Phalaris minor, Solanum 

nigrum, Cyperus sp.

Yield attributes: The various weed management practice 

treatments had a substantial impact on the yield-attributing 

parameters seeds pod-1, harvest index, pod length (cm), and 

seed index (100-grain weight). When compared to the weedy 

check, all weed control methods had a substantial impact on 

the yield attributes. 

Pods plant-1, Seeds pod-1, Pod length (cm): Table 1 

revealed that among the treatments highest no. of pods 

plant-1 (18.79) was reported in hand weeding followed 

by sorghum surface mulching@10 tonnes ha-1 at harvest. 

However lowest number of pods plant-1 (7.25) was reported 

in the weedy check at harvest. The highest number of seed 

pods-1 (8.33) was reported in hand weeding followed by 

sorghum surface mulching@10 tonnes ha-1 and sorghum 

stalk soil incorporation @ 4 Mg ha-1 at harvest. Significantly 

lowest no. of seeds pod-1 (4.67) was reported in the weedy 

check. The highest Pod length (9.21cm) was reported in 

hand weeding followed by sorghum surface mulching@10 

tonnes ha-1. The lowest Pod length (7.81cm) was reported 

in the weedy check. 

Table 1-Effect of Different Weed Control Treatment on Yield Attributes

Treatments No. of pods 

plant-1
Pod length 

(cm)

Seeds pod-1 Seed index 

(g)

Pod yield

 (kg ha-1)

Haulm yield

 (kg ha-1)

Harvest index 

(%)

Weedy check 7.25h± 0.41 7.81c± 0.59 4.67e82. 0± 13.41d± 2.11 980.23f± 

16.37

1387.29e± 

78.42

41.44d± 1.25

Sorghum surface mulch 15.08b± 0.35 9.2a± 0.27 7.66b± 0.72 18.02a± 0.25 2060.43b± 

67.09

2566.16b± 

84.49

44.54c± 1.62

Field pea and rabi sorghum 

intercropping (2:1)

10.33f± 0.31 8.66b± 0.07 5.78d± 0.54 16.75bc± 0.96 1677.23e± 

40.38

2085.40d± 

43.84

44.57c± 0.43

Sorghum stalk soil 

incorporation (2  Mg.ha-1)

10.5fg± 0.42 8.79b± 0.51 7.00bc± 0.72 16.67bc± 0.52 1813.60d± 

41.04

2116.05d± 

19.55

46.15ab± 0.78

Sorghum stalk soil 

incorporation (4  Mg.ha-1)

11.00d± 0.54 8.90b± 0.85 7.55b± 0.42 15.09c± 1.99 1907.20cd± 

65.21

2355.62c± 

7.84

44.73c± 0.80

Sorghum stalk soil 

incorporation (6  Mg.ha-1)

10.75ef ± 0.24 8.30b± 0.46 6.00c± 0.27 16.94b± 0.76 1980.61bc± 

64.63

2367.18c± 

16.88

45.54b± 0.78

Sorghum water extract (1:10) 12.05c± 0.67 8.09b± 0.46 6.78c± 0.32 16.95b± 1.18 2010.53bc± 

64.98

2418.57c± 

49.84

45.39b± 0.66

Sorghum water extract (1:20) 10.17de± 0.31 8.40b± 0.50 6.44c± 0.42 17.34ab± 0.30 1804.07d± 

53.29

2077.32d± 

87.37

46.49ab± 1.31

Hand weeding (20, 40, 60 

DAS)

18.79a± 0.59 9.21a± 0.66 8.33a± 0.42 18.57a± 0.84 2897.43a± 

62.34

3172.84a± 

81.99

47.74a± 1.11

*Original Data given in parenthesis were subjected to square root √(x+1) transformation before analysis
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Seed Index, pod yield (kg.ha-1), haulm yield (kg.ha-1) 

and harvest Index (%): Significantly highest seed index  

(18.57 g) was reported in hand weeding which was 

statistically at par with sorghum surface mulching @  

10 tonnes.ha-1. Lowest seed index (13.41g) was reported in 

the weedy check (Table 1). Significantly highest Pod yield 

(2897.43 kgha-1) and Haulm yield (3172.84 kg.ha-1) were 

reported in hand weeding where three hand weeding at 20, 

40, 60 DAS was done which was followed by sorghum 

surface mulching @ 10-tonnes.ha-1. Significantly lowest 

Pod yield (980.23 kg.ha-1) and Hulm yield (1387.29 kg.ha-1) 

were reported in the weedy check. Significantly maximum 

Harvest index (47.74%) was observed in hand weeding 

which was statistically at par with sorghum water extract 

(1:20) and sorghum stalk soil incorporation. The lowest 

harvest index (41.44%) was observed in the weedy check 

as indicated in Table 1.

Weed density (no. m-2): Table 2 revealed that there 

was significant variation recorded in weed density with 

different weed management practices. Significantly 

highest weed density (12.22 m-2, 15.24 m-2, 14.8 no.m-2) 

was recorded under weedy check at 30, 60, and 90 DAS. 

However, significantly Lowest weed density (8.34 no.m-2,  

8.78 no. m-2, 9.17 no.m-2) was recorded in Hand weeding 

(20, 40, 60 DAS) followed by Sorghum surface mulching@ 

10 tonnes ha-1 at 30, 60, 90 DAS.

Weed Fresh weight and Dry weight (gm): Table 2 revealed 

that significantly the highest weed fresh weight (2.86 g,  

9.24 g) and dry weight (1.94g, 4.34g) was reported in 

the weedy check at 30,60 DAS. However lowest weed 

fresh weight (1.78g, 3.84g) and dry weight (0.91g, 2.25 g) 

was reported in Hand weeding (20, 40 and 60 DAS) was 

followed by Sorghum surface mulching @ 10 tonnes.ha-1 

at 30, 60 DAS. At 90 DAS, the significantly highest weed 

fresh weight (13.63g) and dry weight (7.23g) were reported 

in the weedy check. However, the lowest weed fresh weight 

Table 3- Effect of Different Weed Control Treatment on Weed Control Index (WCI), Weed Persistence Index (WPI), Weed Management Index (WMI), 

Agronomic Management Index (AMI)

Treatments Weed 

control 

efficiency 

(%) at 30 

DAS

Weed 

control 

efficiency 

(%) at 60 

DAS

Weed 

control 

efficiency 

(%) at 90 

DAS

Weed 

persistence 

index at 30 

DAS

Weed 

persistence 

index at 60 

DAS

Weed 

persistence 

index at 90 

DAS

Weed 

management 

index

Agronomic 

management 

index

Weedy check - - - - - - - -

Sorghum surface mulch 46.7de± 0.67 47.1b± 0.25 41.1b± 0.75 0.65d± 0.41 0.70d± 0.66 0.81b± 0.41 1.26ab± 0.61 0.23b± 0.08

Field pea and rabi sorghum 

intercropping (2:1)

72.8a± 0.59 12.9g± 0.56 39.5c± 0.58 0.71c± 0.33 1.10a± 0.31 0.83b± 0.33 1.32a± 0.42 0.33a± 0.05

Sorghum stalk soil 

incorporation (2Mg.ha-1)

22.6g± 0.69 22.9e± 0.44 38.8d± 0.27 0.97a± 0.59 0.88c± 0.27 0.82b± 0.59 1.27ab± 0.77 0.28ab± 0.07

Sorghum stalk soil 

incorporation (4 Mg.ha-1 )

29.8f± 0.53 31.1d± 0.52 41.1b± 0.41 0.88b± 0.16 0.84c± 0.51 0.93a± 0.16 1.24b± 0.47 0.25ab± 0.06

Sorghum stalk soil 

incorporation (6 Mg.ha-1)

49.1d± 0.65 14.1f± 0.62 40.2bc± 0.52 0.72c± 0.66 0.98b± 0.85 0.89ab± 

0.66

1.30a± 0.66 0.30a± 0.06

Sorghum water extract (1:10) 69.2b± 0.28 37.3c± 0.44 41.1b± 0.12 0.68cd± 0.80 0.78d± 0.46 0.94a± 0.8 1.26ab± 0.35 0.27ab ± 0.09

Sorghum water extract (1:20) 39.9e± 1.25 22.9e± 0.58 39.2c± 0.42 0.87b± 0.44 0.98b± 0.50 0.92a± 0.4 1.31a± 0.61 0.31a± 0.12

Hand weeding (20, 40, 60 

DAS)

68.3bc± 0.73 56.9a± 0.46 80.9a± 0.49 0.69cd± 0.17 0.64e± 0.59 0.67c± 0.8 1.04b± 0.54 0.04c± 0.13

Table 4: Pearson’s correlation of Weed indices

Correlations

WCE WPI AMI WMI

WCE Pearson 

Correlation

1 -.770* -.949** -.961**

Sig. (2-tailed) .026 .000 .000

N 8 8 8 8

WPI Pearson 

Correlation

-.770* 1 .715* .694

Sig. (2-tailed) .026 .046 .056

N 8 8 8 8

AMI Pearson 

Correlation

-.949** .715* 1 .989**

Sig. (2-tailed) .000 .046 .000

N 8 8 8 8

WMI Pearson 

Correlation

-.961** .694 .989** 1

Sig. (2-tailed) .000 .056 .000

N 8 8 8 8

*. Correlation is significant at the 0.05 level (2-tailed).

**. Correlation is significant at the 0.01 level (2-tailed).
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(7.66 g) and dry weight (3.0 g) was reported in Hand weeding 

(20, 40 and 60 DAS) followed by Sorghum surface mulching 

@ 10 tonnes ha-1.

Weed Control efficiency (%) and Weed persistence index:

Table 3 revealed that at 30 DAS significantly highest WCE 

(72.8%) and lowest WPI (0.65) was observed in Field pea 

and Rabi sorghum intercropping (2:1) which was statistically 

at par with Sorghum water extract (1:10) in terms of WPI 

(0.68). At 60, 90 DAS significantly highest WCE (80.9%, 

56.9%) and lowest WPI (0.64, 0.67) was reported in hand 

weeding where three hand weeding at 20, 40 and 60 DAS 

was done which was followed by sorghum surface mulch 

with WCE 47.1,41.1% and WPI (0.70,0.81). 

Weed management index (WMI) and Agronomic 

management index (AMI): There was a significant effect 

of treatments observed in WMI and AMI. The highest WMI 

and AMI (1.32 and 0.33) were observed under field pea 

and sorghum intercropping whereas no significant effect 

was observed between Sorghum water extract (1:20) and 

sorghum stalk incorporation (6 Mg ha-1). The lowest WMI 

(1.04) and AMI (0.04) were observed under hand weeding 

plots which was followed by sorghum surface mulching. 

WCE and yield increase are inversely correlated with WMI 

and AMI. Higher WMI or AMI indicates lower WCE or/and 

relatively lower addition of yield due to treatment effect, 

whereas lowest values of WMI and AMI show greater WCE 

or/and comparatively higher addition of yield occurs due to 

treatment effect.

Correlation between WCE, WPI, WMI and AMI: From 

Table 4 of correlation, it is found that Weed control efficiency 

was negatively correlated with the weed persistence index, 

weed management index and agronomic management index. 

This indicated that higher WCE lowers the WMI, AMI and 

WPI.

Nutrient Content uptake by weeds and crop: Table 5 

summarizes and presents the data on N, P, and K uptake by 

weeds and crops as influenced by various weed management 

techniques. A review of the data showed that the weedy 

check plot had the greatest value of nitrogen uptake by 

weeds, whereas the treatments produced the lowest value. 

The different weed control methods caused a considerable 

variation in the nitrogen uptake by weeds. Under the weedy 

check, a much higher value of N depletion by weeds was 

reported (3.19%), which was comparable to that of sorghum 

water extract (1:20) and surface mulch (2.95% and 2.94%). 

Incorporation of sorghum stalks (2 Mg.ha-1) recorded 

the lowest (2.35%) of N. The weedy check had the highest 

P depletion by weeds (0.68%), whereas the Sorghum stalk 

incorporation (2 Mg.ha-1) had the lowest (0.25%). The P 

uptake by weeds over weedy check was significantly reduced 

upon adoption of the weed control option. The K (0.56%) 

depletion rate by weeds under Sorghum stalk integration 

(6 Mg.ha-1) was the lowest. The findings showed that 

different weed management treatments considerably reduced 

the quantity of potassium lost as compared to the weedy 

check (1.02%), which was comparable to the intercropping 

of field pea and rabi sorghum (2:1) with (0.98%). When

weed management was implemented, weeds’ uptake of 

potassium was significantly reduced compared to weedy 

check as represented in Figs. 2, 3. In the case of field peas 

significant variation was recorded in nutrient content among 

different weed management practices. The highest nitrogen 

content in the plant (3.67%) was recorded in Sorghum 

water extract (1:10) which was at par with hand weeding 

with 3.55% and the minimum nitrogen content in the plant 

(1.69%) was recorded in weedy check plots. Maximum 

P content in plants (0.65% and 0.63%) was recorded in 

Sorghum surface mulch, Sorghum water extract (1:20) 

and Sorghum stalk soil incorporation (4 Mg.ha-1) whereas 

minimum content of phosphorous (0.41%). Maximum K 

uptake (0.63%) was recorded in Sorghum water extract (1:20) 

Table 5: Nutrient content % (N, P, K) in plants and weed samples

Treatments Nitrogen 

content in 

plant (%)

Nitrogen 

content in 

weed (%)

Phosphorous 

content in 

plant (%)

Phosphorous 

content in 

weeds (%)

Potassium 

content in 

plant (%)

Potassium 

content in 

weed (%)

Weedy check 1.69e± 0.45 3.19a± 0.32 0.41b± 0.34 0.68a± 0.15 0.43b± 0.42 1.02a± 0.13

Sorghum surface mulch 3.08b± 0.62 2.95ab± 0.25 0.65a± 0.75 0.55ab± 0.41 0.60a± 0.66 0.64c± 0.41

Field pea and rabi sorghum intercropping (2:1) 2.94bc± 0.54 2.6b± 0.51 0.60a± 0.58 0.41b± 0.33 0.53ab± 0.31 0.98a± 0.33

Sorghum stalk soil incorporation (2 Mg.ha-1) 2.69c± 0.61 2.35c± 0.42 0.60a± 0.27 0.25c± 0.59 0.53ab± 0.27 0.80c± 0.59

Sorghum stalk soil incorporation (4 Mg.ha-1) 2.33d± 0.53 2.49bc± 0.47 0.63a± 0.41 0.43b± 0.16 0.56ab± 0.51 0.62c± 0.16

Sorghum stalk soil incorporation (6 Mg.ha-1) 3.00b± 0.60 2.88ab± 0.59 0.55ab± 0.52 0.44b± 0.66 0.60a± 0.85 0.56c± 0.66

Sorghum water extract (1:10) 3.67a± 0.28 2.77b± 0.43 0.54ab± 0.12 0.46b± 0.80 0.63a± 0.46 0.65c± 0.8

Sorghum water extract (1:20) 3.22ab± 0.34 2.94ab± 0.54 0.65a± 0.42 0.34bc± 0.44 0.48b± 0.50 0.83b± 0.4

Hand weeding (20, 40, 60 DAS) 3.55a± 0.73 2.5bc± 0.42 0.60a± 0.49 0.58ab± 0.17 0.56ab± 0.59 0.88b± 0.8



280 Prantick Patra et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

which was at par with Sorghum surface mulch and Sorghum 

stalk soil incorporation whereas the least K content (0.43%) 

was recorded in weedy check.

DISCUSSION

Effect of sorghum allelopathy on weed management: An 

environmentally friendly way to control weeds in field crops 

is to incorporate allelopathic crop residues. With a multitude 

of allelochemicals that inhibit weed growth, sorghum 

(Sorghum bicolor L.) is one of the possible allelopathic crops. 

Plant stems, leaves, and roots all contain allelochemicals. 

Additionally, different plant sections may have different 

allelopathic potentials (Khan et al. 2021, Farooq et al. 2020). 

Kristó et al. (2022) revealed that in sorghum plants, numerous 

vital secondary metabolites have been found, including 

polyphenols, alkaloids, flavonoids, and terpenoids. The 

phenolic acids found in sorghum include gallic acid, ferulic 

acid, syringic acid, coumaric acid, benzoic acid, and caffeic 

acid. According to our findings, adding sorghum stalk and 

water extract significantly increased the potential for weed 

suppression (Kumar et al. 2016). The field pea weed species’ 

fresh weight, dry weight, and weed density were all reduced 

to a maximum by this method. Motmainna et al. (2021) 

revealed that Phenolic substances, such as phenolic acids 

(Dhurrin, p-hydroxybenzaldehyde, sorgleone, vanillic acid, 

p-hydroxybenzoic acid, p-hydroxybenzaldehyde, p-coumaric 

acid, and ferulic acid), which have a variety of biological 

functions, including allelopathy, were released when this 

reduction occurred. Sahu et al. 2022 found that sorghum 

allelochemicals have an inhibitory effect on weeds with 

grassy and broad leaves. Using water extract from mature 

sorghum crop plants reduced weed density and biomass by 

35–49% when compared to the control group. In comparison 

to sorghum water extract treatments, sorghum residue 

treatments demonstrated the greatest weed suppression. By 

adding 2-4 Mg.ha−1 of sorghum to the soil, weed biomass 

was reduced by 40–50%. Shiv et al. 2023 revealed that the 
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addition of crop wastes has the potential to inhibit weeds and 

alter their frequency and distribution. The physical resistance 

of the sorghum residues integration or the chemicals released 

from them may have contributed to the growth inhibition of 

the dominant weed biota in this experiment. Allelo chemicals 

generated by various plant components are influenced by a 

multitude of parameters, including the crop family used, the 

amount and size of mulch applied, the rate of decomposition,

the moisture level, the soil’s texture, and the soil microbiota 

(Won et al. 2023). The amount of allelopathic products 

taken has a direct impact on the level of weed control. The 

overall amount of allelochemicals released and present in 

the mulch increases with the amount of plant material used, 

which results in a higher concentration of allelochemicals in 

the soil (Tibugari et al. 2021). In general, it was found that 

weed suppression increased with the amount of crop waste 

added. Ullah et al. (2022, 2020) found that in comparison 

to the weedy control, the integration of sorghum residue 

greatly decreased the density of weeds and increased the 

production of broad beans. Sorghum water extract applied 

topically decreased the weight and density of dry weeds

relative to the control. Selectivity and extract concentration 

are key factors in sorghum’s allelopathic activity. When 

allelochemical concentrations are low, they have stimulatory 

effects on weed growth and germination, but when they are 

higher, they demonstrate inhibitory effects Won et al. (2013), 

Meleta et al. (2024). The fact that allelochemicals function 

as herbicides in high concentrations and as hormones in low 

concentrations may account for the greater suppression of 

weeds with concentrated extract. The findings of Ullah et 

al. (2023) and Khamare et al. (2022), who observed that the 

inhibitory effect on germination indices increased as water 

extract content grew from 25 to 100%, are consistent with 

our observations. Our findings are consistent with those 

of Murimwa et al. (2022), Bailey-Elkin et al. (2021) who 

described a noteworthy reduction in the density of weeds 

using an allelopathic crop water extract. Allelochemicals 

were found to be present and efficacious in both materials 

based on the suppression of weed density observed with leaf 

and stem water extracts. According to Murimwa et al. (2022) 

and Georgieva 2021, foliar application of sorghum leaf and 

stem water extract significantly reduced the density of weeds. 

These results are consistent with their findings. Similarly, 

due to allelopathy (Georgieva 2021, Scavo & Mauromicale 

2021, Sharmili & Yasodha 2021) found that plant extract 

had a major impact on other plants’ growth. When sorghum 

was interplanted with maize, the weight of black pigweed, 

field bindweed, and Cyperus rotundus was minimal. The 

hydrophilic chemicals (phenolic acids and their aldehyde 

derivatives) and hydrophobic compounds (sorgleone and 

its analogs) present in the mixture dictate its potential to 

control weed growth. To assess allelopathic effects on weed 

and crop growth, sorghum residues are used as a mulch or 

integrated into the soil in place of sorgaab in another kind of 

study. Sorghum wastes in container studies can be pulverized 

or chopped and mixed into the soil (Alsaadawi et al. 2019, 

Scavo et al. 2019, Głąb et al. 2017). Using a disc plow, 

sorghum residues are integrated into the soil twice during 

field experiments. Additionally, several researchers have 

investigated how intercropping sorghum with a primary 

crop can reduce weeds due to its allelopathic properties 

(Georgieva et al. 2016, Singh et al. 2016).

Effect of sorghum allelopathy on yield attributes: 

Effective allelopathic weed management strategies increased 

field pea yield in our study by more than 34%. Jabran et 

al. (2015) stated that improved soil characteristics and less 

weed competition during the crucial stages of crop growth 

may be the reasons for this increase in the production of 

crops. Reducing weeds effectively also makes resources 

like light, moisture, nutrients, and yield more accessible. 

Increased soil moisture conservation, particularly throughout 

the experimental crop’s crucial growth stage (Ashraf & 

Akhlaq 2007). Along with contributing nutrients to crop

plants, fully decomposed residues in the soil also supply 

allelochemicals. Therefore, a plant with enough nutrients 

produces more pods overall, more seeds within each pod, 

and pods that fully develop (Cheema et al. 2007). Cheema

(2000a) found that applying sorghum residues as biological 

weed management may have contributed to the increase in 

pod count per plant, number of seeds per pod, pod length, 

and seed yield observed with sorghum stalk incorporation, 

mulching, and intercropping. This process aids in nitrogen 

mineralization and improves nitrogen availability in the 

rhizosphere. But later in crop growth, mineralization 

improved the obtainability of nitrogen, thus this constant 

supply of nitrogen provided test crops and subsequent 

crops with a constant source of nutrition (Farooq et al. 

2020). Because of the phenolic compounds present in the 

residues, the incorporation of sorghum residues improved 

the moisture retention, physical qualities, microbial activity, 

and physical hindrance of the residue (Won et al. 2013, 

Meleta et al. 2024, Georgieva 2021). Additionally, the 

presence of allelochemicals released from the residues 

reduced light penetration and suppressed weed growth. 

Ultimately, the incorporation of sorghum residues improved 

field pea profitability and seed yield (Farooq et al. 2020). 

In addition to improving nodulation and nitrogen fixation 

processes, as well as the physical, chemical, and nutritional 

statuses of field soils, the addition of sorghum residues 

had a positive impact on weed population and biomass 

reduction (Hetta et al. 2022, Abbas et al. 2021, Murimwa 

et al. 2022). Significant increases in grain output with hand 
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weeding and SWE spraying may be the result of reducing 

the density of weeds in these plots, which lessened resource 

competition and allowed more nutrients to get to the seed 

and photosynthesis to move to reproductive regions. These 

findings are consistent with studies by Scavo et al. (2019) and 

Alsaadawi et al. (2019) who observed increased grain yields 

following foliar application of allelopathic crop water extract. 

Effect of allelopathy on nutrient content: The main source 

of organic matter supplied to the soil is crop residues, which 

are also excellent suppliers of nutrients. They improve the 

soil’s ability to hold water and release nutrients. The primary 

advantage of residue incorporation is moisture retention 

(Meleta et al. 2024, Ullah et al. 2023, Georgieva 2021). It 

results from less water evaporating from the land and less 

runoff. One possible explanation for the increased nutrient 

buildup (particularly P and K) could be improved soil 

moisture retention. Increased soil moisture availability as a 

result of residue assimilation also suggested that the soil’s 

ability to store water had increased and that soil moisture was 

accessible to promote plant growth for longer periods. Field 

peas compete less with weeds for nutrients, such as nitrogen, 

phosphate, and potash, as well as other resources like space, 

light, and water, which are necessary in sufficient amounts 

for healthy growth and development. This could lead to a 

higher yield (Głąb et al. 2017).

CONCLUSIONS

Weed infestation can cause a 40–70% reduction in field 

pea yield. The allelopathy of the sorghum crop had a major 

effect on field pea yield and weeds. We found that different 

treatments of applying water extract and sorghum residue 

had variable levels of weed suppression. Allelopathic 

water extract, sorghum surface mulching, and sorghum soil 

inclusion are excellent methods for managing weeds in field 

pea. Additionally, by applying the experimental treatment 

dose, weed indices in field pea can be effectively improved. 

Nonetheless, the results indicate that when compared to other 

treatments, hand weeding and sorghum surface mulching 

had superior outcomes in terms of field pea output and 

weed management indices. Field pea yields increased, and 

profitability increased as a result of improved soil conditions 

and weed suppression. As a result, applying sorghum surface 

mulch at a rate of 10 tonnes per hectare proved to be a 

profitable and efficient substitute for the current field pea 

weed control advice, which calls for three-hand weeding at 

20, 40, and 60 DAS.
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      ABSTRACT

The study focused on extracting and purifying siderophore produced by Acinetobacter 

baumannii isolated from rhizospheric soil in Baghdad city and evaluating its bioactivity both 

independently and in combination with selected antibiotics. Bacterial identification was 

performed using CHROM agar, biochemical, and physiological tests, with confirmation via 

PCR amplification of the 16S rDNA housekeeping gene. The siderophore was extracted 

using ethyl acetate after culturing the bacteria in succinate broth and was purified through 

HPLC, detected at a wavelength of 403 nm. A total of 38 bacterial isolates were obtained 

from lower respiratory tract infections, including Escherichia coli, Klebsiella pneumoniae, 

Pseudomonas aeruginosa, Acinetobacter baumannii, Staphylococcus aureus, and Serratia 

marcescens. Antibiotic susceptibility testing with 13 antibiotics showed the highest resistance 

rates to ampicillin (65.7%) and ceftriaxone (63.1%), while the lowest resistance was observed 

with amikacin (15.7%). The synergistic activity of the siderophore combined with sub-MIC 

concentrations of ceftriaxone, ceftazidime, and gentamycin was tested against multidrug-

resistant (MDR) isolates. The most significant antibacterial activity was observed with the 

combination of siderophore and gentamycin against S. aureus, whereas a minimal effect was 

noted on A. baumannii. In conclusion, 38 bacterial isolates were successfully identified from 

lower respiratory tract infections. The combination of siderophore with gentamycin exhibited 

notable antibacterial activity against S. aureus but was ineffective against A. baumannii.

INTRODUCTION

Acinetobacter spp. are saprophytic organisms found in soil, 

water, wastewater, vegetables, and animal and human skin. 

They resist many antibiotics due to chromosome-mediated 

genetic elements and can persist on surfaces and medical 

devices in hospitals for long periods(Asif et al. 2018). 

Microorganisms and plants produce low molecular weight 

(500–1000 Daltons) iron chelators called siderophores to 

enhance iron acquisition from the soil, especially under 

iron-limited conditions. These siderophores selectively bind 

iron (III) with high affinity(Lis et al. 2015). Siderophores 

are high-affinity iron chelator proteins that compete with 

host cells for iron (Chan & Burrows 2023). Iron acquisition 

mechanisms are crucial virulence factors for bacterial 

pathogens, including A. baumannii, enabling their survival 

in hosts. Iron is an essential nutrient for nearly every life on 

earth(Ilbert &Bonnefoy 2013, Artuso et al. 2023).

Siderophores can be employed as a “Trojan Horse 

Strategy” in the medical profession, forming a complex with 

antibiotics and delivering them to the appropriate places, 

notably in antibiotic-resistant bacteria (Prabhakar 2020, 

Cheng et al. 2024).

Biofilms are one of the primaries that cause lower 

respiratory tract infections that may particularly complicate 

the treatment and are one of the foremost causes of death 

in developing countries worldwide. Patients with chronic 

respiratory diseases are at a higher risk of such infections and 

are one of the main causes of morbidity and mortality rate 

in this group, besides, respiratory infections can also impact 

economies because they can lead to increasing in treatment 

costs (Smith et al. 2019, Perry & Tan 2023).

This study aims to extract and purify siderophores 

produced from Acinetobacter baumannii and investigate the 

activity of synergism against some antibiotics and its action 

as an antibacterial agent on pathogenic bacteria.  

MATERIALS AND METHODS

Isolation and Identification of A. baumannii

The soil samples were taken from the wetland rhizosphere 

region from the plant to isolate A. baumannii isolates. Soil 

sample culturing on (CHROM agar) in a selective media for 

A .baumannii and then were subjected to numerous cultural, 

and biochemical tests and vitek2 using PCR. All earlier 
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diagnosed isolates underwent DNA extraction using the ABIO 

pure TM kit (Alliance Bio, USA). The concentration and 

purity of the extracted DNA were measured with a Nanodrop. 

The samples were further confirmed by diagnosing with the 

housekeeping gene 16S rDNA(Tawfeeqet al.2023) (Table 1). 

The bacterial isolates were cultured overnight in a nutrient 

broth medium, then subjected to DNA extraction,

Screening for Siderophore Produced from  

A. baumannii Isolates

Chrome Azurol S (CAS) agar assay was used to detect the 

siderophore producer from A. baumannii isolates. According 

to the modified method of Srimathi & Suji (2018), the isolates 

were streaked on CAS agar and incubated at 30ºC for 48 

hours. The isolate is considered a siderophore producer when 

bacterial growth can grow and change the medium blue color 

to green or yellow, indicating a positive result. 

Antibiotic Susceptibility Test (AST)

Antibiotic sensitivity of all lower respiratory tract infection 

isolates was tested using the agar disc diffusion method (Kirby-

Bauer method) against 13 different antibiotics(Ampicillin, 

Ceftriaxone, Ceftazidime, AmoxillinCalvunic acid, 

Gentamicin, Ciprofloxacin, Cefotaxime, Nitrofurantion, 

Norfloxacin, Cefepime, Levolfloxacn, Cefazolin, Amikacin). 

The results obtained were justified according to (Weinstein 

& Lewis2020).

Extraction of Siderophore

The Siderophore produced by an isolate of Acinetobacter 

baumannii was precultured at 28ºC for 12 hours in succinate 

liquid broth and incubated in a rotary shaker for 4 days at 

110rpm, then siderophore was extracted by centrifuging at 

12000rpm for 10min. The supernatant was acidified with 

pH 2 and was mixed with ethyl acetate. Using a reparatory 

funnel, the upper layer was collected which represents the 

crude siderophore, then dried in a desiccated vacuum at 

40°C and then dissolved in 1mL of methanol as explained 

by (Taher 2016).

Purification of Siderophore

The extracted siderophore was analyzed by HPLC using a C18 

reverse-phase column with methanol:water (8:2 v/v) mobile 

phase. The sample was injected at a flow rate of 1 mL/min at 

25°C and detected at 403nm. Preparatory separation used the 

same mobile phase, and retention times (RT) of peaks with 

similar heights were analyzed.

Synergistic Effect Between Purified Siderophore with 

Some Antibiotics

The Minimum Inhibition Concentration (MIC) of three 

antibiotics—ceftriaxone, ceftazidime, and gentamycin—

was determined. Overnight cultures of Staphylococcus 

aureus, Escherichia coli, Acinetobacter baumannii, Serratia

marcescens, and Klebsiella pneumoniae were inoculated into 

nutrient broth (N.B) in 96-well microtitration plates. Serial 

dilutions of the antibiotic solutions were added to each well, 

with each isolate at approximately 1.5 × 10⁸ CFU/mL. The 

plates were then incubated at 37°C for 24 hours.

The antibacterial activity of purified siderophore in

combination with sub-MIC of antibiotics was also carried 

out by mixing 50µL of sub-MIC of antibiotics with 50µL of 

purified siderophore. The agar well diffusion method was 

applied by spreading each isolate on the surface of Muller 

Hinton Agar and using a cork borer to make 3 wells and loaded 

with 100µLof (50µL sub-MIC of antibiotic + 50µL purified 

siderophore) and second loaded with 100µL of sub-MIC of 

antibiotic alone and the last was control filled with D.W.

RESULTS

Conventional PCR was employed to detect the housekeeping 

16S rRNA gene to identify A. baumannii species. The PCR-

amplified fragments were 242 bp, Fig. 1.

The method used CAS agar for detecting the production 

of siderophore was also carried out as shown in Fig. 2.

Extraction and purification of siderophore from A. 

baumannii were also carried out using HPLC Chromatogram 

for siderophore purification C-18 column (250mm×4.6mm, 

5; flow rate:1 mL/min at µm) 25℃; detection wavelength: 

403nm; methanol: water (8:2 v/v).

Figs. 4, 5 and 6 show the Antibiotic Susceptibility Test 

(AST) indicating the resistance percentage of bacteria against 

different antibiotics.

Combination Effectiveness of Siderophore with some 

Antibiotics

The combination of antibiotics with siderophore was 

Table 1: Primer sequences used in molecular detection of A. baumannii isolated from soil.

Gene name Primer name Sequence 5’→3’ size Annealing Temperature Reference

16s rRNA F TTTAAGCGAGGAGGAGG 242bp, 56°C, (Sepahvandet al. 2017)

R ATTCTACCATCCTCTCCC

F = Forward              R= Reverse
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determined against some test bacteria causing lower 

respiratory tract infections. MIC was determined to 3 

antibiotics (Gentamicin, Ceftazidime and Ceftriaxone) 

and the results were explainable according to clinical 

laboratory standard institutes (CLSI, 2022) (Tables  

2 & 3). 

DISCUSSION

Isolation and Identification of A.baumanniiIsolates

Soil sample culturing on (CHROM agar) selective media for 

A. baumannii isolates were able to grow on CHROM agar and 

were suspected to be belonging to the genus Acinetobacter, 

Fig. 1: PCR for 16s rRNA gene (amplified sizes were 242bp).

Fig. 2: CAS agar assay for siderophore detection.

Fig. 3: HPLC Chromatogram flowchart for siderophore purification.
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Fig. 4: The resistance percentage of P. aeruginosa, K. pneumonia, A. baumannii and S. aureus against different antibiotics.

Fig. 5: The resistance percentage of S. pyogenes, E. faecalis, E. coli and S. marscenes against different antibiotics.

Fig. 6: The resistance percentage of  S.  fiaria, K.oxytoca, E. cloacae, E. aerogenes and B. cepacian against different antibiotics.
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confrontation to beta-lactams (Ampicillin, Amoxicillin, 

Ceftazidime, Ceftriaxone, and Cefepime), this could 

be related to the hyperproduction of beta-lactamase 

through the genes of resistance and mutational processes, 

while the resistance against non-beta lactam antibiotics 

(Figs. 4, 5 and 6). The results recorded that 33.3% and 16.6% 

of isolates were resistant to aminoglycoside (gentamycin and 

amikacin, respectively) this may be due to the inactivation 

of aminoglycosides by resistant P. aeruginosa isolates 

involving their modification by enzymes that phosphorylate, 

acetylate, or adenylate these antimicrobials and enzymes 

are frequent determinants of aminoglycoside resistance 

in P. aeruginosa. Resistance of Pseudomonas aeruginosa

isolates to cephalosporins was 66.6% (Cefotaxime) this is 

often associated with stable synthesis of the chromosomal 

beta-lactamase that robustly hydrolyzes cephalosporins 

(Barnes et al. 2018).

According to beta-lactam resistance by A. baumannii

(each of Ampicillin 75% Amoxicillin and Ceftazidime 

were 50%, ceftriaxone 100%, and Cefepime was 50%), 

Acinetobacter spp. display multidrug confrontation via the 

creation of β-lactamases, changes in external membrane 

proteins and penicillin-binding proteins, and increased 

activity of efflux pumps (Cerqueira et al. 2011).In K. 

pneumoniae, the results show higher resistance for each of 

Ampicillin 84.6% and Ceftriaxone 53.8%, The production of 

β-lactamases, particularly extended-spectrum β-lactamases 

and AmpC β-lactamases, is a major drug resistance 

mechanism in K. pneumoniae, making these isolates 

resistant to broad-spectrum cephalosporins and β-lactam/β-

lactamase inhibitors(Ali 2008).In A. baumannii, resistance to 

aminoglycosides is often due to aminoglycoside-modifying 

enzymes, with genes for these enzymes commonly located 

on mobile elements like plasmids and transposes, facilitating 

their transfer among the A. baumannii inhabitants (Lin et 

al. 2013).

The resistant to Beta-lactam (Amoxicillin, Ampicillin, 

Ceftazidime, Ceftriaxone, and Cefepime) Staphylococci are 

resistant to beta-lactam antibiotics through two different 

mechanisms. One is the creation of beta-lactamases, which 

are hydrolytic enzymes that eliminate beta-lactams. The 

other is the expression of the beta-lactam antibiotic-resistant 

penicillin-binding protein 2a. Resistance of S. aureus strains 

to cephalosporins was 100% (Cefotaxime) this is often 

associated with the widely used of Cephalosporins for 

the treatment of staphylococcal infections. The resistance 

mechanisms to quinolones in Staphylococcus aureus

(Levofloxacin, Ciprofloxacin, and Norfloxacin), may be 

due to mutations in the genes encoding target enzymes, the 

expression of the efflux pump, fluoroquinolones inhibit 

then subjected to numerous cultural, biochemical tests and 

vitek2  finely using PCR  for confirming the identification. 

The PCR is a more reliable method for diagnosing A. 

baumannii in laboratories than Chromogenic media and 

other methods used, the result appeared only one isolate was 

diagnosed as A. baumannii, which is used in the production 

of siderophore.  The genotypic detection of A. baumannii 

on agarose gel electrophoresis of 16srRNA shows positive 

results with 242bp bands for 16s rRNA, line 3-6: negative 

result, line 7: negative control. UV light was used to visualize 

the DNA bands (Fig. 1).

Detection of Siderophores CAS Agar Medium

By changing the color of colonies into orange or yellow after 

the incubation period due to the removal of iron Fe from the 

dye which indicated the + ability of A. baumannii isolates 

for siderophore production. It is a colorimetric method by 

changing the color of colonies into orange or yellow after 

the incubation period due to the removal of iron Fe from the 

dye which indicates the + ability of isolates .A. baumannii 

for siderophore production.

Extraction and Purification of Siderophore from  

A. baumannii

The peaks obtained in retention times RT between 14 to 20 

minutes belong to siderophore (Fig. 3). These results agree 

with Tank et al. (2012). When using the same condition 

and solvent obtained peaks at RT 14.9, 16.9, and 18.4 min 

at wavelength 403 using Data. RT allowed dissemination 

between siderophore and different peptide chains produced 

by bacterial species.  

Antibiotic Susceptibility Test (AST)

The clinical isolates of P. aeruginosa were highly 

Table 2: The Value of MIC (µg/mL) for antibiotics against pathogenic 

bacteria isolates.

Bacterial isolates MIC value (µg/mL)

GN CAZ CTX

S. aureus 16 16 64

K. pneumonia 16 32 128

A. baumannii 16 16 128

Table 3: Inhibition zone (mm) of the synergistic effect of antibiotic with 

siderophore antibacterial against tested bacteria.

Synergistic 

antibiotic with 

siderophore

Inhibition zone (mm)

S. aureus K. pneumoniae A. baumannii

Gentamicin 25 20 20

Ceftriaxone 28 15 15

Ceftazidime 24 24 18
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altered enzymes, and cefotaxime has a broader spectrum 

compared to ampicillin. Cefotaxime is often used alone, 

offering the benefits of fewer line entries and potentially 

lower toxicity.

Combination Effectiveness of Siderophore with some 

Antibiotics

The bacteria are regarded to be sensitive when the MIC value 

is less than the cut-off value as depicted by Kowalska et al. 

(2017). The results shown in Table 2 indicate that test isolates 

were highly resistant as they could grow in concentrations 

higher than the premium value for certain antibiotics. To 

determine the synergism effects of siderophore produced 

from the isolate of A. baumannii with sub-MIC of the 

antibiotics, the results in Table 3 declared the combination 

effects of siderophore with sub-MIC of gentamycin on 

S. aureus the inhibition zone was 25mm, K. pneumoniae 

and A. baumannii the inhibition zone was 20mm, then the 

combination of Ceftazidime with siderophore on S. aureus 

and K. pneumoniae inhibition zone was 24, A. baumannii 

the inhibition zone was 18mm, while the Ceftriaxone with 

siderophore gave 15 on K. pneumonia and A. baumannii 

25mm. Whereas the inhibition zone gave 28 on S. aureus. 

The capacity of bacteria to acquire antibiotic resistance 

complicates the treatment of a wide range of bacterial 

infections. The ‘Trojan horse’ technique is one method 

for combating permeability-mediated drug resistance. The 

Trojan horse concept is the use of a bacterial iron absorption 

system to enter and kill bacteria after building complexes 

with antibiotics, as well as facilitating the selective delivery 

of drugs to antibiotic-resistant bacteria cells (Fan& Fang 

2021).

Specific siderophore receptors identify the siderophore-

antibiotic combination, which is then actively related across 

the external membrane. The goal of such an approach is to 

make it easier for present use or future antibiotics to enter 

bacterial cells, by increasing their activity or making them 

active against a wider variety of infections. It has been 

noticed that siderophore-drug conjugates allow for the 

development of medicines with enhanced cell transport 

and lower resistance rates Nguyen et al. (2020) concluded 

in their research that the combination of siderophore and 

cephalosporin antibiotics exhibited potent action against 

various MDR strains of E. coli, K. pneumoniae, and 

Acinetobacter spp. When coupled with antibiotics, Braun 

et al. (2009)found that Danomycins and salmycins, natural 

siderophore–antibiotic conjugates produced by Streptomycin, 

might decrease protein synthesis in Gram-positive bacteria, 

particularly staphylococci, and streptococci. Furthermore, 

various researchers and pharmaceutical companies 

have produced siderophore-antibiotic hybrids known as 

cefiderocol, which has advanced to clinical trials in terms of 

antibacterial activity against Gram-negative species).

CONCLUSIONS

Acinetobacter baumannii, derived from the rhizospheric soil 

was prepared successfully. The Isolation and purification 

were carried out via HPLC. Thirty-eight bacterial isolates 

were obtained successfully from injuries in the lower 

respiratory tract. The mixed siderophore with gentamycin 

shows a significant effect on S. aureus, while it does not 

affect A. baumannii.  
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MDR Multi-drug resistance
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solution
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N.B Nutrient broth

D.W Distilled water

GN Gentamicin
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      ABSTRACT

This research explores the effectiveness of ZnO and Ag-doped ZnO photocatalysts in 

degrading organic pollutants, specifically focusing on phenol removal in wastewater 

treatment. The catalysts were synthesized using sol-gel and precipitation methods and 

characterized through XRD, SEM, and EDX analyses. The study assessed the degradation 

efficiency of phenol under various conditions, including different catalyst dosages, irradiation 

times, and initial phenol concentrations. UV-vis spectroscopy was used to measure 

degradation efficiency, revealing significant differences between the two catalysts. Ag-

doped ZnO showed superior performance, achieving degradation efficiencies of over 90%, 

compared to ZnO’s 60-70%. Statistical analyses, including ANOVA and Response Surface 

Methodology (RSM), identified key factors influencing degradation efficiency. The enhanced 

performance of Ag-doped ZnO was attributed to its narrower band gap energy and improved 

irradiation responsiveness. These findings indicate that Ag-doped ZnO is a promising 

candidate for efficient and sustainable wastewater treatment, offering a robust solution 

for removing organic impurities and supporting environmental preservation. This research 

provides valuable insights into advanced photocatalytic processes and sets the stage for 

future wastewater treatment innovations.

INTRODUCTION

Wastewater treatment has emerged as a critical concern 

in the face of escalating environmental challenges, 

particularly within industries such as textiles, cement, and 

dye manufacturing. The release of wastewater from these 

sectors contributes significantly to the contamination of 

natural water bodies, posing serious threats to ecosystems and 

public health. In response, there has been a growing emphasis 

on harnessing advanced materials for effective wastewater 

treatment. In light of these advancements, this study seeks 

to explore the potential of ZnO and silver-doped zinc oxide 

as photo-catalytic agents for wastewater treatment using a 

continuous method. In the study, the authors describe the 

utilization of ZnO and silver-doped ZnO as photocatalysts 

for wastewater treatment through a continuous method. This 

implies that the application of these catalysts is not limited 

to treating specific volumes of wastewater in batches but 

is designed to handle a continuous inflow of wastewater, 

making the treatment process more consistent and potentially 

more suitable for industrial applications with continuous 

wastewater discharge. Continuous methods are often favored 

for their efficiency and the ability to handle large-scale and 

ongoing wastewater treatment needs. By evaluating their 

respective photocatalytic efficiencies, this research aims to 

contribute to the development of efficient and sustainable 

solutions for mitigating wastewater pollution in critical 

industries.

Zinc oxide (ZnO) nanoparticles have demonstrated 

remarkable photo-catalytic activity in wastewater treatment. 

Under UV irradiation, ZnO nanoparticles generate electron-

hole pairs, which initiate redox reactions that degrade 

various organic pollutants present in wastewater (Dove et 

al. 2023). The large surface area and high reactivity of ZnO 

nanoparticles contribute to their effective pollutant removal 

capabilities (Goodarzi et al. 2023). Zinc oxide potential in 

wastewater treatment has spurred research into optimizing 

its synthesis methods and enhancing its photo-catalytic 

efficiency.

Zinc oxide (ZnO) and its derivatives have garnered 

considerable attention due to their exceptional photo-catalytic 

properties. These properties arise from ZnO’s wide band gap, 

enabling it to efficiently harness solar energy for the catalytic 

degradation of organic pollutants in wastewater (Smith et 

al. 2018). The zinc oxide band gap width, recorded at 3.10 
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eV, positions it as a promising candidate for photocatalysis 

(Mohamed et al. 2023). Furthermore, researchers have 

sought to enhance its photo-catalytic activity by doping 

ZnO with various elements. Among these elements, silver 

(Ag) doping has demonstrated considerable potential in 

enhancing the photo-catalytic efficiency of ZnO. Silver-

doped zinc oxide shows a narrower band gap width of 2.40 

eV (Janani et al. 2023). This reduced band gap width enables 

Ag-doped ZnO to effectively harness a broader range of 

wavelengths, thereby enhancing its ability to degrade organic 

contaminants in wastewater. The shift in the wavelength 

absorption spectrum, with Ag-doping causing an increase 

in the absorption wavelength to 326 nm (Williams et al. 

2020), holds significant promise for improving the overall 

efficiency of wastewater treatment processes.

The incorporation of silver (Ag) into ZnO nanoparticles 

introduces additional functionalities, particularly antibacterial 

activity. Ag ions released from Ag-doped ZnO nanoparticles 

exhibit strong bactericidal effects, inhibiting the growth 

of pathogenic microorganisms in wastewater (Dove 

et al. 2023). This dual functionality of Ag-doped ZnO 

nanoparticles, combining photocatalytic degradation and 

antibacterial action, presents a comprehensive solution for 

wastewater treatment (Wang et al. 2017). Recent studies 

have investigated the synthesis and application of zinc oxide 

and silver-doped zinc oxide nanoparticles in wastewater 

treatment. Zinc oxide nanoparticles were prepared by the 

sol-gel method (Raj et al. 2022) and reported the efficient 

deprivation of organic pollutants using UV light. Ag-doped 

ZnO nanoparticles demonstrated enhanced antibacterial 

activity against Escherichia coli, showcasing their potential 

for microbial disinfection (Li et al. 2020). Tannery and 

dye wastewater contain a mixture of chemicals used in 

different processes. When these chemicals interact and 

undergo various treatment processes, lead to the formation 

of phenol and other phenolic compounds as waste products 

(Meenachi & Kandasamy 2019). The objective of this study 

is to assess the suitability of ZnO and silver-doped ZnO 

as photocatalysts for continuous wastewater treatment, 

specifically in industries such as textiles, tannery, and dyeing. 

The investigation includes characterizations through XRD, 

SEM, and EDX, offering insights into the morphological 

changes induced by silver doping. Additionally, the 

study explores the application of these photocatalysts in a 

continuous process for wastewater treatment, contributing 

to the existing body of knowledge in the field.

MATERIALS AND METHODS

Photocatalysis with mild conditions, a simple and continuous 

process can degrade the organic pollutants in wastewater into 

water and other small molecules or reduce them to harmless 

substances.

Preparation of Photo Catalyst

Preparation of ZnO photocatalyst: The synthesis of the 

zinc oxide nanostructure was conducted through the sol-

gel method. This involved weighing and dissolving zinc 

acetate di-hydrate and sodium hydroxide (in a 1:4 ratio) 

with continuous rousing for approximately five minutes for 

each component (Figs. 1a & 2). Subsequently, the sodium 

hydroxide solution was gradually introduced into the zinc 

acetate solution under constant stirring, resulting in the for-

mation of a white precipitate when combined with 100 mL 

of ethanol (Fig. 1b).

Synthesis of silver-doped zinc oxide photocatalyst: The 

synthesis of silver-doped zinc oxide photocatalysts was 

accomplished using the precipitation method, employing 

varying doping concentrations of 0.25%, 0.50%, 0.75%, and 

1%. The initial step involved preparing a 0.3M solution of 

 

Fig. 1:  a) Stirred solution of Ag-doped ZnO. b) Silver-doped zinc oxide photocatalyst powder.
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zinc acetate by dissolving 11 g of zinc acetate in 200 mL of 

distilled water. Subsequently, a solution containing 0.025 g 

of silver nitrate (AgNO3) was introduced into the mixture 

while continuously stirring for 30 minutes (Fig. 1a).

To this amalgamation, a solution composed of 6 g of 

sodium hydroxide dissolved in 200 mL of distilled water was 

meticulously added drop by drop, all the while maintaining 

an intense stirring process lasting for about 4 hours. After 

this phase, the resultant precipitate was isolated using 

centrifugation, subjected to thorough washing with distilled 

water, and then suspended in ethanol for 2 hours. After 

yet another round of centrifugation, the resultant products 

underwent oven-drying at a temperature of 75°C, followed by 

an annealing process carried out at 500°C (refer to Fig. 1b)

Photocatalytic Reactor Setup

The photocatalytic reactor setup plays a pivotal role in 

advancing wastewater treatment processes through the 

utilization of photocatalytic nanomaterials (Fig. 2). This 

innovative technology harnesses the power of light-activated 

catalysts to degrade organic pollutants and disinfect water 

sources effectively. The reactor system typically comprises a 

reaction chamber, light source, and catalyst support, creating 

an environment conducive to photocatalytic reactions.

To ensure efficient pollutant removal, optimal reactor 

design, light intensity, and catalyst loading are essential 

considerations (Li et al. 2020). Additionally, advanced 

reactor configurations, such as immobilized catalysts on 

various substrates and the use of light filters, enhance reaction 

efficiency (Zhang et al. 2015). The integration of monitoring 

and control systems ensures real-time assessment of reaction 

progress, promoting the development of sustainable and 

energy-efficient wastewater treatment solutions (Kim et 

al. 2017). 

The samples that underwent the photocatalytic reaction 

were subjected to absorbance testing using a UV-visible 

spectrometer (Smith et al. 2019). This analytical technique 

enables the measurement of absorbance changes in the 

samples, providing insights into the degradation of phenol 

in wastewater. By comparing the absorbance readings before 

and after the photocatalytic treatment, the degradation 

efficiency of phenol can be accurately calculated. This 

method offers a quantitative assessment of the extent to 

which the photo-catalytic process effectively breaks down 

the phenolic compounds present in the wastewater, shedding 

light on the efficacy of the treatment strategy.

The photocatalytic degradation of phenol typically 

involves the generation of highly reactive oxygen species 

(ROS), such as hydroxyl radicals (*OH) and superoxide 

radicals (*O2-), in the presence of a photo-catalyst like 

ZnO or Ag-doped ZnO. These ROS then react with phenol 

molecules, breaking them down into simpler and less harmful 

byproducts. Here’s a simplified representation of the possible 

reactions Eq. (1-4):

Hydroxyl Radical Attack: 

 *OH + Phenol → Hydroxylated Phenol Products …(1)

Superoxide Radical Attack: 

 *O2- + Phenol → Radical Products …(2)

Reaction with Photogenerated Holes (h+):

 h+ + Phenol → Phenol Cation Radical  …(3)

Further Reactions: 

 Phenol Cation Radical → Breakdown Products  …(4)

These reactions were highly complex and may result in 

a variety of intermediate products and pathways. The exact 

degradation products will depend on the specific conditions 

and catalyst used. It’s important to note that the primary goal 

of photo-catalytic degradation is to convert the toxic phenolic 

compounds into less harmful substances or completely 

mineralize them into CO2 and H2O.

Photocatalyst Characterization

The Ag-doped ZnO photocatalysts, synthesized for this study, 

were subjected to a thorough analysis using techniques such 

as X-ray Diffraction (XRD), Scanning Electron Microscopy 

(SEM), and Energy-Dispersive X-ray Spectroscopy 

(EDX).

Field emission scanning electron microscopy: Silver-

doped zinc oxide nanoparticle surface morphology was 

analyzed by FESEM analysis, as shown in the accompanying 

 

Fig. 2: Photocatalytic reactor setup.
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image. The obtained FESEM images distinctly illustrate the 

formation of Ag-doped ZnO nanoparticles that exhibit uniform 

distribution and homogeneity. Notably, the increase in silver 

doping leads to a reduction in the average grain size, indicative 

of minimal particle aggregation during the preparation process. 

The introduction of Ag alters the morphology from nanorods 

to spherical nanoparticles, a transformation potentially 

attributed to the effects of Ag-doping on the morphological 

characteristics (Smith et al. 2020). The findings from the 

SEM analysis depict zinc oxide nanoparticles with a spherical 

morphology, exhibiting a particle size distribution spanning 

from 15 to 35 nm (refer to Fig. 3).

XRD analysis: The crystallographic structure was determined 

using XRD analysis to identify the phases present in the 

nanopowder. The obtained XRD results depict distinctive 

patterns of Ag-doped ZnO nanoparticles across various 

profiles of peak intensity and diffraction angles (2θ), reflecting 

the diffraction behavior of Ag-doped ZnO nanoparticles.

The XRD analysis encompassed a fraction angle range 

of 20° to 80°. The depicted figure showcases well-defined 

sharp peaks, affirming the hexagonal crystalline nature 

of Ag-doped ZnO nanoparticles (Smith et al. 2019). The 

synthesized Ag-doped ZnO nanoparticles exhibited a singular 

phase with discernible diffraction peaks that corresponded to 

established data. Notably, the most prominent peak occurred 

at an angle of 37.15°, confirming the compound’s identity 

as Ag-doped ZnO nanoparticles (Fig. 4).

EDX analysis of Ag-ZnO catalyst: Energy Dispersive 

X-ray (EDX) microanalysis serves as a valuable tool for 

determining the elemental composition of specimens.  

EDX emerges as a prominent method for characterizing 

nanoparticles through SEM measurements. In this approach, 

nanoparticles are activated and analyzed using an EDS X-ray 

spectrophotometer, commonly integrated into contemporary 

SEM setups (Johnson et al. 2020). Through this technique, 

the elemental composition of the analyzed specimen 

is effectively revealed. The process of activation for 

nanoparticles in this context typically involves exposure 

to an external stimulus or energy source. In photocatalysis, 

such as the case of ZnO and Ag-doped ZnO nanoparticles, 

Fig. 3: FESEM image of silver-doped zinc oxide photocatalyst.

 

Fig. 4: Spinner stage of Ag-doped ZnO nano particles.
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Decolorization Efficiency

The efficiency of decolorization can be quantified using 

a mathematical formula that utilizes absorbance values 

obtained from UV-visible spectrometry.𝐷𝐷𝐷𝐷 =
(𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐼𝐼𝐼𝐼𝑎𝑎𝑎𝑎 − 𝐹𝐹𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐼𝐼𝐼𝐼𝑎𝑎𝑎𝑎) × 100

Initial absorbance
 

RESULTS AND DISCUSSION

The absorbance of the photo-catalyzed solution was 

indomitable by UV-Visible spectrometer and the degradation 

efficiency of phenol was calculated using the formula

mentioned above. To analyze the final absorbance, employed 

Response Surface Methodology (RSM), which generated 

various graphical representations, including predicted versus 

actual, 2D contour, and 3D plots.

The results presented in the dataset (Table 1) highlight 

the process efficiency of photocatalytic degradation based 

on various experimental parameters, including dosage, 

irradiation time, and initial concentration. The degradation 

efficiency was evaluated in terms of the final absorbance and 

percentage degradation.Upon analyzing the dataset, several 

observations can be made regarding the influence of different 

parameters on the degradation efficiency. A higher dosage 

(1g) resulted in a degradation efficiency of 73.72%, while 

a dosage of 0.6g showed an improvement in degradation 

efficiency to 76.4%. This suggests that a moderate dosage 

can lead to better degradation outcomes. For instance, with 

a dosage of 1 g, a longer irradiation time (2 hours) led to a 

slightly decreased degradation efficiency (75.5%) compared 

to the shorter irradiation time (1.5 hours) (73.72%). This 

activation commonly occurs through exposure to light, 

specifically ultraviolet (UV) light.

The activation process involves the absorption of photons 

by the nanoparticles, which excites electrons from the valence 

band to the conduction band, creating electron-hole pairs. 

These highly reactive electron-hole pairs then participate in 

redox reactions with adsorbed species on the nanoparticle 

surface, leading to the degradation of organic pollutants 

in the surrounding environment. In our investigation, we 

applied this technique to confirm the silver doping of  

ZnO.

The EDX results for silver-doped zinc oxide nanoparticles 

reveal the elemental composition of the synthesized 

nanoparticles, providing insights into the successful 

incorporation of silver into the zinc oxide matrix. The EDX 

analysis confirms the presence of both zinc (72.01%) and 

oxygen (27.95%) as well as the additional presence of silver 

(0.04%) within the nanoparticles, confirming the effective 

doping process. The EDX spectrum, as depicted in Fig. 6, 

indicates the presence of silver, zinc, and oxygen within 

the sample. The distinct peaks observed in the spectrum 

unequivocally indicate the purity of the silver, zinc, and 

oxygen metals. ZnO boasts a band gap wide of 3.10 eV 

(Meenachi & Kandasamy 2023), while silver-doped zinc 

oxide exhibits a narrower band gap of 2.40 eV. This distinct 

difference in band gap widths holds significance for effective 

wastewater treatment. A reduced band gap width leads to an 

extended wavelength range for the photocatalyst, thereby 

enhancing the degradation rate in wastewater treatment. 

Specifically, ZnO possesses a wavelength of 310 nm, 

whereas Ag-doped ZnO exhibits a wavelength of 326 nm 

(Fig. 5).

 

Fig. 5: EDX analysis of Ag-doped ZnO photocatalyst.
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could indicate that there might be an optimal irradiation 

duration beyond which the degradation efficiency plateaus. 

With a constant dosage and irradiation time, a lower initial 

concentration (10 ppm) led to higher degradation efficiencies 

(78.7% and 79.5%, respectively) compared to a higher 

initial concentration (50 ppm) resulting in lower degradation 

efficiency (67.9%). However, slight variations in the process 

conditions still result in different degradation efficiencies 

(71.04%, 71%, and 70.72%, respectively). This underscores 

the significance of subtle changes in experimental conditions. 

The dosage of 0.2 g, irradiation time of 1 hour, and initial 

concentration of 30 ppm yielded the highest degradation 

efficiency of 81.76%. This combination of parameters 

indicates a potential optimal setup for maximizing the 

degradation process.

The “Model” represents the overall relationship between 

the factors (A-Dosage, B-Irradiation time, C-concentration) 

and the response variable (Table 2). The low p-value (<0.0001) 

indicates that the model is statistically significant, meaning 

that at least one of the factors has a significant impact on the 

response variable for the degradation efficiency of phenolic 

groups. Factors A, B and C, which represent the dosage of 

a certain variable, are statistically significant in influencing 

the response variable for degradation efficiency. The low 

p-value (<0.0001) indicates that the concentration factor 

has a significant impact on the degradation efficiency. The 

“Residual” represents the variation in the response variable 

that is not explained by the factors in the model. In summary, 

the ANOVA results indicate that the quadratic model is 

significant, and factors A (Dosage) and C (Concentration) 

have a significant impact on the degradation efficiency of 

phenolic groups. Factor B (Irradiation Time) does not show 

a significant impact in this specific analysis. The relatively 

large F-values and low p-values for the significant factors 

Table 1: Response surface methodology for treated wastewater using ZnO photocatalyst.

S.No. Dosage Irradiation Concentration Final Absorbance Degradation

1. 1 1.5 50 0.657 73.72

2. 0.6 2 50 0.589 76.4

3. 1 1.5 10 0.532 78.7

4. 0.2 1.5 10 0.511 79.5

5. 1 2 30 0.612 75.5

6. 0.6 2 10 0.495 80.2

7. 0.6 1.5 30 0.724 71.04

8. 1 1 30 0.676 72.96

9. 0.6 1.5 30 0.724 71

10. 0.6 1 50 0.765 69.4

11. 0.6 1.5 30 0.724 71

12. 0.2 1 30 0.456 81.76

13. 0.6 1.5 30 0.724 71.04

14. 0.6 1 10 0.622 75.1

15. 0.6 1.5 30 0.732 70.72

16. 0.2 2 30 0.781 68.6

17. 0.2 1.5 50 0.812 67.9

Table 2: ANOVA results of treated wastewater using ZnO photocatalyst.

Source Sum of Squares df Mean Square F-Value P-Value Prob >F

Model 0.85 9 0.094 915.44 <0.0001

A-Dosage 0.049 1 0.049 470.8 <0.0001

B-Irradiation time 2.10 1 2.10 2.04 0.1967

C-concentration 0.15 1 0.15 1465.5 <0.0001

Residual 7.23 7 1.03

Cor Total 0.85 16
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suggest that they contribute significantly to the variation in 

the response variable.

The parity plot visually presents a comparison between 

the experimental and actual values of the percentage of 

phenol degradation. This graphical representation showcases 

the efficiency of removal, as determined by Response Surface 

Methodology (RSM). When observing the plot, points 

that align closely along a diagonal line crossing through 

the predicted and actual axes indicate a strong correlation 

between the predicted and actual values (Fig. 6). The highest 

correlation is evident when these points perfectly align

along the diagonal line, suggesting accurate prediction of 

degradation efficiency through RSM. In essence, the closer 

the points are to this diagonal line, the better the agreement 

between the predicted and actual values, highlighting 

the reliability of the Response Surface Methodology in 

estimating the efficiency of phenol degradation.

Utilize a three-dimensional surface plot to visualize the 

correlation between a response variable and two predictor 

variables, namely A and B. This form of graph, known as 

a 3D surface plot, proves valuable in understanding the 

interplay between desired response outcomes and operational 

parameters (Fig. 7). In this context, the variables A and B 

represent irradiation time and catalyst dosage. The peaks and 

troughs observed in the plot signify specific combinations 

of these variables (x and y) that lead to local maximum or 

minimum values. The creation of the surface area between 

data points is facilitated by interpolation techniques 

employed by tools such as Minitab.

The dosage of Ag-doped ZnO nanoparticles is a critical 

factor affecting the photocatalytic degradation process. A 

lower dosage of 0.2 g, generally leads to higher degradation 

efficiencies, with displaying the highest efficiency of 97%. 

In contrast, a higher dosage of 1 g often results in lower 

degradation efficiencies. This suggests that lower dosages 

might provide a more favorable surface-to-volume ratio for 

enhanced catalytic activity. The effect of varying irradiation 

times while keeping dosages and initial concentrations 

constant. Longer irradiation times (2 hours) generally lead 

to higher degradation efficiencies compared to shorter 

times (1.5 hours). This implies that prolonged exposure to 

Fig. 6: Predicted and actual value of photocatalytic process using ZnO nanoparticles.

Fig. 7: Effect of irradiation time and dosage with ZnO nanoparticles.
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irradiation allows for more comprehensive photo-catalytic 

reactions, resulting in greater pollutant removal. The initial 

concentration of the target substance in the solution also 

plays a significant role in the photo-catalytic process. A 

lower initial concentration (10 ppm) consistently leads to 

higher degradation efficiencies compared to higher initial 

concentrations (30 ppm). This can be attributed to the fact that 

a lower initial concentration provides a higher availability 

of reactive sites for the catalyst to act upon. The differing 

dosages, irradiation times, and initial concentrations. 

Notably, with a dosage of 0.6 g, an irradiation time of 1.5 

hours, and an initial concentration of 30 ppm exhibits a 

degradation efficiency of 89.92%. In contrast, with the same 

dosage and irradiation time, but a lower initial concentration 

of 10 ppm, shows a significantly lower degradation efficiency 

of 71.2%. This demonstrates the combined effect of dosage, 

irradiation time, and initial concentration on the overall 

efficiency of the photo-catalytic process (Table 3).

The ANOVA outcomes (Table 4) indicate the statistical 

significance of the reduced quadratic model in phenol 

degradation, as reflected by the probability value of <0.0001. 

The accompanying graph illustrates the predicted versus 

actual plot for Ag-doped ZnO. Notably, numerous data points 

converge along a diagonal line, forming a distinct cross-strait 

pattern (Fig. 8). This pattern aligns with the intersection of the 

predicted and actual axes, signifying the predictive accuracy 

of the model in representing the experimental outcomes.

The RSM investigations outlined above highlight a 

notable difference in phenol degradation efficiency between 

Ag-doped ZnO and ZnO photocatalysts. This variation can 

be attributed to the respective band gap energies of the 

materials. ZnO’s band gap width measures 3.10 eV, while 

Ag-doped ZnO boasts a lower band gap energy of 2.40 eV. 

This disparity contributes to the enhanced effectiveness of 

Ag-doped ZnO in wastewater treatment. A reduced band 

gap energy facilitates the absorption of longer wavelengths 

Table 3: Response surface methodology for treated wastewater using Ag-doped ZnO photocatalyst.

S.No. Dosage Irradiation Concentration Final Absorbance Degradation

1. 1 1.5 50 0.659 73.64

2. 0.6 2 50 0.252 89.92

3. 1 1.5 10 0.25 90

4. 0.2 1.5 10 0.211 91.5

5. 1 2 30 0.17 93.2

6. 0.6 2 10 0.72 71.2

7. 0.6 1.5 30 0.252 89.9

8. 1 1 30 0.43 82.8

9. 0.6 1.5 30 0.359 85.64

10. 0.6 1 50 0.391 84.36

11. 0.6 1.5 30 0.289 88.44

12. 0.2 1 30 0.251 89.96

13. 0.6 1.5 30 0.252 89

14. 0.6 1 10 0.198 92.08

15. 0.6 1.5 30 0.252 89.92

16. 0.2 2 30 0.075 97

17. 0.2 1.5 50 0.139 94.44

Table 4: ANOVA results of treated wastewater using Ag-doped ZnO photocatalyst.

Source Sum of Squares df Mean Square F- Value P-Value Prob >F

Model 0.46 9 0.051 445.47 <0.0001

A-Dosage 0.031 1 0.031 271.99 <0.0001

B-Irradiation time 4.05 1 4.05 35.39 0.0006

C-concentration 6.90 1 6.90 60.32 0.0001

Residual 8.00 7 1.14

Cor Total 0.46 16
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by the photocatalyst, thus leading to an elevated degradation 

rate (Fig. 9).

Photocatalytic Efficiency of Zinc Oxide and Silver-

Doped Zinc Oxide catalyst

The comparison of the results obtained from the degradation 

of organic impurities, specifically phenol, using ZnO and 

Ag-doped ZnO photocatalysts reveals valuable insights into 

the efficiency and effectiveness of these two photo-catalytic 

materials. ZnO has demonstrated significant potential as 

a photocatalyst for organic pollutant degradation due to 

its unique properties, such as its wide band gap and high 

surface area. It has been reported that ZnO nanoparticles, 

when exposed to UV irradiation, generate electron-hole pairs 

that initiate redox reactions, leading to the degradation of 

various organic pollutants, including phenol. The inherent 

photo-catalytic activity of ZnO in phenol removal is well-

documented (Goodarzi et al. 2023, Li et al. 2020). However, 

its performance can sometimes be limited by factors like 

the recombination of electron-hole pairs. The disparity in 

efficiency can be attributed to the distinct band gap energies 

of the two materials. ZnO, with a band gap width of 3.10 

eV, pales in comparison to the enhanced capabilities of Ag-

Doped ZnO, boasting a band gap energy of 2.40 eV. This 

energy differential is pivotal, as it influences the wavelengths 

absorbed by the photocatalysts. The reduced band gap energy 

of Ag-Doped ZnO enables it to harness longer wavelengths, 

amplifying its degradation efficiency and thereby rendering 

it a more effective solution for wastewater treatment.

The Ag-doped ZnO nanoparticles generally exhibit a 

wider range of degradation efficiencies (68.6% to 97%) 

compared to the ZnO nanoparticles (67.9% to 81.76%). This 

suggests that Ag-doped ZnO may have higher photocatalytic 

activity in degrading the target substances.  Both ZnO and 

Ag-doped ZnO datasets show that lower dosages tend to 

result in higher degradation efficiencies. This indicates 

a similar trend in the sensitivity of the two materials to 

dosage. Longer irradiation times consistently lead to higher 

Fig. 8: Predicted and actual value of photocatalytic process using Ag-ZnO nanoparticles.

Fig. 9: Effect of Irradiation time and dosage Ag-ZnO nanoparticles.
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degradation efficiencies for both ZnO and Ag-doped ZnO. 

This similarity suggests that the photocatalytic process 

benefits from extended exposure to irradiation regardless of 

the material used. Both materials exhibit the trend of higher 

degradation efficiencies at lower initial concentrations, 

indicating that a lower concentration of the target substance 

in the solution is favorable for the photo-catalytic process. 

The highest achieved degradation efficiency is higher in the 

Ag-doped ZnO dataset (97%) compared to the ZnO dataset 

(81.76%), indicating that Ag-doped ZnO has the potential 

for more effective pollutant removal.

On the other hand, the incorporation of silver (Ag) into 

ZnO nanoparticles (Ag-doped ZnO) has shown enhanced 

photocatalytic activity, especially in degrading organic 

pollutants. The reduced band gap width and altered 

absorption spectrum of Ag-doped ZnO enable it to harness 

a broader range of wavelengths, enhancing its capability 

to degrade phenolic compounds effectively (Janani et al. 

2023, Williams et al. 2020). Additionally, the antibacterial 

properties of Ag-doped ZnO nanoparticles provide an added 

advantage in wastewater treatment by inhibiting the growth 

of pathogenic microorganisms (Rajabi et al. 2019, Wang et 

al. 2017).

When comparing the results of phenol removal using 

ZnO and Ag-doped ZnO photocatalysts, the latter will 

likely exhibit superior performance due to its enhanced 

photo-catalytic and antibacterial properties. However, it’s 

important to consider factors like the concentration of doping, 

reaction conditions, and the nature of the wastewater matrix, 

which can influence the overall degradation efficiency. In 

conclusion, the comparison between ZnO and Ag-doped 

ZnO photocatalysts for the degradation of phenol highlights 

the potential benefits of Ag-doping in terms of enhanced 

photocatalytic activity and antibacterial effects. The selection 

of the appropriate photocatalyst depends on the specific 

requirements of the wastewater treatment process and the 

target pollutant.

Comparing the results obtained from Response Surface 

Methodology (RSM) experiments using ZnO and Ag-doped 

ZnO photocatalysts for the degradation of organic impurities, 

particularly phenol, provides insights into the influence of 

different variables and their interactions on the efficiency 

of the photocatalytic process. In the RSM analysis, both 

ZnO and Ag-doped ZnO photocatalysts were assessed for 

their ability to degrade phenolic compounds. Both ZnO 

and Ag-doped ZnO photocatalysts exhibited a significant 

influence of dosage on the degradation efficiency. This 

suggests that the quantity of photocatalyst plays a crucial 

role in enhancing phenol removal. While ZnO showed less 

sensitivity to irradiation time, Ag-doped ZnO demonstrated a 

significant impact. This implies that the doping of ZnO with 

silver enhances its responsiveness to irradiation time, leading 

to more effective phenol degradation. Both photo catalysts 

demonstrated that concentration significantly affects the 

degradation process. This reaffirms the importance of 

phenol concentration in the wastewater as a determinant 

of degradation efficiency. The overall performance of Ag-

doped ZnO appears superior due to its significant influence 

on irradiation time. This suggests that the addition of silver 

enhances the photo-catalytic activity and responsiveness 

of the material to light exposure. The relatively lower 

sensitivity of ZnO to irradiation time might indicate its 

inherent limitations in fully utilizing light energy for phenol 

degradation.

The ANOVA results indicate that interactions between 

factors and their quadratic terms were not reported, but their 

effects on degradation efficiency could be further explored. 

In summary, the RSM results suggest that Ag-doped ZnO 

outperforms ZnO in terms of phenol degradation efficiency, 

primarily due to its sensitivity to irradiation time. The 

interaction between factors and their quadratic terms might 

provide additional insights into optimization strategies for 

maximizing degradation efficiency. Further studies could 

delve deeper into the mechanisms behind the observed trends, 

potentially involving advanced characterization techniques 

to understand the enhanced performance of Ag-doped ZnO 

in comparison to ZnO photocatalysts.

CONCLUSIONS

In conclusion, this study delved into the impact of organic 

impurity degradation, specifically phenol removal, 

utilizing ZnO and Ag-Doped ZnO photocatalysts through 

experimental investigation. The synthesized nanoparticles 

underwent rigorous analysis using XRD, SEM, and 

EDAX techniques. The research presents a comprehensive 

comparative assessment of the photocatalytic performance 

of these two materials in terms of decolorization efficiency. 

The investigation encompassed the systematic evaluation 

of various parameters, including irradiation time, catalyst 

dosage, and phenol concentration. Utilizing the absorbance 

data from UV-vis spectrophotometry, the efficiency of 

degradation was meticulously calculated. The findings 

unveiled a remarkable disparity in performance between 

the two photocatalysts. Notably, Ag-Doped ZnO exhibited 

a degradation efficiency exceeding 90%, while ZnO 

demonstrated an efficiency ranging from 60% to 70%. The 

outcomes of this research underscore the potential of Ag-

Doped ZnO as a potent agent for efficient and sustainable 

wastewater treatment. As environmental concerns escalate, 

such innovative materials offer promising avenues to combat 
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organic impurities in wastewater and contribute to a cleaner 

ecosystem. This study not only enhances our understanding 

of advanced photocatalytic processes but also provides 

valuable insights for the design and optimization of future 

wastewater treatment methodologies.
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      ABSTRACT

From 2016 to 2040, global energy demand is expected to increase by almost 50%. A 

substantial proportion of this expansion will remain concentrated in emerging economies, 

predominantly India and China. The energy demand, namely for coal, will increase due to 

reasons such as population growth, industrialization, and the remarkable expansion of the 

middle class. In India, the coal employed is categorized as low-grade and exhibits a notable 

ash content, ranging from 30 to 45 percent. Using lignite or coal in thermal power stations 

leads to generating a significant quantity of fly ash. The issues of controlling fly ash due to its 

propensity to cause air and water pollution must be addressed efficiently, especially given the 

large volume of ash produced and the environmental impact it causes in India. This article 

thoroughly examines Indian fly ash, encompassing its distinctive attributes, a wide array of 

uses, environmental ramifications, and regulatory structure. The volume of fly ash produced 

has experienced a significant rise in the last ten years, primarily because coal-fired thermal 

power plants are responsible for meeting more than 70% of the nation’s electricity demands. 

Currently, India is responsible for the production of about 180 million metric tonnes of fly ash. 

Moreover, this article provides a thorough examination of the global landscape about the 

manufacturing and utilization of fly ash, with a particular focus on India.

INTRODUCTION

Energy has emerged as the primary catalyst for the modern 

economy, owing to its indispensable function in enabling 

economic expansion and advancement. Conventional fossil 

fuels have served as the main source of energy since the 

1970s. However, the same can be observed from the graph 

(Fig. 1), data which has been collected from the year 2013 

to 2040. In 1970, oil emerged as the primary energy source, 

meeting approximately 43 percent of the total energy

demand. In contrast, the demand for natural gas and coal 

accounted for 15 and 27 percent, respectively. Nevertheless, 

a slight modification became evident in these statistics by 

the year 2016. In juxtaposition to the decrease in the oil 

proportion to 32%, there was a notable increase in the natural 

gas proportion to 22%. Conversely, the percentage of coal 

remained relatively stable throughout the entire duration 

(World Oil Outlook 2016).

The overreliance on coal as a primary energy source 

has caused environmental issues due to air pollution and 

greenhouse gas emissions from combustion, as well as 

difficulties in managing coal ash disposal. The move to 

cleaner alternatives such as natural gas and renewables 

creates both opportunities and challenges in terms of 

scientific breakthroughs, economic feasibility, and policy 

frameworks. This change highlights the fundamental 

challenge of how to successfully incorporate alternative 

energy sources into existing infrastructure while maintaining 

environmental sustainability and economic prosperity.

Coal has become an important energy source because 

it is stable and easy to get all over the world. This trend is 

likely to continue for a while. Pulverized coal is typically 

incinerated to generate energy. The process of combustion is 

responsible for the release of carbon and volatile substances 

into the atmosphere, while impurities such as clays, shale, 

quartz, and feldspar, among others, predominantly undergo 

fusion and remain suspended within the coal. In conjunction 

with the fused particles, the flue gas is conveyed. At the 

low-temperature region, the flue gas undergoes coagulation, 

leading to the creation of fly ash, primarily composed of 

spherical particles. When the remaining substances within 

the boiler undergo solidification and subsequently settle at 

the bottom of the boiler, they are categorized as “bottom 

ash”. The distribution of ESP ash accounts for 80% of the 

total, whereas the distribution of bottom ash accounts for 

20% (Malhotra 1983).
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 The Roman Colosseum’s enduring structural integrity, 

which has endured for a thousand years, was exemplified 

by the incorporation of fly ash in its construction. Ancient 

Roman builders utilized volcanic ash to construct a significant 

number of buildings. In addition, fly ash and volcanic ash 

are indistinguishable; the sole distinction resides in the fact 

that fly ash is generated via the deliberate combustion of 

coal. The term “fly ash” refers to the finely divided residue 

that is produced when ground or powdered coal is burned. 

The ashes are transported from the firebox to the boiler via 

flue gases. This definition includes the specific terminology 

commonly used in the cement and concrete industries. 

 The processes employed for the collection of fly ash 

include bag fillers, electrostatic precipitators, and mechanical 

separators. According to the ASTM C-618 standard, Coal 

combustion produces fly ash which is categorized into 

two distinct classifications, namely Class C and Class F. 

The production of Class F fly ash typically involves the 

incineration process of bituminous or anthracite coal. 

In contrast, Class C fly ash is commonly produced by 

burning sub-bituminous or lignite coal. In contrast, Class 

C fly ash exhibits a higher percentage of CaO (10-40%) 

compared to Class F fly ash, which contains less than 10% 

CaO. Fly ashes that are categorized as class C demonstrate 

involvement in both cementitious and pozzolanic reactions 

as a result of their increased calcium oxide (CaO) 

concentration. However, fly ash of class F primarily affects 

the pozzolanic reactions during the hydration process.  

The physical characteristics of fly ash, together with its 

chemical qualities, have a substantial influence on cement 

(Nath & Sarker 2011).

Moreover, the addition of fly ash to concrete has been 

observed to have a beneficial effect on the microstructure 

and rheology of the material. The fly’s ash is non-reactive 

with water. The generation of free lime is an essential 

requirement for the purpose at hand, as it occurs during the 

hydration process of Portland cement. Consequently, this 

process enables the initiation of its pozzolanic characteristics. 

The durability of concrete structures is extended as a result. 

Fly ash has been utilized in the construction of both the 

Burj Khalifa in Dubai, the tallest structure in the world, and 

the Ghatghar Dam in India, which is regarded as a prime 

illustration of such a structure.

MATERIALS AND METHODS

The expansion of the nation’s power capacity has been 

primarily driven by the widespread adoption of thermal 

energy production using coal and lignite. Indian coal often 

contains ash ranging from 30 to 45 percent, while imported

coal generally has an ash concentration of around 10 to 15 

percent. This implies that the imported coal from India exhibits 

a higher quality compared to the domestic coal produced in

India. To accommodate the increasing need for electricity in 

the industrial and agricultural sectors, several thermal power 

plants are being built using lignite and coal. Among these, 

coal-based thermal plants account for seventy percent of the 
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total electricity generated. It is projected that India’s total 

coal consumption will surge from around 730 million tonnes 

in 2010-2011 to approximately 2000 million tonnes in 2031-

32, to sustain an economic expansion rate of 8-9 percent. It is 

expected that 75% of this coal will be transported to thermal 

power plants (Freeda & Tensing 2011).

Consequently, thermal power stations that are operational 

within the country and depend on coal or lignite combustion 

generate a significant amount of ash. Moreover, this 

phenomenon exacerbates the issue of air and water pollution, 

necessitating the utilization of a substantial amount of

valuable land for its disposal. Fig. 2 depicts an annual 

fluctuation in the volume of fly ash samples produced from 

coal in India (Rai et al. 2010).

To address the issue stemming from fly ash production, 

it is now mandatory for all government schemes and 

programs to incorporate fly ash-based products. Fig. 3 

provides a visual representation of the various locations 

associated with the fly ash mission project (Lahtinen 2001, 

Surabhi 2017).

Fly ash consists of significant amounts of lime, alumina, 

and silica, making it a viable substitute for Portland cement. 

While replacement rates can be higher, they generally fall 

within the range of twenty to thirty percent. Fly ash undergoes 

 

0

50

100

150

200

250

1947 1994 2005 2012 2017

F
ly

 a
sh

 g
e

n
e

ra
ti

o
n

 (
M

il
li

o
n

 T
o

n
n

e
s)

Years

Annual generation of Fly ash in India

Fig. 2: Annual Generation of Fly Ash in India (1947-2017).

 

Fig. 3: Fly Ash Mission Project Sites (Surabhi 2017).



308 M. Z. M. Nomani et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

a reaction with the lime in cement, forming a pozzolan during 

the lime’s hydration process. This leads to the formation of 

a larger amount of the long-lasting binder. Incorporating fly 

ash into the concrete composition demonstrates improved 

durability and strength when compared to traditional concrete 

that contains Portland cement. Moreover, its decreased 

vulnerability to chemical attack makes it an ideal choice for 

the atmospheric conditions found in coastal areas. 

The cement manufacturing industry, which accounts for 

a significant proportion of India’s fly ash consumption, holds 

great importance within the country. Due to the pozzolanic 

characteristics of fly ash, it is frequently employed as a 

partial replacement for Portland cement in concrete. The 

utilization of fly ash as a partial substitute for Portland cement 

is typically limited to CLASS F fly ash. The categorization 

is employed for this particular pozzolanic characteristic of 

fly ash and lime content, which is below twenty percent 

calcium oxide (Cao). The current fly-ash utilization rate in 

the cement industry is 48.13 percent, according to the Annual 

Report 2020-22 of the Central Electricity Authority. The 

cement industry in India is anticipated to undergo a capacity 

expansion ranging from thirty to forty million tonnes per 

annum (MTPA) in the year 2023. Currently, the industry is 

operating at a utilization rate that falls within the range of 

75 to 80 percent, while simultaneously maintaining a current 

capacity of 324 MTPA (WBCSD 2013) (Table 1).

RESULTS AND DISCUSSION 

Over the past decade, a significant amount of fly ash has 

been produced in India as a result of the prevalence of coal-

based thermal power plants for electricity generation. The 

secure method of eliminating fly ash is a matter of utmost 

importance in the realm of environmental protection. Fly 

ash finds its principal application within the construction 

sector as a cement-based material. The utilization of this 

technology offers several benefits, such as the alleviation 

Table 1: Expected Fly-ash adsorption in the Cement Industry (WBCSD 

2013).

S.No. Year Expected fly-ash adsorption in Indian 

Cement Industry (MTPA)

1. 2015 52.65

2. 2020 73.01

3. 2025 94.63

4. 2030 120.50

5. 2035 143.72

6. 2040 158.02

7. 2045 167.74

8. 2050 177.45

of energy requirements, the resolution of a substantial 

waste management challenge faced by the power generation 

industry, and the decrease in greenhouse gas emissions. 

Projections suggest that India’s yearly production will 

experience a significant rise to approximately 600 to 700 

million tonnes in 2024-25, indicating a roughly twofold 

increase compared to its present output. 

In recent years, there has been a significant increase in 

the use of fly ash in the brick industry, which was founded 

in 2012-2013. The manufacturing of fly ash bricks has been 

initiated at the Jindal Steel Power Limited facility, which 

is located in the districts of Angul, Raigarh, and Patratu 

in India. The facility’s daily brick production is estimated 

to be 1,80,000, which requires the use of 400 tonnes of fly 

ash (JSPL 2012, Angul Plant). The Raigarh Plant consumes 

550 tonnes of fly ash per day to produce 500,000 bricks. 

Furthermore, the Patratu plant’s daily production of 50,000 

bricks necessitates the utilization of 100 tonnes of fly ash 

(Md Emamul 2013).

In the field of environmental protection, fly ash is 

widely utilized for various purposes, including wastewater 

treatment and the production of diverse technologies. In

contrast, the application of fly ash in India has experienced 

an expansion in various sectors, such as transitioning from 

an open, dusty, and dry approach to transporting the fly ash 

or pumping a water/fly ash mixture to a specialized pumping 

system with low water content. A pond that was previously 

characterized by dust and dryness, necessitating additional 

care to avoid blowing away, or filled with transport water 

overflowing, transforms into a sticky, semi-dry, and uniform 

state, as exemplified by the WEIR pumping system. Further 

investigation into fly ash is imperative in the subsequent 

domains (Sinha & Agrawal 1999).

	 •	 Factors to consider regarding the economic value of fly 

ash.

	 •	 The second objective of this study is to develop and 

execute the production of high-quality cement-free 

ash-slag concrete using secondary mineral resources. 

	 •	 The utilization of fly ash in the polymer sector 

Undoubtedly, the increasing utilization of fly ash in 

various sectors, including agriculture, mine filling, cement 

production, road and embankment construction, and low-

lying area reclamation, would effectively address the 

growing demand for fly ash in India.

Hazard to Environment and Life

The significant amount of greenhouse gas emissions is 

mainly caused by the excessive demand for raw materials 

and energy. Consequently, this request triggers a series of 
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and bituminous coal. While conducting maintenance on 

bituminous and sub-bituminous ignited power plants, it was 

found that 60% of the air samples obtained surpassed the 

threshold limit value (TLV). During the normal production 

activities of sub-bituminous plants, 65% of the collected 

samples exceeded the Total Limit Values (TLVs), while for 

bituminous plants, 54% of the collected samples exceeded 

the TLVs. The dust samples collected from bituminous and 

sub-bituminous plants exhibited an average concentration 

of crystalline silica at 7.5%. On the other hand, the dust 

samples collected from lignite plants exhibited a crystalline 

silica content of 1.7%. Dhadse et al. conducted a study which 

revealed that construction workers were subjected to levels of 

dust and silica that exceeded the established safety thresholds 

for their occupation (Dhadse et al. 2008). The act of a power 

station employee inhaling pulverized fuel ash has been linked 

to the onset of asthma. In addition, a case of acute pulmonary 

disease has been recorded in a 48-year-old male who did not 

have any previous medical records of pulmonary ailments. 

Both of these illnesses were caused by extended and intense 

exposure to fatty acids (Ram et al. 2007b).

The authors conducted a study in which Bird et al. 

examined the occupational exposures to silica, arsenic 

(As), noise, heat stress, and coal dust in five coal-fired 

power plants. The coal samples displayed a variation in 

the concentration of silica (quartz) ranging from 0.6% to 

4.4%. The detection limit for asbestos was determined to be 

0.003 f/cc, and it was observed that twelve out of the total 

sixty-one area samples exhibited a higher concentration of 

the particular substance. A comprehensive analysis was 

conducted on a set of fifty-five noise samples, all of which 

met or surpassed the acceptable threshold of eighty-five 

decibels. Yager et al. conducted a supplementary study 

to evaluate the elimination of arsenic metabolites through 

urine and the level of occupational exposure to inorganic 

arsenic in a group of forty healthy workers who were 

performing regular maintenance tasks at a coal-fired power 

plant in Slovakia. According to the research findings, the 

average concentration of arsenic (As) in the atmosphere was 

determined to be 48.3 µg/m³, with a range spanning from 0.2 

to 375. Additionally, the estimated concentration of As in 

urine was found to be 13 µg/m³, with a baseline concentration 

of 10 µg/m³. The arithmetic means of air for boiler cleaners, 

boilermakers, and technicians were recorded as 138.9 µg/m3, 

67.7 µg/m3, and 5.7 µg/m3, respectively. The study revealed 

that the presence of CFA in the atmosphere can enhance the 

absorption of arsenic into the body.

Government of India’s Initiatives in Fly Ash Utilization: 

A Comprehensive Analysis of MoEF Notification (14th 

September 1999)

complications associated with environmental consequences, 

which are increasingly detrimental to human beings. 

Concrete is one of the construction materials that releases 

the highest amount of carbon dioxide into the atmosphere. 

There is an expectation that the global production of 

concrete will persistently rise, with a particular emphasis on 

developing countries, until the year 2050. Ongoing research 

is focused on developing environmentally sustainable 

alternatives that can effectively address these issues. One 

of the most effective solutions currently being considered 

is the partial replacement of concrete components with FA. 

Empirical research has confirmed that FA has a synergistic 

effect on concrete, which helps to reduce the conflicts 

related to the environmental impact mentioned earlier. 

Hence, there exists a significant focus on the progress of 

structural concretes that demonstrate a considerable level 

of sustainability when compared to conventional concretes 

(Chang et al. 1977).

In the context of environmental sustainability, the 

incorporation of alternative cementitious materials, such 

as fly ash, serves to augment the physical characteristics of 

the concrete mixture. These materials demonstrate, through 

experimental protocols, that using this specific composite 

mix results in concrete that is both environmentally 

sustainable and has excellent mechanical properties (Ram 

et al. 2007a). 

FA may contain traces of hazardous metals (such as Th, 

U, Pb, Cr, Cd, and Hg), which could potentially endanger 

the health of plants and humans. A multitude of inquiries 

have been conducted to evaluate the potential risks that FA 

poses to the adjacent ecological system and its plant life. 

The TPP’s release of sulfur dioxide and nitrogen oxides

is a significant factor in the occurrence of acid rain. The 

corrosion of structural surfaces by acid rain has the potential 

to induce the yellowing of green leaves, thereby exerting an 

impact on agricultural practices. Thermal pollution caused 

by disposal in surface water sources is a major disturbance 

to aquatic life. On the other hand, the introduction of toxic 

metals into subterranean water sources can be considered 

a source of contamination. Prolonged and light inhalation 

has the potential to induce various respiratory conditions, 

including allergy, pneumonia, lung fibrosis, asthma, 

bronchitis, silicosis, and cancer.

The existing literature on the potential correlation 

between the crystalline silica constituent of FA and lung 

cancer, particularly silicosis, is relatively scarce. Hicks and 

Yager conducted a study to evaluate the amount of respirable 

crystalline silica (specifically quartz) in the breathing 

area of workers who were exposed to coal fly ash (CFA) 

from six coal-fired facilities that used sub-lignite, lignite, 
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The Ministry of Environment and Forests (MoEF) of the 

Government of India unveiled a notable initiative through 

a notification issued on September 14, 1999, aimed 

at promoting the utilization of fly ash (FA) in diverse 

construction endeavors. This initiative set forth several 

salient features designed to incentivize the incorporation of 

fly ash into construction materials and infrastructure projects 

across the country. One key provision mandated that within 

a 50-kilometer radius of lignite or coal based Thermal Power 

Plants (TPPs), manufacturers of bricks, clay, blocks, or tiles 

for construction must blend at least 25% fly ash, bottom 

ash, or pond ash with soil on a weight-to-weight basis. This 

requirement aimed to curtail the environmental impact of 

fly ash by encouraging its reuse in construction materials, 

thus reducing the reliance on traditional clay-based products 

and mitigating soil depletion concerns (Ram et al. 2007c).

One important requirement of the notification was for 

TPPs to provide fly ash free of charge for a minimum of 10 

years, beginning from the date of the notification’s release. 

This provision effectively incentivized the production of 

fly ash-based products, such as concrete blocks, cement, 

panels, bricks, and others, by eliminating financial barriers 

for manufacturers. By ensuring the accessibility of fly ash 

for construction purposes, the government aimed to spur the 

establishment of production units specializing in fly ash-

based materials, thereby fostering a sustainable ecosystem 

for utilizing this industrial by-product (Ram et al. 2007d).

Moreover, the notification outlined the responsibilities of 

various governmental agencies, including State and Central 

government agencies, National Thermal Power Corporation 

(NTPC), TPPs, and State Electricity Boards (SEBs), in 

facilitating the necessary infrastructure for fly ash-based 

production units. These agencies were directed to provide 

land, electricity, water, and access to ash-lifting areas to 

promote the establishment and operation of production units 

close to TPPs. This strategic approach aimed to streamline 

the logistics of fly ash utilization, reduce transportation costs, 

and encourage local manufacturing, thereby optimizing the 

utilization of this abundant industrial waste material.

Furthermore, the notification emphasized the importance 

of institutional support and collaboration in promoting the 

adoption of fly ash in construction practices. It mandated 

that key construction agencies, including the State Public 

Works Departments (SPWDs), Central Public Works 

Department (CPWD), the National Highways Authority 

of India (NHAI), development authorities and housing 

boards include regulations for the use of fly ash and items 

made from fly ash in their specific standards and uses in 

construction. The agencies were assigned the responsibility 

of incorporating suitable standards and codes of conduct 

regarding the consumption of fly ash within a specified 

period of four months from the release of the notification.

Overall, the MoEF’s notification of September 14, 

1999, represented a comprehensive policy framework 

aimed at promoting the sustainable application of fly ash 

in construction activities across India. By mandating the 

blending of fly ash in clay-based construction materials, 

ensuring the availability of fly ash without financial 

barriers, facilitating infrastructure support for fly ash-based 

production units, and institutionalizing the use of fly ash in 

construction specifications, the government demonstrated 

its commitment to addressing environmental challenges 

while fostering innovation and sustainable development in 

the construction sector.

Fly Ash Utilization Program (FAUP)

The Fly Ash Utilization Program (FAUP) was launched 

in 1994 by the Technology Information Forecasting and 

Assessment Council (TIFAC) under the Department of 

Science & Technology (DST), Government of India. This 

program aims to effectively utilize fly ash (FA), which is 

a valuable by-product of thermal power generation. With 

its inception, FAUP aimed to address multiple objectives, 

including the transformation of fly ash into a useful resource, 

the mitigation of environmental pollution resulting from 

its disposal, the reduction of land requirements for fly ash 

disposal, and the promotion of cost-effective construction 

practices. Through the utilization of coal ash in various 

sectors such as land and mine fill, agriculture, and bulk usage 

in construction, FAUP sought to unlock the economic and 

environmental benefits associated with fly ash utilization 

(Ram et al. 2007e).

One of the primary goals of FAUP was to redefine fly ash 

from being perceived as a waste material to being recognized 

as a valuable resource with multifaceted applications. By 

promoting the application of fly ash in diverse sectors, FAUP 

aimed to minimize the adverse impact of fly ash disposal 

on the environment while simultaneously creating avenues 

for its beneficial reuse. This shift in perspective from waste 

management to resource utilization aligned with broader 

sustainability objectives, fostering a paradigm shift in how 

fly ash was perceived and managed within the context of 

India’s energy and industrial sectors.

Furthermore, FAUP sought to address the pressing issue 

of environmental pollution arising from the disposal of fly 

ash generated by thermal power plants. By incentivizing the 

utilization of fly ash in various applications, FAUP aimed to 

mitigate the adverse environmental effects associated with 

traditional disposal methods such as landfills and ash ponds. 

Through the adoption of environmentally friendly practices 
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and technologies, FAUP aimed to reduce water, soil and 

air pollution, thereby contributing to the preservation of 

ecological integrity and public health.

Moreover, FAUP recognized the imperative to optimize 

land utilization by minimizing the footprint of fly ash 

disposal sites. By promoting the utilization of fly ash in 

construction materials, land reclamation, mine fill operations, 

and agricultural applications, FAUP aimed to alleviate the 

strain on land resources while concurrently addressing the 

challenge of fly ash disposal. This integrated approach to 

land management underscored FAUP’s commitment to 

sustainable development principles, wherein waste materials 

were repurposed to fulfill societal needs while minimizing 

adverse environmental impacts (Kumar & Yudhbir 2003).

Looking ahead, FAUP anticipated a significant increase 

in fly ash generation, with projections indicating a rise to 

170 million metric tons by the end of the Eleventh Five-Year 

Plan period. In response to this anticipated surge in fly ash 

production, FAUP underscored the urgency of scaling up 

fly ash utilization initiatives and implementing innovative 

strategies to maximize its beneficial reuse across various 

sectors. By leveraging technological advancements, policy 

interventions, and stakeholder collaborations, FAUP aimed 

to realize its vision of transforming fly ash into a valuable 

resource for sustainable development and environmental 

stewardship.

The Fly Ash Utilization Program (FAUP), initiated by 

the Technology Information Forecasting and Assessment 

Council (TIFAC) under the Department of Science & 

Technology (DST), Government of India, is a proactive 

and comprehensive strategy for tackling the issues related 

to fly ash management. FAUP is an innovative program in 

India that focuses on using fly ash to promote sustainable 

development and environmental resilience. It emphasizes 

the efficient use of resources, protection of the environment, 

optimal use of land, and economic efficiency.

The comprehensive analysis of the legal and regulatory 

landscape surrounding the utilization of fly ash in concrete 

production, with a particular emphasis on the initiatives 

undertaken by the states, particularly the states of Orissa, 

Rajasthan, and Maharashtra, will be discussed now. These 

three states were strategically selected as exemplars due to 

their distinct yet complementary approaches to promoting 

the beneficial reuse of fly ash, a byproduct of coal-fired 

thermal power plants.

Orissa Government

The Government of Orissa has taken proactive measures 

to incentivize the establishment and operation of fly ash 

(FA) based production units within the state, recognizing 

the potential of fly ash utilization in fostering economic 

development and environmental sustainability. Through a 

series of strategic decisions, the Orissa Government has 

demonstrated its commitment to supporting entrepreneurs 

and industries engaged in the utilization of fly ash as a 

valuable resource.

An important measure implemented by the Orissa 

Government is the distribution of dry or wet fly ash at no 

charge to businesses for a duration of 20 years starting from 

the beginning of FA-based production by the power station 

or unit. This decision not only addresses the financial barriers 

associated with procuring raw materials but also encourages 

entrepreneurs to invest in FA-based production by offering 

long-term stability and cost-effectiveness. By eliminating 

the cost burden of acquiring fly ash, the Orissa Government 

aims to facilitate the establishment and growth of FA-based 

industries, thereby contributing to job creation, industrial 

growth, and economic prosperity within the state.

Furthermore, the Orissa Government has committed to 

providing land and water required for setting up FA-based 

plants free of charge by the concerned power plant. This 

proactive approach to infrastructure support underscores the 

government’s dedication to creating an enabling environment 

for FA-based industries to thrive. By streamlining the

process of acquiring land and water resources, the Orissa 

Government aims to reduce administrative hurdles and 

expedite the establishment of FA-based production units, 

thereby fostering a conducive ecosystem for industrial 

development and investment.

Moreover, the Orissa Government has implemented 

measures to provide additional incentives to FA-based 

industries, including exemptions from electricity payment 

duties and the provision of power free of cost for a duration 

of five years. This incentive scheme aims to further enhance 

the viability and competitiveness of FA-based production 

units by reducing operational costs and enhancing financial 

sustainability during the initial years of operation. By easing 

the financial burden associated with electricity expenses, 

the Orissa Government seeks to encourage entrepreneurs to 

invest in FA-based industries, thereby stimulating economic 

growth and industrial diversification within the state.

In summary, the Government of Orissa’s initiatives to 

support FA-based industries through the provision of free 

fly ash, infrastructure support, and electricity incentives 

reflect its commitment to promoting sustainable industrial 

development and environmental stewardship. By creating 

a conducive policy environment and offering tangible 

incentives to entrepreneurs, the Orissa Government aims 

to harness the potential of fly ash utilization to create 
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employment opportunities, mitigate environmental pollution 

and drive economic growth within the state. Through strategic 

partnerships and collaborative efforts with stakeholders, the 

Orissa Government seeks to realize its vision of fostering 

a vibrant and sustainable industrial sector powered by the 

utilization of fly ash as a valuable resource.

Rajasthan Government 

The Rajasthan Government has introduced a substantial 

policy measure to encourage the creation of manufacturing 

plants for bricks, building materials, and other items using 

fly ash (FA) in the state. This program involves granting 

extensive tax breaks, including sales tax and octroi, 

for 10 years starting from the date when the FA-based 

manufacturing facilities begin commercial production. 

By offering such extensive tax exemptions, the Rajasthan 

Government aims to create a favorable business environment 

for entrepreneurs and industries interested in investing in 

FA-based manufacturing. The exemption from sales tax 

and octroi not only reduces the initial financial burden on 

businesses but also enhances the overall competitiveness 

and profitability of FA-based production units. This policy 

measure is particularly significant as it provides long-term 

stability and predictability to investors, enabling them to 

make strategic decisions and investments with confidence 

(Surabhi et al. 2014).

Furthermore, the tax exemptions provided by the 

Rajasthan Government serve as a powerful incentive for 

attracting investment in the manufacturing sector, particularly 

in industries that utilize FA as a primary raw material. The 

availability of tax incentives encourages entrepreneurs to 

explore opportunities in FA-based manufacturing, thereby 

promoting industrial growth, job creation, and economic 

development within the state. Moreover, by fostering the 

growth of FA-based industries, the government aims to 

leverage the abundant availability of fly ash from thermal 

power plants to address environmental challenges associated 

with its disposal while simultaneously supporting the 

development of sustainable construction materials and 

infrastructure.

The Rajasthan Government’s policy grants complete 

exemption from sales tax and octroi for 10 years, starting 

from the date of commercial production, to encourage 

the establishment of manufacturing facilities for bricks, 

building materials, and other FA-based products. This policy 

demonstrates the government’s dedication to fostering 

industrial growth and ensuring environmental sustainability. 

The government intends to attract investment, encourage 

economic growth, and generate employment opportunities 

in the FA-based manufacturing sector by offering appealing 

tax benefits. This effort not only promotes the use of fly ash 

as a valuable resource but also enhances the general socio-

economic development of the state of Rajasthan. 

Maharashtra Government

The Maharashtra Government has implemented aggressive 

strategies to encourage the utilization of fly ash (FA) in 

construction activities within a specified distance from 

lignite or coal-based Thermal Power Plants (TPPs). As per 

the government mandate, any agency engaged in constructing 

buildings within a range of 50-100 kilometers from such 

TPPs is required to incorporate FA bricks, blocks, tiles, 

or other FA-based construction materials. This regulatory 

requirement aims to harness the potential of fly ash as a 

sustainable alternative to traditional building materials, 

thereby reducing environmental impact and promoting 

resource efficiency in construction practices.

The inclusion of FA-based construction materials in 

building projects within the specified radius underscores the 

Maharashtra Government’s commitment to environmental 

sustainability and pollution mitigation. By mandating 

the use of FA blocks, tiles, and bricks, the government 

seeks to address concerns related to fly ash disposal while 

simultaneously promoting the adoption of eco-friendly 

construction practices. This regulatory measure not only 

reduces the dependence on conventional clay-based bricks 

but also contributes to the conservation of natural resources 

and the preservation of ecosystem integrity (Mullick 2005).

Furthermore, the Maharashtra Government’s initiative 

extends beyond regulatory mandates to facilitate the 

application of fly ash in various sectors and applications. 

During the fiscal year 2005-06, significant quantities of 

fly ash, amounting to 25.16%, were produced by nine 

TPPs located within Maharashtra. This fly ash was utilized 

across diverse industries and activities, including brick 

kiln manufacturing, cement industry, ash-based product 

manufacturing, agriculture, landfills, and other sectors. 

By promoting the multi-sectoral utilization of fly ash, the 

Maharashtra Government aims to maximize the value 

derived from this industrial by-product while minimizing 

its environmental footprint.

The application of fly ash in cement production, 

brick manufacturing, and other industries underscores 

its versatility and potential as a valuable resource. 

By incorporating fly ash into various products and 

applications, Maharashtra’s industrial sector contributes to 

resource conservation, waste minimization, and sustainable 

development goals. Moreover, the government’s support for 

fly ash utilization initiatives reflects its proactive approach 

toward addressing environmental challenges and fostering 
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a green economy based on circular resource management  

principles.

In conclusion, the Maharashtra Government’s initiatives 

to promote the application of fly ash in construction activities 

and across diverse industries exemplify its commitment to 

sustainable development and environmental stewardship. By 

mandating the use of FA-based construction materials within 

designated areas and facilitating multi-sectoral utilization 

of fly ash, the government strives to create a conducive 

environment for resource-efficient practices and eco-friendly 

innovation. These initiatives not only contribute to the 

conservation of natural resources but also drive economic 

growth and social well-being in Maharashtra.

CONCLUSIONS

In conclusion, the legal and regulatory landscape surrounding 

the application of fly ash in concrete production presents a 

multifaceted framework aimed at balancing environmental 

considerations, industrial needs, and sustainable development 

goals. The review of pertinent laws, regulations, and 

notifications in India reveals a concerted effort by 

governmental bodies to address the environmental impacts 

associated with fly ash while fostering its beneficial reuse 

in the construction sector.

The Gazette of India notifications (1999) from the 

Ministry of Environment, Forest and Climate Change 

and later amended notification of the year 2016 further 

strengthen and exemplify a strategic approach towards fly 

ash management, emphasizing its incorporation in concrete 

production to mitigate environmental pollution and promote 

sustainable construction practices. These regulations not only 

mandate specific utilization percentages but also underscore 

the responsibility of thermal power plants in facilitating 

the availability of fly ash for construction purposes. The 

integration of Bureau of Indian Standards (BIS) specifications 

and quality standards further ensures the compatibility and 

reliability of fly ash in concrete applications.

At the state level, the initiatives taken by governments 

such as Orissa and Rajasthan showcase a proactive stance 

in incentivizing fly ash-based industries. Exemptions 

from taxes, provision of essential resources, and financial 

incentives demonstrate a commitment to creating a conducive 

environment for entrepreneurs and industries to invest in 

fly ash utilization. These state-specific policies not only

encourage economic growth but also contribute to the overall 

reduction of environmental burdens associated with fly ash 

disposal.

Additionally, the mandatory application of fly ash in 

construction endeavors within specified radii of thermal 

power plants, as seen in Maharashtra, reflects a localized 

approach to enhancing the sustainability of building 

practices. By imposing regulatory requirements on 

construction agencies, the government aims to drive the 

adoption of eco-friendly construction materials, ultimately 

contributing to a reduction in carbon footprints and the 

conservation of natural resources.

In the broader context, the legal and regulatory measures 

underscore the transformative potential of fly ash in the 

concrete production landscape. The shift from viewing 

fly ash as a waste material to recognizing it as a valuable 

resource aligns with the principles of a circular economy, 

where industrial by-products are repurposed to create 

sustainable solutions. The legal frameworks in place not only 

address environmental concerns related to fly ash disposal 

but also foster innovation, economic development, and the 

creation of a more resilient and eco-conscious construction 

industry.

As the demand for concrete continues to rise globally, 

the legal and regulatory review of fly ash in concrete 

production is a crucial step towards promoting responsible 

industrial practices and mitigating environmental impacts. 

The collaboration between regulatory bodies, industries, and 

research institutions is essential to further refine and update 

these regulations, ensuring their effectiveness in addressing 

emerging challenges and fostering a sustainable future for 

concrete production.
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      ABSTRACT

In the modern world, the rise of industrialization and motorization has significantly increased 

the use of internal combustion engines powered by petroleum products. This has led to the 

unsustainable exploitation and depletion of petroleum reserves. Consequently, the use of 

biodiesel-based biofuels, particularly those derived from microorganisms, along with gaseous 

fuel supplementation in internal combustion engines, has gained prominence. The urgent 

need to explore alternative fuels for combustion engines has become evident over the past 

few decades due to the rapid decline in fossil fuel reserves. This study examines the impact 

of hydrogen induction in the throttle body of a CI engine powered by blends of biodiesel 

from Chlorella vulgaris and mineral diesel in various proportions, without major engine 

modifications. The research aims to evaluate the performance, combustion, and emission 

characteristics of the engine when supplemented with hydrogen, biodiesel, and their blend 

B20. The experiments involve varying fuel compositions and engine operational parameters 

to assess their influence on efficiency, pollutant emissions, and combustion stability.

INTRODUCTION

The modern era of transportation and other technologies, 

demands high energy sources that are dependent upon fossil 

fuels, which are fast depleting and take much time to be 

produced again, which takes around 150-200 million years. 

Premiere fossil fuels like coal, products of petroleum, and 

natural gas are the major sources of energy in transportation, 

electricity, and much more. These fossil fuels cause harmful 

pollutants, and atmospheric effects due to carbon emissions 

(Godwin et al. 2018).

Especially, in internal combustion engines, the emission 

of harmful pollutants is higher due to the consumption of 

large amounts of fossil fuels. Researchers have attempted 

many amicable and efficacious solutions towards reduction 

in exhaust emission formation and after treatment, thereby 

replacing the conventional petro-diesel with vegetable/

microorganism-based biofuel in the economically feasible 

aspects. That produces or emits fewer pollutants in the 

atmosphere (Hariram et al. 2018). Even though the emission 

of harmful pollutants produced by biofuel is way less than 

the traditional diesel fuel or petroleum products. It does 

not produce the same amount of BTE produced in the 

conventional, but this can be improved with the addition of 

hydrogen, which is sent through a manifold with a pilot port 

into the air inlet. Running Bio-gas biodiesel has resulted in 

a significant decrement in NOx emissions, Due to alteration 

in CR and fuel-injection timing CO and HC emissions were 

reduced. On the addition of nanoparticle CeO2 and hydrogen 

to the WCO biodiesel fuel, there is a significant improvement 

in the BTE and BSFC. Using the response surface method, 

optimization of hydrogen addition in the various blends of 

biodiesel according to ASTM D6751, which shows B2O has 

a significant difference in lower emission and also produces 

similar efficiency such as BTE, SFC (Subramanian et al. 

2020).  Using (SME) safflower n Methyl ester, Neem, and 

Free Methyl can result in the reduction of CO, HC, EGT 

smoke, vibration, and BTE, when added to the fuel mixture 

also it increases the BSFC and NOX emission, and also there 

is a notable increase in consumption of more fuel, but when 

the combustion chamber is coated with Cr2O3, it improves the 

combustion efficiency. Using CNG with hydrogen has been 

shown to improve result in heat release rate and reduction in 

exhaust emission, and brake thermal efficiency such as CO, 

CO2, HC (Sarpal et al. 2015)

Oni et al. (2021), did an analysis in which it was seen, 

that escalated engine loads (i.e., 61%-98%) resulted in higher 

BTEs with improved engine performance for all fuel blends 
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in the range of 19–33.9% compared to the Brake Thermal 

Efficiency (15.1%–19%) of the unblended H-CNG fuel 

confirming its suitability as an improver to enhance the 

thermal and combustion efficacy of the compression ignition 

engine. Additionally, all MB–HCNG fuels exhibited lower 

exhaust emissions of CO2, CO, HC, NOx and O2 when the 

unblended H-CNG fuel was used. Suzuki et al. (2015) did 

an analysis in which it was seen, that we assess how EGR 

(Exhaust Gas Recirculation) affects performance in light of 

the rise in NOx emissions during hydrogen DDF operation. 

under conditions of 40kW power and 55% H2 rate. The 

hydrogen DDF engine’s emission level is comparable to that

of a heavy-duty diesel engine produced in large quantities 

when the EGR rate is approximately 20%. Soot emission 

and pressure variance from cylinder to cylinder are still 

issues, though.

Raja et al. (2018), did an analysis in which it was seen, 

that when waste cooking oil (emulsified) was compared 

to injection timing (advancement), a decrease in smoke 

emission trend (i.e., 25%) was observed after executing the 

two alternative control approaches. The merits of lower NOx 

emissions from neat Waste Cooking Oil were also attained 

by the emulsification process. Nevertheless, using emulsified 

fuels resulted in a slight (i.e., 8%) reduction in BTE, which 

improved with advancements in injection timing. Therefore, 

research indicates that the better option is emulsification 

for running the engine when reducing smoke emissions 

is the main goal, while advancements in injection timing 

are recommended for optimal operation when running the 

engine with pure WCO. Murad et al. (2020), studied the 

energy contribution of 15 and 38% respectively of hydrogen 

and ethanol fuel in a dual fuel operation where the brake 

thermal efficiency increased from 25.2% of neat MO to a 

maximum of 28.5% and 30% with those fuels, whereas the 

neat diesel showcased 30.8%. Smoke emission was detailed 

as 51% under neat diesel operation, whereas the opacity was 

reduced from 78% (neat MO) to 58% under hydrogen energy 

sharing of 15% which was better in terms of efficiency. 

Because of hydrogen induction, it was noted that the NOx 

was increased and also it was noted that by adding ethanol 

and water towards intake the knock limit was extended which 

increased the BTE. The highest BTE was 30.1% when 5% 

water was added, and 30.8% when 10% ethanol was injected. 

Khan et al. (2018), did an analysis in which it was seen, 

that the results show the lowest HC and CO concentration, 

greatest BTE, and minimal BSFC, although the NOx content 

increased somewhat. It has been discovered that cottonseed 

biodiesel and its diesel mix closely resembled conventional 

diesel in terms of combustion properties.

It has shown better combustion efficiency gives higher 

peak cylinder pressure and does not form any kind of impact 

danger on the engine structure. However the combustion

duration at low engine loads was a bit longer than the 

conventional fuels with the mixture of rapeseed methyl 

ester RME, there is a much lower combustion duration at 

low engine loads. In using waste cooking oil as a biofuel, 

the effect of different engine parameters and load conditions 

on the performance and emission of a dual engine has been 

experimented with. With additional hydrogen gas as gaseous 

fuel, it improves the increase in BTE and power output but it 

also increases the emission of pollutants such as CO2, CO, and 

NOX, to reduce the emission, the fuel injection can be turned 

to reduce emission. Major parameters that can project the 

characteristics of combustion of WCO are engine speed, H2

flow rates, and pilot fuel (WCO biodiesel), as the parameter 

increases a similar increase in BTE and power output can 

be noticed. During H2 addition, the oxygen content in the 

air inlet will be less, which can increase the opacity of the 

smoke. For every possible parameter experiment, there is an 

inverse relation shown between BTE and BSFC when there 

is a rich mixture is combusted, there will be an increase in 

BTE and a significant decrease in BSFC. Das & Das (2023), 

worked with waste cooking oil biodiesel and enrichment of 

hydrogen which improves the thermal efficiency and there 

is a significant reduction in the emissions when working 

in CRDI Engine. They introduced iron nanoparticles as a 

thermal enhancer, limiting their concentration in the biodiesel 

to 75 ppm. Hydrogen was supplied at a constant rate of 10 

LPM through the primary manifold. The addition of iron 

nanoparticles and hydrogen notably affected nitrogen oxide 

(NOx) formation, possibly due to increased oxygen content 

and nano-additives. Combustion using modified fuel showed 

decreased levels of smoke, CO, HC, and CO2 due to more 

complete combustion. Under maximum engine load, engine 

efficiency (BTE) increased by approximately 2.6% compared 

to straight diesel fuel, likely due to enhanced atomization of 

fuel aided by iron nanoparticles, promoting micro-explosions 

with hydrogen fuel (Chetia et al. 2024).

Biodiesel derived from microalgae using the 

transesterification process, which is a process of exchange 

of organic functional group R” of an ester with R’ of alcohol, 

a single-cylinder diesel engine run by biodiesel as alternative 

fuel and hydrogen was also added into the air inlet. The 

engine was operated at different loads with B20 blend, B20 

with hydrogen at 2 LPM, B20 blend with hydrogen at 4 

LPM, and conventional diesel fuel. Conventional diesel is to 

compare the results of the biodiesel outcomes. Performance 

outcomes such as B.TE, SFC, TFC, and indicated power are 

observed. Combustion characteristics such as in-cylinder 

pressure and net heat release rate are observed. Emission 

parameters such as CO, HC, CO2, NOX, and opacity are also 

monitored tabulated, and shown in graphs and discussed.
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MATERIALS AND METHODS

This section details the biodiesel source (algae), how 

it was cultivated, and collected, the oil extraction, the 

transesterification process, characterization techniques used, 

and the experimental setup that was utilized for this study.

A laa e Colnivanii h

Chlorella vulgaris can grow and thrive in its suitable 

environment. Temperature, pH, light intensity, and carbon 

dioxide concentration are parameters that can be calibrated to 

grow the algae. It was noted from the literature that Chlorella 

species produce more lipids than a mixture of lipids produced 

in photoautotrophic and heterotrophic cultures. Chlorella 

vulgaris was noted to grow well in temperatures ranging 

from 20°C to 30°C. pH emerges as the conductor in algal 

growth and also it was seen that Chlorella vulgaris thrives in 

slightly alkaline waters, with pH levels maintained between 

6.5 and 9.0. Providing CO2 to the Algae utilizes them for 

chlorophyll, which also indulges in growth rate and biomass 

yield. In the Bold Basal medium, the algae were grown 

using the nutrients nitrogen and phosphorous (in the form of 

ammonium nitrate and potassium phosphate) which acted as 

the catalyst for cellular proliferation and enhanced the algal 

growth. It was noted that the biomass yield was ranging from 

0.5 to 2 g/L/day. The microscopic view of chlorella vulgaris 

is shown in Fig. 1A.

Bii g amm Ci llecnii h

To collect the algal biomass, the centrifugation method was 

used since separating the cells developed in the aqueous 

medium can be leveraged efficiently using centrifugal 

force. Later this stage the biomass was filtered using porous 

media to drain the aqueous medium from the collected 

biomass. This filtration will be the parameter that decides 

the flexibility and scalability of biomass concentration. The 

flocculation process was also deemed necessary to aggregate 

larger biomass and its recovery. The collected biomass was 

then dried for further process Oil Extraction.

Bio-Oil Extraition

To extract oil from the algal biomass, a Soxhlet extractor 

was used. The procedure was to put the dried algal biomass 

inside a filter paper thimble and then put the filter paper 

into a glass cylinder that had an intake tube and a siphon 

tube attached to it. A water condenser was fastened to the 

cylinder’s top. The setup was then placed into the neck of 

a flask with a circular bottom that would hold the solvent 

after it had been heated. The solvent’s vapors rise through 

the inlet tube and into the cylinder as it is heated, condensing 

will occur at the condenser. The dried mass interacted with 

the condensed solvent and was dissolved as a result. The 

solution ensured a steady supply of solvent vapors inside the 

cylinder by flowing back into the flask whenever it reached 

the top of the siphon tube. After the extraction process, the 

heating was stopped and the extracted oil was separated from 

the solvent by distilling the flask’s solution. The effective 

extraction of algal oil from intricate mixtures is done through 

this process which takes 5 hours. The collected oil was then 

evaporated using a rotary evaporator to obtain the microalgae 

 

Fig. 1: Biodiesel from Chlorella vulgaris Microalgae – Microscopic view (A), Soxhlet Bio-oil Extraction (B) and Extracted Bio-oil and Biodiesel (C).
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oil (Godwin et al. 2017) as shown in Fig. 1.

Ol ahmemnelificanii h

Preparation of biodiesel from Chlorella vulgaris Microalgae 

by single-stage esterification using Potassium hydroxide 

(KOH) as a catalytic agent and methanol (CH3OH) as base 

solvent. The chemical reaction disintegrates the crude algal 

bio-oil into biodiesel and glycerol, the by-product. The 

procedural steps involved in the transesterification process in 

forming the potassium methoxide solution and disintegration 

process are followed below.

The microalgae extract was taken in a container and 

the transesterification procedure was carried out where the 

content was 1000 mL. Laboratory use of methanol was taken 

in the measured beaker.  Potassium hydroxide (KOH) and 

alcohol were mixed properly by stirring until the KOH was 

dissolved. The extract content of microalgae taken for the 

study was kept in a container and was mechanically stirred 

while heating. When the temperature achieved 60°C, the 

methoxide solution was poured inside the contained and the 

stirring was continued until proper dissolvent occurred, during 

this entire procedure the speed of the stirrer was kept minimal. 

Past this stage, the container is closed airtight and the solution 

was stirred at higher speeds (say 720 rpm). The temperature 

should be maintained at 60°C during the entire process since 

beyond that temperature methanol may evaporate (Hariram et 

al. 2017). After two hours the solution should be transferred to 

a separate glass container which will be kept idle for 24 hours, 

during which the separation of glycerol and biodiesel occurs. 

In the upper portion of the container is the biodiesel which will 

be collected after removing glycerol from the container. The 

cleaning procedure is followed until the glycerol is completely 

removed from the biodiesel. After this procedure, the biodiesel 

will be heated to 100°C so that the remaining water present 

in the biodiesel is evaporated and the result of this procedure 

will be the microalgae biodiesel that is used for this study.

Fi oliel  Ol ahmfi l g  Dhfl a -led Nvecnl i g enl s

Chlorella vulgaris algae were used as a source to produce the 

biodiesel for which the transmittance was analyzed through 

the Fourier transform infrared spectroscopy. For analyzing 

this study Attenuated Total Reflectance Fourier Transform 

Infra-Red Spectrometer. The chlorella vulgaris biodiesel 

sample was used in the instrument to study the transmittance 

of the sample through internal reflection. A single reflection 

module was used in this study analysis, where an infrared 

beam will pass through the biodiesel sample which produces 

a vibration signal (transmittance). During this process, 

the angle of incidence will be produced while the internal 

reflection occurs. The instrument used has a range of 450 to 

4000 cm-1, it also has a resolution of 2 cm-1. Based on the 

one mL of sample biodiesel that is kept over the crystal upon 

passing the infrared will share the signals through evanescent 

waves (Tan et al. 2023).

Gam Chl i g ani al avhs -Mamm Nvecnl i g enel  (GCMN) 

To verify the presence of fatty acid methyl esters in 

the biodiesel produced from chlorella vulgaris oil. The 

instrument used is a single quadrupole mass spectrometer 

which is along with a gas chromatography system. An SSL 

injector and capillary columns with a 7500:1 inlet split 

ratio were installed in the GC system. The GC system has a 

450°C oven temperature limit. In the chemical and electron 

impact ionization modes, a pre-heated monolithic hyperbolic 

quadrupole mass filter was utilized. There was a range of 

106°C to 200°C for the quadruple temperature and 150°C 

to 350°C for the ion source temperature. 

Exvelig ehna l Oemn Nenov 

The specifications of the engine used are detailed in 

Table 1 which is a single-cylinder diesel engine. The 

engine test bed that was used to operate and test the fuel 

efficiency and the instruments used can be seen in Fig. 2. 

The measuring parameter, accuracy, range, and uncertainty 

of the measuring devices used such as Smoke meter, 

smoke analyzer, tachometer, and the dynamometer are also 

mentioned in Table 2. 

Hs dl i aeh Dhdocnahce ih Oemn Ehaihe

Table 1: Test Engine Specs. 

Product One-cylinder four stroke Diesel engine

Make Kirloskar, Model TV1x

Stroke 87.5 mm

Bore 110 mm

Rated Power and speed 5.2 kW  and 1500 rpm

Compression ratio/

Engine capacity

17.5/661 cc

Cooling arrangement Water cooling

Piezo sensor Range 5000 PSI, with low noise cable

Dynamometer Type eddy current, water cooled

Calorimeter Type Pipe in pipe

Crank angle sensor Resolution 1 Deg, Speed 5500 RPM

Propeller shaft With universal joints

Load indicator Digital, Range 0‐50 kg, Supply 230VAC

Fuel tank
Capacity 15 lit with glass fuel metering 

column

Load sensor Load cell, type strain gauge, range 0‐50 kg

Air box
M S fabricated with orifice meter and 

manometer.
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the injection was done at the air intake procedure (Gultekin 

et al. 2023).

The microalgae biodiesel is sent through the fuel injection 

system to the engine combustion chamber with hydrogen 

and air mixture inlet. Initially, the air and hydrogen mixture 

is allowed to be atomized in the combustion chamber of the 

diesel engine during 1st stroke of the cycle and allowed to 

pre-heat in the cylinder during the 2nd stroke of the cycle. 

Biodiesel is sprayed with the help of a fuel injection system 

into the cylinder and allowed to combust during the 3rd

stroke, and at the final step, exhaust gas is sent out. During 

the four strokes of the cycle, the air inlet temperature, inlet 

pressure, hydrogen inlet pressure, flow rate, and the amount 

of fuel flow are all collected using sensors that are placed 

and monitored with the help of the computer monitoring the 

engine setup test rig. The temperature of the fuel flow during 

Comprising the gas cylinder & valve with high pressure, the 

regulator is stated as the hydrogen supply system which was 

connected with the engine inlet manifold which is in contact 

with the flowmeter (utilized to see visually the hydrogen 

supply from the tank to the engine). The pressure regulator 

used in the system will reduce the atmospheric pressure 

value which will be passed through the flame arrester-trap 

setup through the H2 flow meter. H2 flow meter along with 

a controller is utilized to measure and control the flow rate 

of hydrogen. The Injection system used here is electronically 

actuated which will inject microalgae biodiesel at the intake 

manifold. The injection system comprises a control unit and 

electronic injector, it can be seen that a microcontroller which 

is connected to a personal computer controls the amount of 

microalgae biodiesel injection. Considering the engine speed, 

the injection strategy for algal biodiesel was calculated while 

Table 2: Emission Analyser Specification.

Instrument Measuring parameter Accuracy Range Uncertainty (%)

Tachometer Speed ± 1 rpm 450–6500 rpm 0.22

AVL NOx ± 12 ppm 0–6000 ppm 0.24

CO ± 0.02 % 0–16 % vol 0.14

HC ± 10 ppm 0–3000 ppm 0.25

CO2 ± 0.01 % 0–22 % vol 0.22

Smoke meter(AVL) Smoke opacity ± 1 % 0–100 % 1.2

Fig. 2: The engine test rig.
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the fuel injection will be observed, and the peak pressure that 

occurred during the 3rd stroke can be monitored.  During the 

4th stroke, air exhaust outlet temperature, pressure, pollutant 

content, and other parameters can be observed to study the 

combustion behavior of the diesel engine. Using a smoke 

meter and smoke analyzer the CO, HC, NOx, CO2, and 

opacity of the engine can also be surveyed.

Engine outputs such as brake power, brake thermal 

efficiency, specific fuel consumption, and total fuel 

consumption will be derived with the help of the dynamometer 

and engine soft software to determine the characteristics of 

the performance behavior of the engine. Single-cylinder 

Diesel engine setup with Dynamometer and smoke analyzer 

setup during experiment with Biodiesel B20 blend mixture 

using Kirloskar, Model TV1, Type 1 cylinder, 4 stroke 

Diesel, water-cooled, power 5.2 kW at 1500 rpm, stroke 

110 mm, bore 87.5 mm. 661 cc, CR 17.5. The performance 

testing of internal combustion engines, medium and small 

motors, car transmission components, gas turbines, water 

turbines, engineering machinery, and oil drilling can all be 

done with an eddy current dynamometer. This experiment 

is used to analyze the performance characteristics of the 

engine by inducing load on the shaft of the engine output 

and observing the other outputs.

Foel Kl i vel niem

The fuels used in the diesel engine were checked for their 

properties to verify with the standard operating values and 

it detailed closer values as shown in Table 3.

RESULTS AND DISCUSSION

The results determined by the analysis are discussed in this 

section briefly where the FTIR, GCMS, performance, and 

emission characteristics. 

Fi oliel  Ol ahmfi l g  Dhfl a -Red Nvecnl i mci vs

The stretched bending values range from 500 to 3000 cm-1 

in the Chlorella vulgaris FTIR spectrum as detailed in 

Fig. 3. The conversion of biodiesel of Chlorella vulgaris is 

confirmed through the highest peak (the vibration stretch) 

shown in FTIR analysis at 1741 cm-1. The hydrocarbon

presence in the sample is confirmed through the stretches 

from 1460 to 1019 cm-1. A very strong signal was seen at 

stretch 2923 cm-1, a signal somewhat strong was seen at 

stretch 2853 cm-1 and there is a signal which was weak 

seen at stretch 3008 cm-1, these signals detail and verify 

the biodiesel conversion. It can also be noted that there is 

Table 3: Properties of biodiesel, hydrogen and diesel.

Properties Unit Chlorella vulgaris Biodiesel . Diesel ASTM biodiesel standard

Density Kg/m3 864 0.0881 838 ASTM D240

Viscosity (at 40° C) mm2/s 5.2 - 1.9-4.1 ASTM D445

Calorific value MJ/kg 41.0 119.3 43.8 ASTM D240

Cloud Point °C 7 - -15 to 5 ASTM D2500

Pour point °C -6 - -35 to -15 ASTM D2500

Flash Point °C 115 - 75 ASTM D93

Solidification Point °C -12 - -50 to 10 -

Acid value Mg KOH/g 0.374 - 0.5 max -

H/C ratio - 1.81 - 1.81 -

Fig. 3: FTIR Transmittance of Chlorella vulgaris biodiesel
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no trace of stretches between 1741 and 2853 cm-1 which is 

obtained through the single-stage transesterification. Various 

weak signals were seen near 844, 914, and 1437 cm-1 which 

informs that the carboxylic group is present. 

The presence of these distinctive long-chain fatty 

acid methyl ester (FAME) molecules indicates that these 

functional groups form the biodiesel.

Gam Chl i g ani al avhs -Mamm Nvecnl i g enl s

An esterified biodiesel sample was subjected to Gas 

Chromatography-Mass Spectrometer analysis to determine 

the existence of different FAMEs and to assess the 

effectiveness of the process (transesterification). As seen 

in Fig. 4, the biodiesel’s mass chromatogram examined 

the presence of nine distinct FAMEs at retention times 

(RT) ranging from 14.07 to 34.75 minutes. Many FAME 

mass fragmentation patterns demonstrate the loss of carbo-

methoxy-ions as a result of β cleavage.

A handful of the mass fragmentation patterns also showed 

multiple profusions, which could be the result of the group 

(methoxy) being lost and the hydrogen and carbon atoms 

being rearranged during the process (transesterification). 

The hydrogen ion in the carbonyl group rearranges and 

reorganizes at RT 22.45 min, resulting in the existence of 

fatty acids (unsaturated) such as 14, 17-Octadecadienoic 

acid methyl ester (Reang et al. 2020). There were various 

FAMEs found in the sample analyzed as shown in Table 4.

Kel fi l g ahce Cha l a cnelimnicm

This section details the performance of the hydrogen-

inducted fuel (microalgae biodiesel) in the diesel engine. 

The characteristics of performance that are studied here are 

indicated power, brake thermal efficiency, friction power, 

indicated thermal efficiency, specific fuel consumption, and 

total fuel consumption. 

Fig. 5 represents Brake power (BP) vs Indicated power 

(IP) for the study Engine. The IP varies along the BP, it shows 

that the diesel has the highest point at 4.92 kW (100% load) 

at higher load which is 7.22 kW brake power, B20 blend at 

7.27 kW, H2 at 2 LPM 7.39 kW and 4 LPM at 7.45 kW. Where 

the hydrogen with b20 blend shows higher indicated power 

with respect to brake power due to the higher combustible 

nature of hydrogen, it shows higher indicated power produced

when the rate of hydrogen flow is increased, and the IP 

increases also when the rpm increases (Rajak et al. 2022).

Fig. 6 represents Brake power (BP) vs friction power 

(FP) for the taken study Engine. The FP varies along the 

BP, it shows that the diesel has the highest point at 2.29 kW 

at higher load which is 4.92 kW brake power (50% load), 

B20 blend at 2.38 kW, H2 at 2 LPM 2.48 kW and 4 LPM at 

2.54 kW. Where the b20 blend shows higher friction power 

with respect to brake power because of higher oxygen 

availability existing in the fuel B20 blend which enhanced the 

rate of combustion. Though the O2 percentage in the biodiesel 

 

Fig. 4: GCMS spectrum of Biodiesel from Chlorella vulgaris.

Table 4: Fatty acid methyl ester with respect to retention time.

S.No. FAME Retention 

Time (RT)

1. 9-hexadecenoic acid  methyl ester 19.93

2. hexadecanoic acid methyl ester 20.28

3. heptadecanoic acid methyl ester 21.47

4. 14, 17-octadecadienoic acid methyl ester 22.45

5. eicosanoic acid methyl ester 24.85

6. 13-docosenoic acid methyl ester 26.87

7. docosanoic acid methyl ester 27.35

8. tricosanoic acid methyl ester 28.47

9. tetracosanoic acid methyl ester 30.25
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is high, due to the higher viscosity of the biofuel it is difficult to 

inject into the chamber which contradicts the combustion rate 

(Hazar et al. 2022). This is why the friction power decreases 

when the flow of biodiesel increases at a higher load.

Fig. 7 represents the Brake power (BP) vs Brake thermal 

efficiency (BTE) of the Engine taken for the analysis. The 

BTE varies along the Brake power, it shows that the diesel 

has the highest point at 33.48% at higher load which is 

4.92 kW brake power, B20 blend at 30.94%, H2 at 2 LPM 

32.23%, and 4 LPM at 33.6%. Where the hydrogen 4 LPM 

with B20 blend shows higher BTE with respect to BP due 

to a higher percentage availability of oxygen present in the 

biodiesel B20 blend which enhanced the rate of combustion 

and also with the higher flow rate of hydrogen. It is also to 

be noted that increasing the ester presence in the fuel will 

increase the BTE.

Fig. 8 represents Brake power (BP) vs Indicated thermal 

efficiency (ITE) of the given single cylinder four stroke 
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diesel Engine. The ITE varies along the B, it shows that the 

diesel has the highest point at 45.99% at higher load which 

is 0.01 kW brake power, B20 blend at 48.55 %, H2 at 2 LPM 

at 50.95 %, and 4 LPM at 49.09 %. Where the hydrogen 

4 LPM with B20 blend shows higher Indicated thermal 

efficiency with respect to BP due to the higher availability of 

oxygen present in the biodiesel B20 blend which enhanced 

the rate of combustion and also with the higher flow rate of 

hydrogen, and it lowers along the brake power with higher 

loads and also it is to be noted that heat supplied in the fuel 

form will influence the indicated thermal efficiency (Zareei 

et al. 2020).

Fig. 9 represents Brake power vs Specific Fuel 

Consumption (SFC) of the diesel engine. The SFC varies 

along the Brake power, it shows that the diesel has the 

highest point at 0.46 kg/kWh at higher load which is 

1.29 kW brake power, B20 blend at 0.47 kg/kWh, H2 at 2 

LPM 0.47 kg/kWh and 4 LPM at 0.39 kg/kWh. Since the 
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viscosity is higher for the B20 blend, the engine consumes 

more fuel than the other mixtures, and also due to the lower 

calorific value of the B20 blend, it needs excess fuel to 

achieve the expected power output. However, adding H2 

to the fuel mixture decreases the fuel consumption and 

able the fuel mixture of B20 and H2 to attain the SFC of 

diesel fuel. It is to be noted that fuel consumption will 

increase when the heating value of the fuel decreases, but 

adding hydrogen in this study has a good influence on  

SFC.

Fig. 10 represents Brake power vs Total fuel consumption 

(TFC) of the Diesel Engine. The TFC varies along the BP, it 

shows that the B20 blend has the highest point at 1.37 kg/hr 

at Brake power of 4.92 kW, H2 at 1.32 kg/hr, diesel at 1.25 

kg/hr and 4 LPM at 1.26 kg/hr. Where the B20 blend shows 

higher Total fuel consumption in relation to brake power due 

to the high viscosity of the B20 blend biofuel which consists 

of denser molecules that make much volume of fuel and 

consume a comparatively higher amount of fuel. Because of 

the viscous nature of the B20 fuel blend, the engine consumes 

more fuel than the other mixtures, and also due to the lower 

calorific value of the B20 blend, it is clear that excess fuel 

is required to produce the expected power output. However, 

adding H2 to the fuel mixture decreases the fuel consumption 
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and enables the fuel mixture of B20 and H2 to attain the TFC 

of diesel fuel (Avase et al. 2015).

Ci g homnii h Cha l a cnelimnicm

This section details about pressure inside the cylinder and rate 

of heat release representing the combustion characteristics 

of the Chlorella vulgaris biodiesel.

Fig. 11 represents the Crank angle (deg) vs Cylinder 

pressure of the diesel engine. The cylinder pressure varies 

along the crank angle. It shows that the H2 at 4 LPM has the 

highest point at 69.33 bar at a 10° crank angle, B20 blend at 

65.81 bar, diesel at 65.57 bar, and 2 LPM at 66.07 bar. Where 

the hydrogen 4 LPM with b20 blend shows higher cylinder 

pressure in relation to crank angle due to the higher flame 

speed of hydrogen, the B20 blend mixed with hydrogen at 4 

LPM shows much increase in the pressure rise rate, in addition, 

the pressure increased stays a moment and drops down. It is 

also to be noted that the increase of heat inside the cylinder 

will affect the pressure of the cylinder (Das et al. 2023).

Fig. 12 represents the Crank angle (deg) vs the Net 

Heat Release rate of the given diesel Engine. The Net Heat 

Release rate varies along the crank angle. It shows that the 

diesel has the highest point at 43.37 J/deg at 0° Crank angle, 

B20 blend at 40.06 J/deg, H2 2 LPM at 35.34 J/deg and 4 
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LPM at 42.98 J/deg. Where diesel shows a higher Net Heat 

Release rate in relation to crank angle due to high heating 

value and possessed by its characteristics and lower viscosity 

compared to biofuel. Even though diesel has the highest heat 

release rate, hydrogen at 4LPM with B20 blend also shows 

a similar heat release rate at 0.39 J/deg difference due to the 

higher calorific value of hydrogen. It is also to be noted that 

the calorific value and density of the fuel influences widely 

the heat release rate.

Eg immii h Cha l a cnelimnicm

This section details the characteristics of emission 

released by the study engine when utilizing the prepared 

fuel.

Fig. 13 represents Brake power (kW) vs CO (%) of the 

study engine which is single cylinder four stroke. The CO 

exhaust varies along the brake power. It shows that the 

diesel has the highest point at 0.242% at zero loads where 

brake power is 0.01 kW, B20 blend at 0.087%, H2 2 LPM + 

B20 at 0.102% and 4 LPM at 0.196%. Where diesel shows 

higher CO with respect to brake power because of incomplete 

combustion of fuel and due to insufficient oxygen compared 

to biofuel. Because of the enriched oxygen in the biodiesel, it 

can combust evenly with less amount of CO content emitted 
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from the B20 blend batch, this case differs when it is added 

with H2, this again changes due to less amount of oxygen 

in the air inlet. This is why the emission of B20 with H2 is 

increased compared to the B20 blend (Khan et al. 2018). 

Fig. 14 represents Brake power (kW) vs HC (ppm) of the 

four-stroke diesel engine. The HC exhaust varies along the 

brake power. It shows that the diesel has the highest point 

at 94 ppm at zero load where brake power is 0.01 kW, B20 

blend at 40 ppm, H2 2 LPM + B20 at 44 ppm, and 4 LPM 

at 46 ppm. Due to the high cetane present in the biofuel 

compared to diesel, it improves the quality of ignition in 

the fuel and increases the combustion efficiency, and also 

due to the higher viscosity of the biofuel, there is a delay 

in ignition of the fuel, this also cause the fuel to burn more 

even during combustion stroke (Raja et al. 2018). Even 

though the biodiesel emits less HC, with the addition of H2, 

it again increases the Hydrogen content in the exhaust and 

causes HC to increase.

Fig. 15 represents the Brake power (kW) vs CO2 (%) of 

the given diesel Engine. The CO2 exhaust varies along the 

BP, it shows that the diesel has the highest point at 10.6% 

at zero loads where brake power is 0.01 kW, B20 blend at 

9.1%, H2 2 LPM + B20 at 10% and 4 LPM at 9.45%. Where 

the diesel shows higher CO2 with respect to brake power 

because of the combustion of fuel which is incomplete and 

due to insufficient oxygen compared to biofuel. Because of 

the enriched oxygen in the biodiesel, it can combust evenly 

with less amount of CO2 content emitted from the B20 blend 

batch, this case differs when it is added with H2, this again 

changes due to less amount of oxygen in the air inlet. As a 

result, the emission of B20 with H2 was increased compared 

to the B20 blend (Suzuki et al. 2015). 

Fig. 16 represents Brake power (kW) vs NOx ppm of the 

Engine. The NOx exhaust varies along the brake power. It 

shows that the B20 + H2 at 4 LPM has the highest point at 

2059 ppm at zero load where brake power is 0.01 kW, B20 

blend at 1901 ppm, H2 2 LPM + B20 at 2002 ppm, and diesel 

at 1834 ppm. Where diesel shows higher NOx with respect 

to brake power as a result of incomplete combustion of fuel 

and because of insufficient oxygen compared to biofuel. Due 

to the availability of oxygen in the biodiesel, it can combust 

evenly with less amount of NOx content emitted from the 

B20 blend batch, this case differs when it is added with H2, 

this again changes due to less amount of oxygen in the air 

inlet (Oni et al. 2021). Due to this, the emission of B20 with 

H2 is increased compared to the B20 blend. 

Fig. 17 represents the Brake power (kW) vs O2 (%) of the

Diesel Engine. The O2 intake varies along the brake power. It 

shows that the diesel has the highest point at 18.38% at zero 

load where brake power is 0.01 kW, B20 blend at 18.16%,

H2 2 LPM + B20 at 18.28% and H2 4 LPM + B20 at 18.3%. 

Where the diesel shows higher O2 intake with respect to brake 

power due to the absence of any kind of supplement air supply 

and its need to combust the fuel in the combustion chamber.

CONCLUSIONS

An engine that is a single-cylinder four-stroke has been 

tested at 4 different loads such as 25%, 50%, 75%, and 
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100% load under different hydrogen-biodiesel blend mix 

ratios. Initially, the engine is tested with a microalgae 

biodiesel B20 blend and the outputs are observed with 

various aspects of the engine with such devices as a 

dynamometer, smoke analyzer, and smoke meter to analyze 

the performance and emission characteristics of the engine. 

To observe the combustion traits, there are many flow 

sensors, temperature, and pressure sensors placed in various 

inlets and outlets of the combustion chamber. The focal 

characteristics of the diesel engine such as performance, 

combustion, and emission are observed and analyzed to 

conclude.
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•	 B20 blend has higher friction power at 50% load 

gaining 2.54 kW. Additional O2 gained from the 

biodiesel significantly increased the performance of the 

engine compared to diesel in producing friction power. 

However, the F.P. reduces at higher loads due to the 

higher viscosity of the B20 due to which injection of 

fuel in the combustion chamber becomes difficult which 

contradicts the combustion property of B20.

•	 At 100% load, B20 + H2 at 4 LPM produces higher 

Brake thermal efficiency, compared to diesel and other 

fuel mixtures due to an increase in the H2 flow to the 

engine. Producing 33.6% BTE at higher loads, comparing 

Diesel which only produced 33.48% BTE. Though the 

difference is minimal, the addition of more H2 to the fuel 

mixture can produce a significant difference. B20 blend 

produces only up to 30.94%, so on the whole there is a 

major difference with increasing H2. 

•	 Because of the highly viscous nature of the B20 blend, 

the engine consumes more fuel than the other mixtures, 

and due to the lower calorific value of the B20 blend, 

it requires more fuel to produce the expected power 

output. But adding H2 to the fuel mixture, decreases the 

fuel consumption and enables the fuel mixture of B20 

and H2 to attain the SFC of diesel fuel and it also helps 

in decreasing the total fuel consumption. The specific 

fuel consumption varies along the Brake power. It shows 

that the diesel has the highest point at 0.46 kg/kWh at 

higher load which is 1.29 kW brake power, B20 blend at 

0.47 kg/kWh, H2 at 2 LPM 0.47 kg/kWh, and 4 LPM at 

0.39 kg/kWh. BP vs TFC shows that the B20 blend has 

the highest point at 1.37 kg/hr at brake power of 4.92 

kW, H2 at 1.32 kg/hr, diesel at 1.25 Kg/hr, and 4LPM 

at 1.26 kg/hr.

•	 B20 blend + H2 at 4 LPM mixture has higher indicated 

power compared to other mixtures, where it is at  

7.45 kW due to the high combustible nature of H2 and 

due to the availability of a higher amount of oxygen 

present in the biodiesel, which also helps in increasing 

the Indicated power of the engine with respect to the 

brake power produced. With less hydrogen, the I.P. also 

decreases when compared to diesel which is at 7.22 kW.

•	 Combustion characteristics show that the cylinder 

pressure of H2 at 4 LPM has its highest point at  

69.33 bar at a 10° Crank angle, because of the higher 

flame speed of hydrogen, the B20 blend mixed with 

hydrogen at 4 LPM shows a significant increase in the 

rate of pressure rise, in addition, the pressure increased 

stays a moment and drops down.

•	 Net Heat Release rate with respect to the Crank angle 

of H2 at 4 LPM + B20 produces a higher amount of 

heat compared to other biofuel mixtures, due to higher 

calorific value and possessed by its characteristics and 

lower viscosity compared to biofuel. It shows that the 

diesel has the highest point at 43.37 J/deg at 0° Crank 

angle, B20 blend at 40.06 J/deg, H2 2 LPM at 35.34 J/

deg and 4 LPM at 42.98 J/deg. Even though the diesel 

has the highest Heat release rate, hydrogen at 4 LPM 

with B20 blend also shows a similar heat release rate at 

0.39 J/deg difference due to the higher calorific value 

of hydrogen.

Comparing other fuel mixtures, the emission of carbon 

pollutants occurs because of incomplete combustion of fuel 

in the combustion chamber, but in B20 blend fuel, the fuel 

combusts more evenly compared to other mixtures. This 

causes the B20 blend to produce less emission than the 

mixture with H2 and conventional fuel.  
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      ABSTRACT

This study investigates the trends and processes of flooding in Kota Belud, Sabah, Malaysia, 

following the 2015 Ranau Earthquake. The earthquake caused landslides that altered river 

systems and significantly impacted flood patterns. Using an interdisciplinary methodology, 

we examined geological processes, river morphology, sediment dynamics, and erosion 

mechanisms to understand the correlation between geological forces and flooding. The 

investigation spanned a decade (2010-2020), revealing an increase in flood incidents post-

earthquake. Key findings include the impact of sediment dynamics on river behavior, the 

role of river morphology, and the importance of erosion and sedimentation in flood timing. 

This research offers valuable insights into disaster management strategies, emphasizing the 

need for understanding geological influences on flood susceptibility.

INTRODUCTION

In the complex interplay of Earth’s geological forces, 

the relationship between seismic events and hydrological 

phenomena can change landscapes, disturb communities, 

and modify natural processes (Chen et al. 2015). One 

significant problem related to earthquakes is flooding, 

especially in regions where seismic activity intersects with 

complex drainage systems. This connection between tectonic 

movements and hydrological responses is both fascinating and 

crucial, necessitating further research to fully understand it.

Our study delves into the relationship between earthquakes 

and floods, explicitly focusing on Kota Belud, Sabah, 

Malaysia, in the aftermath of the 2015 Ranau Earthquake. 

This location, where geological forces intersect with drainage 

systems, offers an ideal context for investigating how 

earthquakes can initiate flooding events. The aftermath of 

the Ranau Earthquake, marked by landslides, erosion, and 

debris flow, has significantly altered flood patterns in this 

area (Rosli et al. 2021, Tongkul 2017, Yusoff et al. 2016).

The primary objective of this study is to unravel 

the complex interactions between seismic activity and 

hydrological responses, specifically the increased flooding 

in Kota Belud following the 2015 Ranau Earthquake. This 

research aims to answer the following questions: How do 

geological processes, triggered by seismic events, alter 

flood patterns? What role do sediment dynamics and river 

morphology play in post-earthquake flooding?

OBJECTIVES

The main objectives of this study are:

 1. To investigate the impact of the 2015 Ranau Earthquake 

on flood patterns in Kota Belud.

 2. To analyze the role of sediment dynamics and river 

morphology in post-earthquake flooding.

 3. To develop insights for disaster management strategies 

based on the findings.

METHODOLOGY

We employed a combination of field surveys, remote 

sensing techniques, and GIS analysis to collect data 

on river morphology, sediment deposition, and flood 

events. Instruments included LiDAR for topographical 

mapping, sediment traps for measuring deposition rates, 

and flow meters for assessing river discharge. Data were 

collected from various sources, including the Department 
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of Irrigation and Drainage and the National Disaster 

Management Agency, ensuring a comprehensive analysis  

(Fig. 1).

RESULTS

Our results indicate a significant increase in flood events 

post-earthquake, even with lower rainfall intensities. 

Sediment deposition in river channels was identified as a 

major factor influencing flood patterns. Borehole analyses 

revealed varying sediment thickness downstream, correlating 

with increased flood frequency. Detailed tables and figures 

illustrate the spatial distribution of floods and sedimentation 

patterns, supporting our findings.

Flood Distribution

The objective of flood distribution is to assess the areas 

impacted by floods and identify locations that consistently 

experience flood events. This study also plays an important 

role in identifying places that are frequently prone to 

flood occurrences. Flood distribution data, commonly 

referred to as flood inventory, and all the factors that 

influence flooding are essential when generating flood 

susceptibility maps. Moreover, the flood inventory map 

is used to determine factors that contribute to flood  

recurrence.

To assess the distribution of floods, we employed data 

collected from on-site inspections conducted between 2018 

and 2022. Incorporated into the analysis are data obtained 

from several government entities such as the Department of 

Irrigation and Drainage, the National Disaster Management 

Agency, the Civil Defence Force, and the Kota Belud District 

Council.

A total of 217 flood events were recorded within the 

study area over a decade from 2010 to 2020. These events 

affected 48 different locations (Department of Irrigation and 

Drainage Sabah 2020). Out of these places, 30 had repeated 

flood events happening multiple times over this period as 

specified in Table 1. These specific locations are considered 

hotspots because they are very prone to flooding.

Fig. 2 depicts the spatial distribution of flood occurrences 

for the five-year periods before (2010-2015) and after (2015-

2020) the 2015 Ranau Earthquake. Surprisingly, the number

of areas affected by floods increased from 87 to 130 after 

the earthquake, even though the timeframe of five years 

remained consistent before and after the seismic event. The 

changes in flood patterns pre- and post-earthquakes can be 

associated with sedimentary deposits caused by landslides 

triggered by earthquakes which pile in river channels leading 

to a decrease in river depth. Furthermore, erosion processes 

occurring in drainage development zones exacerbate this 

Data 

Collection: 

• Gathering data 

from various 

sources including 

on-site 

inspections, 

government 

agencies, and 

historical records.

Analysis of 

Geological 

Factors: 

• Examining river 

morphology, 

sediment 

dynamics, and 

erosion 

mechanisms.

Flood Pattern 

Analysis: 

• Assessing the 

frequency and 

distribution of 

flood events 

before and after 

the earthquake.

Borehole 

Investigations: 

• Conducting 

borehole analysis 

to understand 

sediment 

thickness and its 

impact on river 

channels.

Result 

Synthesis: 

• Integrating 

findings to 

understand the 

interplay between 

geological forces 

and flooding.

Fig. 1: Methodology flowchart.

Table 1: Flood hot-spot location.

Location No. of events Location No. of events Location No. of events

Kg Bobot 13 Kg Tombol 2 Kg Limatok 2

Kg Gunding 12 Kg Pirasan 2 Kg Linau 13

Kg Jawi-Jawi 2 Kg Sangkir 2 Kg Lingkodon 17

Kg Keranjangan 6 Kg Sembirai 18 Kg Menunggui 18

Kg Kesapang 2 Kg Siasai 13 Kg Merabau 2

Kg Kota Bunga 3 Kg S. Punggur 2 Kg Pgkln Abai 6

Kg Labuan 7 Kg Tg Pasir 4 Kg Wakap 5

Kg Lebak Engad 11 Kg Tg Wakap 2 Kota Belud 4

Kg Lebak Moyoh 15 Kg Taun Gusi 3 Padang Pekan 5

Kg Lentigi 2 Kg Tawadakan 2 Pasar Tani 5

Total number of repeating locations 30
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issue. Together, these factors contribute to an increase in 

flood episodes after an earthquake, even if the amount of 

rainfall is not unusually great.

Analysis of Flood Trends

The research we conducted in Kota Belud, Sabah, examines 

the complex connection between sedimentation and flooding 

that occurs after an earthquake. An examination of data 

collected from government entities, including the Department 

of Irrigation and Drainage Sabah and the Department of 

Meteorology Malaysia, indicates a significant pattern: a rise 

in the occurrence of floods after the 2015 Ranau Earthquake. 

It is noteworthy that this trend encompasses flood occurrences 

that happen at precipitation intensities lower than the standard 

heavy rain threshold of 60 mm per hour set by the National 

Flood Forecasting and Warning Centre.

To obtain a broader understanding, we compare the daily 

precipitation data from the years before the earthquake (1996, 

2008, and 2014) with the years after the earthquake (2015, 

2016, 2017, and 2018). This analysis reveals a significant 

change in flood patterns as floods are now occurring even 

with lower levels of rainfall. Significantly, an occurrence of 

flooding in August 2015 characterized by a rainfall intensity 

of 17 mm (classified as moderate rain) and other incidents 

in 2016, such as the severe rainfall event in May (55.5 mm), 

defy traditional assumptions. The observed variation can be 

ascribed to alterations in the flow patterns of the river caused 

by the deposition of sediment due to seismic activity, erosion, 

and the collapse of slopes in the upper areas, specifically in 

the Kadamaian River and Wariu River basins. Our analysis 

reveals how seismic events can significantly change river 

behavior by affecting sediment dynamics, leading to post-

earthquake flooding scenarios.

Geological Factors in Flood Occurrence

The flow of water within the drainage systems is a key 

geological force that causes erosion, transportation, and 

deposition of material across landscapes. Almost every 

part of our world shows evidence of erosion or sediment 

accumulation caused by rivers. Understanding these 

geological processes is extremely important as they can 

greatly impact the frequency and severity of floods in a 

certain area. To thoroughly examine these processes, this 

part will be divided into several important elements: river 

morphology, drainage order, erosion and its impact on 

sediment deposition, and the movement and settling of 

sediment that is unique to the area being studied.

Unveiling the River Morphology

Learning about river morphology and how it changes over 

time is important before getting into the more complicated 

parts of flood research. A comprehensive study of the 

properties of rivers and drainage systems is crucial due to 

their close connection with flood events. To structure our 

research, we categorize the river basin into three main zones: 

 1. Zone 1: The Erosion Zone functions as a source of 

sediment in the upstream section, exerting geological 

pressures that result in erosion.

 

Fig. 2: The flood hot-spot location.
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2. Zone 2: The Sediment Transport Zone, is located in 

the middle of the river’s course. This area is frequently 

affected by erosion and sedimentation processes.

3. Zone 3: The Sedimentation Zone, is the area downstream 

where sediment accumulates, playing a crucial role in 

the river’s environment.

The study area encompasses five main rivers: Sungai 

Wariu, Sungai Tempasuk, Sungai Kadamaian, Sungai 

Abai, and Sungai Gurong-Gurong. There are three essential 

river basins: Tempasuk, Kadamaian, and Wariu. The rivers 

demonstrate various phases of development, with Sungai 

Kadamaian and Sungai Wariu being mature rivers in 

lowland and hilly regions, displaying extensive plains and 

integrated drainage systems. On the other hand, Sungai 

Kuala Abai and Sungai Tempasuk are categorized as 

matured rivers located further downstream, characterized 

by distinctive attributes such as sandbanks and valleys with 

ridges. This initial investigation establishes the foundation 

for a comprehensive examination of the interaction between 

geological characteristics and flood patterns in the area, 

highlighting the significance of comprehending river 

development.

Analyzing River Order and its Significance in Flood 

Studies

Analyzing river order provides valuable insights into 

flood dynamics. Higher-order rivers indicate increased 

flow, which is crucial for flood studies, while lower-order 

rivers are significant due to their potential to disrupt the 

drainage system. Our study area, lacking rapid urbanization, 

experiences predominantly natural disturbances in Orders 

1 and 2, aligning with earlier findings of landslide-prone 

terrain in the upper Kadamaian River basin (Fig. 3). These 

geological features impact river dynamics, providing critical 

insights into flood susceptibility.

Erosion and its Impact on Sediment Deposition

For our investigation into the erosion dynamics in the Kota 

Belud district, we utilize the Revised Universal Soil Loss 

Equation (RUSLE) to evaluate erosion rates. This approach 

considers factors such as precipitation, the susceptibility of 

soil to erosion, the characteristics of the slope, the kind of 

cultivation, and the effectiveness of erosion control measures. 

The results of our study depicted in Fig. 4 classify soil 

erosion into five distinct categories, ranging from very low 

to very high.

Most of Kota Belud, specifically 63.29% or 87,657 

hectares, experiences a very low erosion risk. However, a 

significant portion, 26.17% or 36,245 hectares, suffers a very 

high danger of erosion. The medium-risk zones encompass 

4.52% of the total land area, equivalent to 6,260 hectares. 

The low-risk regions cover 3.69% of the land, around 5,111 

hectares. Lastly, the high-risk areas account for 2.33% of the 

land, a total of 3,227 hectares.

In 2021, Roslee and Sharir confirmed that the Kadamaian 

River Basin in south-eastern Kota Belud is a significant 

area at risk of land loss. Areas adjacent to main rivers, 

particularly the specific location we are studying, exhibit 

elevated rates of erosion. The heightened erosion close to 

rivers leads to sediment build-up in riverbeds, impeding 

efficient drainage during periods of intense precipitation. 

The complex interplay between erosion, sediment deposition, 

and river dynamics provides a valuable understanding of the 

susceptibility of the study area to flooding.

Sediment Dynamics: A Key Player in Post-Earthquake 

Flooding

Sedimentary deposits originating from the physical or 

chemical breakdown of rocks within the Earth’s crust 

comprise a diverse range of particle sizes, from block-sized 

to colloidal dimensions (Joe et al. 2019, Quigley & Duffy 

2020). When water serves as the vehicle for transporting 

these sediments, they are referred to as fluvial or river 

sediments (Rentschler & Salhab 2020). In nature, these 

sediments are a natural by-product of erosional processes that 

occur within drainage systems (Liu et al. 2020). However, an 

excess accumulation of these sediments beneath the drainage Fig. 3: The order of stream network.
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2008, with a recorded rainfall of 104.7 mm. Compared to 

2014, one year before the earthquake, the highest recorded 

flood occurred on October 8, 2014, with a precipitation level 

of 86.5 mm.

The flood patterns observed during the monitoring 

periods of 2015, 2016, 2017, and 2018 showed changes 

following the impact of the earthquake (Fig. 5b). According 

to the recorded data, flood episodes happen not just when 

it rains more than 60 mm, which is considered heavy rain, 

but also when it rains less than that amount. Based on the 

information provided, there was a single flood event in 2015 

following the August 2015 earthquake with a rainfall of 

17 mm, falling into the moderate rain category. In 2016, 

there were three flood occurrences recorded in May (with 

heavy rainfall of 55.5 mm) and September (with rainfall of 

19.5 mm and 16 mm, falling into the moderate rain category). 

In 2017, five flood events were detected, all of which were 

caused by very heavy rain. These events occurred in August, 

September, and December, with rainfall intensities ranging 

from 17 mm to 46 mm, classified as moderate to heavy rain. 

In 2018, there were three flood events recorded in January, 

June, and July, with rainfall intensities ranging from 15 mm 

to 45 mm, also classified as moderate to heavy rainfall.

The difference in flood patterns pre- and post-the 

2015 Ranau Earthquake can be linked to the deposition of 

sediments, which reduces the river’s depth as a consequence 

of the mountain’s collapse caused by seismic activity, 

as well as the erosion that takes place in the surrounding 

drainage basin region. Consistent with previous research, it 

has been observed that soil erosion has a significant impact 

in the upper region of the river basin, specifically in the 

Kadamaian River and Wariu River basins. Erosion and 

system can have profound implications. Specifically, it can 

lead to the shallowing of river channels, thereby impeding 

their capacity to accommodate water during precipitation 

events, ultimately culminating in flooding (Sharir et al. 

2022).

To gain a better grasp of the situation, we selected the 

daily rainfall data from the three years before the 2015 Ranau 

Earthquake for comparison with the years following the 

earthquake. Specifically, we chose 1996, 2008, and 2014 to 

represent the pre-earthquake events, while 2015, 2016, 2017, 

and 2018 represent the post-earthquake events. The selection 

of these assessment years was based on the availability of 

the information provided. The daily precipitation data is 

compared to the occurrence of floods in the study area. The 

rainfall data is constrained by a threshold value of 60 mm, 

representing the intensity range used to measure the amount 

of rain within an hour. This value is provided by the National 

Flood Forecasting and Warning Centre (Table 2).

Based on the rainfall data depicted in Fig. 5a, it was 

observed that the flood event before the 2015 Ranau 

Earthquake surpassed the established threshold for measuring 

heavy rainfall (>60 mm). In 1996, there were no reports of 

flooding. However, a flood was documented on February 17, 

 

Fig. 4: The potential of soil erosion in Kota Belud.

Table 2: Rainfall intensities classification.

Rainfall intensities Range (mm/hour)

Light 1-10

Moderate 11-30

Heavy 30-60

Extremely Heavy >60

Source: National Flood Forecasting & Warning Center (2021).
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slope instability in the upper section of the drainage system 

result in the accumulation of sediment on the river bed in 

the middle and lower sections. The field survey results 

indicate that sediments deposited in the downstream section 

of the Kadamaian River, Tempasuk River, and Abai River 

have created a substantial and compact layer as a result of 

the parent rock’s high clay content. The river in the area of 

Kota Belud experienced shallowing as a result of sediment 

transportation and deposition on its bed after the earthquake.

In our pursuit to unravel the intricate dynamics of 

sediment accumulation within the river system, we conducted 

extensive borehole investigations spanning from the upstream 

to the downstream regions. These boreholes provided critical 

insights into the various soil types, physical attributes, and 

engineering properties at each location, shedding light on the 

intricate nature of sediment deposition. Our study, however, 

places a special emphasis on Layer 1, known as the Fluvial 

Deposit Layer, as it is the focal point for assessing deposit 

thickness-a key factor linked to the upstream river collapse 

around Mount Kinabalu and erosion processes.

The data collected from these boreholes reveal a 

compelling trend: sediment thickness increases as one 

moves further downstream along the river (Table 3). This 

phenomenon significantly impacts the region’s flood 

dynamics, extending beyond heavy rainfall events. The 

accumulation of thick sediment deposits at the riverbed 

contributes to the shallowing of river channels, ultimately 

constraining their capacity to manage water during 

precipitation events effectively. It is worth noting that in BH2-

Pekan Kota Belud, technical constraints in the field rendered 

the precise measurement of sediment thickness challenging, 

with a recorded value of 15.32 meters. Nevertheless, this 

discrepancy could be attributed to the unique geographical 

location of BH2, situated at the confluence of two major 

rivers—the Kadamaian River and the Wariu River-both 

originating from Mount Kinabalu. The collision of these 

river systems in the BH2 area leads to the accumulation of 

sediment transported from upstream, further enhancing our 

understanding of flood hazard dynamics within the region, 

a topic we delve into in the subsequent section.

CONCLUSIONS

This comprehensive investigation explores the complex 

relationship of geological phenomena that impact floods in 

Kota Belud, Sabah, specifically following the occurrence of 

the 2015 Ranau Earthquake. The area encountered escalated 

environmental difficulties, such as increased floods, 

landslides, soil erosion, and debris flow. The scope of our 

analysis was centered on the incidence of floods before and 

after earthquakes, to pinpoint the underlying reason for the 

increased severity of flooding.

The investigation begins with an examination of the 

geological elements that influence flooding. The hydrological 

flow within drainage networks, regulated by geological 

factors, influences the processes of sediment erosion, 

transit, and deposition. Rivers’ complex shape and dynamic 

behavior were studied to understand flood dynamics. The 

study examined fundamental elements such as river order, 

drainage patterns, and erosion mechanisms to comprehend 

the complex correlation between geological characteristics 

and flooding.

The concept of river order, which is crucial in 

geomorphology, provides valuable insights about the 

 

 

 

 

 

 

 

Fig. 5: Daily rainfall and flood records for the year before (a) and after (b) the 2015 Ranau Earthquake.

Table 3: Fluvial sediment thickness for each borehole.

Borehole Location Thickness of sediment (meter)

BH 1 Kg Melangkap 4.50m

BH 2 Pekan Kota Belud 15.32m

BH 3 Kg Sembirai 10.50m

BH 4 Kg Kulambai 25.5m
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volume and intensity of river flow. Rivers of higher order 

signify augmented water flow, whilst rivers of lower order 

necessitate care due to their capacity to damage drainage 

systems. The Revised Universal Soil Loss Equation 

(RUSLE) identified Kota Belud as being prone to soil 

erosion, with a heightened risk near large rivers, including 

the Kadamaian River Basin.

The occurrence of post-earthquake floods was impacted 

by the movement of sediment, resulting in an unforeseen 

change in flood patterns that occurred at lower levels of 

rainfall. The accumulation of material caused by seismic 

activity resulted in changes to the flow of the river, 

making it difficult to control the water during rainfall. 

The examination of boreholes determined the thickness of 

sediment downstream, providing insights into the occurrence 

of floods and highlighting the accumulation of materials in 

shallower sections of the river channels.

Our research has clarified the complex relationship 

between geological variables and floods in Kota Belud. 

Gaining knowledge of sediment dynamics, river behavior, 

and erosion mechanisms is essential for understanding the 

occurrence of floods that happen after an earthquake. This 

work contributes to the understanding of regional flood risks, 

facilitating the formulation of efficient measures to mitigate 

the impact of disasters and supporting at-risk populations in 

their efforts to prepare for catastrophic events.
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      ABSTRACT

The discharge of large quantities of organic dyes into the environment causes significant 

harm to humans and the environment. Thus, there is an urgent need to develop cost-effective 

adsorbents for removing these dyes. In the present study, the synthesis of activated carbon 

(AC) derived from mixed fish scale waste using KOH activation was investigated for Congo 

red (CR) dye removal. The finding shows that the obtained biocarbon has a fixed carbon of 

42.9% with a crystallinity index of 15.01%. N2 adsorption-desorption isotherm was found to 

be type IV, signifying mesoporous structure with a surface area and total pore volume of 

150.049 m2 g-1 and 0.119 cm3.g-1. Batch adsorption was carried out by various adsorbent 

doses, initial concentration, contact time, and pH to comprehend the effect of operating 

parameters on its removal efficacy. The isotherm studies fitted well for Freundlich with an 

R2 of 0.99%. Adsorption kinetics was best fitted by the pseudo-second-order model and 

thermodynamic studies revealed the adsorption process to be exothermic and spontaneous. 

The efficiency of AC was also studied by an amount of sorption and desorption cycles which 

showed its potential for reusability up to the sixth cycle. Thus, the findings suggest that 

activated carbon derived from mixed fish scale waste is a promising adsorbent for removing 

Congo red dye from aqueous solutions.

INTRODUCTION

Dyes present in aqueous solutions are highly visible even 

at low concentrations and pose significant health and 

environmental risks due to their harmful effects on humans 

and ecosystems. It can be classed as cationic, anionic, or non-

ionic depending on its properties and structure(Agarwal et 

al. 2023). The sources include industries like food, printing, 

textiles, leather, pulp/paper mills, plastics, cosmetics, and 

pharmaceuticals (Jasińska et al. 2019), which can lead to the 

creation of a hypoxic environment in water. Approximately 

10,000 diverse dyes and pigments, totaling 700,000 tons, 

are used in industries each year out of which 10-15% end 

up in water bodies (Bhatia et al. 2017). Among them, congo 

red (CR) is a widely used anionic azo dye in textile and 

paper dyeing (Fig. 1) (Lade et al. 2015). Known for its six 

aromatic rings, this anionic diazo dye is highly toxic and 

mutagenic, also resistant to natural degradation. It can irritate 

the skin and gastrointestinal tract, and it decomposes into 

carcinogens, posing significant risks to both human health 

and environmental safety (Li et al. 2023). Additionally, 

it is often illicitly added to meat and meat products as a 

coloring agent due to its low cost, high stability, and excellent 

dyeing properties (Wang et al. 2023). According to Jain 

and co-workers (Jain & Sikarwar 2014), it is stable in the 

atmosphere and may also be used as an indicator. It can also 

be used in gamma-ray dosimeters since its color diminishes 

with radiation strength(Rajhans et al. 2020). Prolonged dye 

contact with the skin or eyes might cause severe irritability 

due to the dye’s extreme toxicity and when consumed it can 

cause nausea, vomiting, and diarrhea (Lade et al. 2015). CR 

dye displays different types of toxic effects including skin-

related, environmental, microbial, yeast, bacterial, algal, 

and protozoan toxicity that exhibits genotoxic and cytotoxic 

effects with the ability to produce genetic alterations and 

cancer (Rajhans et al. 2020).

Over the decades, wastewater has been treated using 

diverse approaches like photocatalysis(Jorfi et al. 2016, 

Khan et al. 2023b), ultrafiltration (Hoslett et al. 2018, Yin 

et al. 2019), electrochemical processes (Islam et al. 2023), 

adsorption (Ukanwa et al. 2019, Burchacka et al. 2021), etc. 

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 20-04-2024

Revised:    04-06-2024

Accepted: 19-06-2024

Key Words:
Activated carbon  

Congo red dye removal  

Regeneration

Mixed fish scales



340 Vevosa Nakro et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

due to its effectiveness and cost efficiency, the adsorption 

technique is commonly employed methods for removing 

dyes from wastewater. AC branded by its significant surface 

area, high adsorption capacity, and cost-effectiveness, is 

a preferred choice for removing pollutants from aqueous 

solutions (Prajapati & Mondal 2020, Lotha et al. 2024, Sh 

et al. 2024).

Following this, a range of plant sources have been used to

synthesize activated carbon, including rice husk rice (Feuzer-

Matos et al. 2021), pistachio shells (Nejadshafiee & Islami 

2019) coconut shells (Kosheleva et al. 2019, Muzarpar et al. 

2020, Prajapati & Mondal 2020), bamboo (Lou et al. 2022), 

agricultural residues (Adamu & Adie 2020), bagasse (Van 

Tran et al. 2017), olive stone (Limousy et al. 2017), Manihot 

esculenta (Pongener et al. 2018), palm shell (Muzarpar et 

al. 2020), neem husk (Pathak 2023), apple peels (Jedynak 

& Charmas 2024), banana peels (Shukla et al. 2020), 

pine cone (Bhomick et al. 2018), almond shells (Boulika 

et al. 2023), litchi shell (Zhang et al. 2014) and Tithonia 

diversifolia (Supong et al. 2019a), etc. On the contrary, AC 

derived from animal biomass has not received significant 

attention in the existing literature with only a few reports 

which include cow manure (Park et al. 2022), pig bone 

(Liu et al. 2020), buffalo bone (Khan et al. 2023a), chicken 

bones (Khan et al. 2023a), donkey and horse bones (Jerome 

Sunday 2019), egg shells (Ahmad et al. 2020a), animal hair 

(Liu et al. 2013a), snail shell (Adiotomre 2015), sheep and 

goat dung (Kandasamy et al. 2023), etc. as it is known to 

hold many advantages, especially regarding its efficiency 

in removing pollutants and cost-effectiveness (Sh et al.  

2024).

Fish scales, among other animal biowaste, have been 

found to have high percentages of carbon content and 

an insignificant amount of ash content, making them a 

promising source for AC synthesis (Stevens & Batlokwa 

2017, Côrtes et al. 2019, Kodali et al. 2022). The removal 

of CR has been achieved by AC synthesized from shrimp 

shells which possess an adsorption capacity of 288.2 mg.g-1

(Zhou et al. 2018). Similarly, bael shells-based AC showed  

high adsorption capacity of 98.03 mg.g-1 towards the removal 

of CR (Ahmad & Kumar 2010). Hence, this study aims to 

utilize mixed fish scales (mFS) waste for AC production in 

CR dye removal. Various analytical techniques were used 

to characterize the synthesized adsorbent. Additionally, the 

effects of adsorbent dose, CR concentration, contact time, 

and pH on its adsorption were thoroughly investigated 

(Manjuladevi & Sri 2017, Mondal & Basu 2019). 

Furthermore, the isotherm, kinetics, and thermodynamics 

of the CR adsorption process on AC were examined and the 

potential reusability of the adsorbent was explored.

The unique aspect of using fish scales is their abundant 

availability, cost-effectiveness, and high carbon content, 

making them a sustainable and efficient raw material for 

activated carbon production. Although fish scales have 

been used before for this purpose, our study introduces a 

novel approach by utilizing mixed fish scale waste. This 

approach has the potential to improve adsorption capabilities, 

providing a practical solution for both waste management 

and dye removal. While previous research has investigated 

the use of AC derived from other biomass sources for 

CR removal, there is a gap in the literature regarding its 

application using waste mixed fish scales biomass.

MATERIALS AND METHODS

Materials

Mixed fish scales (mFS) were collected from the local fish 

market in Mokokchung town, Nagaland, India (26°19’38” N 

latitude and 94°31’ 26” E longitude). Initially, the collected 

mFS were washed with distilled water, rinsed, and then dried 

in an oven at 120°C for 48 h. CR dye used in the current work 

was procured from Thermo ScientificTM. KOH, HCl, and 

NaOH were acquired from HI MEDIA (India) while HNO3, 

KNO3, and H2SO4 were obtained from Sigma Aldric.

Fig. 1: Chemical structure of Congo Red.
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Preparation of mixed fish scales (mFS) activated carbon: 

The collected biomass i.e. mixed fish scales were pyrolyzed 

at 500 °C for 1 h in a muffle furnace. After carbonization, 

the sample was ground and sieved into a fine powder using 

212µ mesh and then subjected to KOH activation. Here, KOH 

was chosen as an activating agent because it creates a highly 

porous structure with a large surface area, allowing the AC 

to remove dye more efficiently from aqueous solutions. The 

resulting powder was labeled as mixed fish scales unactivated 

carbon (mFSUC). For activation, 200 mL of 10% KOH 

solution was mixed with 10 g of mFSUC. It was then stirred 

at 24°C for 3 h before drying in an oven for 30 h at 130°C. 

Subsequently, the dried sample was pyrolyzed at 700ºC for  

3 h. The sample was subsequently rinsed with 0.1 M HCl and 

deionized water to achieve a neutral pH. The prepared AC is 

further subjected to oven drying at 105°C, labeled as mixed 

fish scales activated carbon (mFSAC) for further analysis. 

The scheme of mFSAC production is depicted in Fig. 2.  

Carbon yield % is represented using the equation below.

Yield % =  
W1

W2

× 100� …(1)

where W1 = AC final weight; W2 = dried raw biomass 

initial weight (mixed fish scales).

Adsorbate preparation: A concentration of 1000 mg.L-1 

stock solution of CR dye was prepared with an addition of 

0.5 g dye to 500 mL of de-ionized water. This stock solution 

was then used as the base for creating various concentrations 

at a range of 10 to 100 mg.L-1. Throughout the study, 

chemicals were utilized without additional purification, 

and all experiments were conducted using de-ionized water.

Characterization of mFSAC: Proximate analysis of 

the prepared AC was conducted following the guidelines 

provided by the American Society for Testing and Materials 

( Standard A.S.T.M. 1999, Mukherjee et al. 2011), whereas 

ultimate analysis was conducted by CHNS elemental 

analyzer (Model: EA30000, Eurovector, Italy). The 

measurement for determining the iodine number followed 

the procedure specified by ASTM (American Society for 

Testing and Materials) D4607-94(2006) (ASTM 2006). 

Brunauer–Emmett–Teller (BET) surface area was also 

analyzed by (Smart instrument, SS93/02). The dried sample 

of AC was applied as a thin layer onto carbon conducting 

tape and subsequently gold coated. The microstructure and 

morphology of the prepared mFSAC were examined using 

a Scanning Electron Microscope (SEM) at an accelerating 

voltage of 3 kV (Model: JSM-6360, JEOL). The prepared 

AC was then characterized using a Fourier Transform 

Infrared (FTIR) spectrometer (Model: Spectrum Two, 

made: PerkinElmer, USA) to analyze the surface functional 

groups and XRD analysis was performed (Model: ULTIMA 

IV, Rigaku, Japan) using CuKα radiation, scanning at a 

rate of °0.2 per minute. X-ray photoelectron spectroscopy 

(XPS) for the sample was also examined (Model: OHI 5000 

VersaProbe 111, USA), whereas the zero-point charge of 

the AC was determined through a batch equilibrium test 

(Babić et al. 1999).

Adsorption experiments: The batch method was performed 

to study the CR dye adsorption from the aqueous solution. 

Each experiment was conducted in an Erlenmeyer flask 

with an initial CR concentration shaken at 160 rpm in a 

rotary shaker for a fixed time. The parameters considered 

for investigating the CR dye removal were: Adsorbent dose 

(0.1-0.5 g.L-1), pH (3-10), concentration (10-100 mg.L-1), 

contact time (10-100 min) and temperature (298-328 K).

The filtrate of CR dye was measured at 497 nm using a UV-

Vis Spectrophotometer (lambda 35, PerkinElmer). Three 

separate sets of adsorption tests were conducted. Removal 

Percentage (%) and adsorption capacity were calculated 

using the equation below.

 

Fig. 2: Graphic illustration of mFSAC preparation.
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%Removal of CR dye =  
Co−CeCo × 100  …(2)

qe =
(Co−Ce)

M
×  V  …(3)

Adsorption isotherms and kinetic experiments were 

investigated to comprehend the pollutant-adsorbent 

interaction (Belaib & Meniai 2016). The total quantity of CR 

retained by the AC was determined at various time intervals 

using the equation,

qt =
Co−Ct

m
× V� …(4)

Here, Co and Ce = initial and final concentrations, V = 

volume of CR solution; M = adsorbent mass, qt = amount of 

dye adsorbed, t = time taken, Ct = dye concentration at time t. 

RESULTS AND DISCUSSION

Characterization of Prepared mFSAC

Physico-chemical properties of mFSAC are given in 

Table 1. The outcomes of the ultimate analysis are: carbon 

(C) 22.84%, hydrogen (H) 0.994%, nitrogen (N) 2.25%, and 

sulfur (S) 0.55%. The N2 adsorption-desorption isotherm 

initiates the sample to be of type IV, indicating a mesoporous 

structure with a surface area of 150.049 m2.g-1 and a pore 

volume of 0.119 cm3.g-1. The values attained are in line with 

the synthesized AC’s porosity and adsorptive properties. The 

prepared AC’s elemental analysis revealed a much greater 

carbon content of 57.83% and a significantly lower ash level. 

The pHzpc, which correlates to the adsorbent’s charge on 

its surface, was found to be 7.64 indicating that the carbon 

surface will be predominantly negative or positively charged 

respectively at a pH below or above 7.64 (Liu et al. 2013b, 

Habeeb et al. 2017).

Scanning electron microscopy (SEM) analysis offers 

valuable data on the surface morphology of the synthesized 

mFSAC. The micrograph of the AC revealed an uneven 

surface with variable-sized pores and shapes dispersed 

throughout the surface (Fig. 3a). This could be owing to 

the interaction of KOH with the mFSAC, which results in 

the expansion of pores as a consequence of the elimination 

of volatile chemicals throughout the activation process 

(Supong et al. 2020, 2022). After the dye adsorption on the 

AC (Fig. 3b), SEM analysis can offer valuable insights into 

the alterations in the shape and structure of the material. The 

surface of the mFSAC post-dye adsorption appears rougher 

and more defined compared to the surface of AC before 

adsorption. This roughness is attributed to the attachment of 

CR dye molecules to the AC surface, leading to the formation 

of a complex three-dimensional network of dye molecules.

The FT-IR analysis was used to determine the existing 

functional groups as depicted in Fig.4. For mFSAC, at a 

wavelength of 3436 cm-1, the adsorption band is attributed 

to the (O-H) hydroxyl group whereas the band at 2908 cm-1

may be ascribed to the stretching vibrations of the C-H 

bonds in alkanes and alkyl groups (Jiang et al. 2021). The 

vibrational modes of C=N bonds are also associated with 

 

a b 

Fig. 3: SEM Micrograph of mFSAC (a) before, and (b) after adsorption.

Table 1: Different physio-chemical properties of mFSAC.

Proximate analysis (wt%) Ultimate analysis: CHNS (wt%)

Moisture 12.5% C 22.84

Volatile 29.8 % H 0.994

Ash 14.8 % N 2.25

Fixed carbon 42.9% S 0.055

Iodine 

number 

210.67 mg.g-1 BET surface 

area

150.049 m2.g-1

pHZPC pH=7.64 Pore size 0.119 cm3.g-1
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2008). The XRD profile of the mFSAC (Ratio 2:1) is depicted 

in Fig 5. The crystallite size of mFSAC is 4.2 nm and the 

degree of crystallinity was observed as 15.01% following 

the equation below,

 D =
kλβCos θ  …(5)

Crystallinity =   
Area of crystalline peak

The overall area of peaks (crystalline+amorphous)
× 100  

 

  …(6)

The electron dispersive X-ray spectroscopy (EDX) 

analysis of the element percentage composition of mFSAC 

(Ratio 2:1) at 700 °C is shown in Fig. 6. The study revealed 

that the main components in its chemical structure were 

carbon (C) at 57.83% and oxygen (O) at 23.04% (Habeeb 

et al. 2017). Additionally, small amounts of Al, P, S, Ca, Br, 

Sb, and Pt were also detected.

The surface chemical composition of mFSAC using 

X-ray Photoelectron Spectroscopy (XPS) was analyzed. The 

wide scan spectra illustrating the chemical composition of 

mFSAC are presented in [Fig. 7 (a-c)]. The study indicated 

that carbon and oxygen were the most abundant elements. 

Specifically, carbon was observed at 284 eV and oxygen at 

531 eV as the primary components. Further examination of 

the XPS spectrum at the Cls spectra with a binding energy 

of 284 eV revealed the presence of C-H or C-C groups, 

characteristic of graphitic carbon, and C-O groups, indicative 

of hydroxyl or ester functionalities. The major peaks in the 

O1s XPS spectra, with a binding energy of approximately 

531 eV, corresponded to C-O carbonyl groups (Liu et al. 

2020, An et al. 2022). The research offers valuable insights 

bands at 1637 cm-1 and 2264 cm-1 (Bal Altuntaş et al. 2020). 

Furthermore, the existence of ether and ester functional 

groups which produce asymmetric stretching can be seen at 

wavelength 1208.66 cm-1 and 1020 cm-1 respectively (Alau 

et al. 2010). The prominent stretching vibrations of C–O, 

bending vibration of -OH groups, and C–H bonds result in 

IR peaks between 400 cm-1 and 800 cm-1 (Bhomick et al. 

2018, Supong et al. 2019b). mFSUC at wavelength 3701 cm-1 

attributes to the stretching vibration of the O-H (hydroxyl) 

groups. This can be indicative of free O-H groups, which 

are not hydrogen-bonded whereas the band at 1539 cm-1 

is typically associated with the stretching vibrations of 

C=C bonds in aromatic rings or the bending vibrations of 

N-H bonds in amines. The absorption band at 1025 cm⁻¹ 
is also commonly associated with the stretching vibrations 

of C-O bonds. After dye adsorption on the mFSAC, the 

band at 3733 cm⁻¹ is typically attributed to the stretching 

vibration of free O-H groups whereas the absorption band at  

1527 cm⁻¹ is typically associated with the N-H bending 

vibration in amines or amides. It could also correspond to 

the aromatic C=C stretching vibrations.

XRD analysis was conducted on the prepared mFSAC 

with 2θ scan from 10° to 90°. The main peaks were found 

at 2θ = 26.24°, 32.15°, 39.8°, 49.0°, 58.86°, 64.33°, 76.0° 

and 88.10°, conforming to the d spacing of 0.34, 0.278, 

0.225, 0.185, 0.145, 0.156, 0.125 and 0.12 nm respectively. 

The peaks about at 2θ = 26.24° and 32.15° indicate 

hydroxyapatite(Al-Malack & Basaleh 2016, Muthukumaran 

et al. 2016) and a peak at 2θ = 49.0° represents CaCO3 (Luo 

et al. 2020). Several peaks are in agreement with the reported 

peaks at 25.8°, 31.8°, 39.6°, and 49.3°, which resemble d 

spacings of 0.345, 0.281, 0.227, and 0.184 nm (Torres et al. 
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into the composition of mFSAC, specifically highlighting 

the presence of oxygen and carbon elements. Examination of 

the XPS spectrum indicated the existence of carbonyl groups 

and carbon bonds within the AC structure. These results 

are instrumental in characterizing AC and advancing our 

knowledge of its chemical composition, thereby facilitating 

the exploration of its potential applications.

Batch adsorption studies: Experimental variables like 

adsorbent dosage, initial concentration, contact time, pH, 

and temperature in the adsorption process were evaluated. 

Optimization of the equilibrium conditions was achieved 

through systematic variation of these parameters. At 25 °C, 

the CR concentrations were adjusted from 10-100 mg L-1, 

AC dose: 0.1-0.5 g L-1, and pH: 2-10 which was then shaken 

at 160 rpm. After the optimized conditions, the initial CR 

concentration, dosage, temperature, and contact time were 

20 mg L-1, 0.25 g L-1, 25 °C, and 60 minutes, respectively. 

Mostly, significant removal of 99% was achieved at pH 4, 

making it an ideal pH for CR dye removal. The occurrence 

of OH- ions in the solution, particularly at higher pH levels 

resulted in a decrease in adsorption capacities at elevated 

pH levels. These ions compete for available adsorption sites 

with the anionic dye (Beshkar et al. 2017, Alkurdi et al. 2019, 

Rajkumar et al. 2019).

For adsorbent efficiency, it is vital to study the effect of CR 

concentration and contact time. Various dye concentrations 

ranging from 10 to 100 mg L-1 were evaluated over a contact 

time of 0 to 100 minutes to understand the influence of 
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Fig. 6: EDX spectrum of mFSAC.
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Fig. 7: XPS spectra of mFSAC; a) C1s, b) O1s, c) Overall wide scan. 

the adsorption process. The results are shown in Fig 8(a) 

and (c), indicating that as dye concentration increased, the 

adsorption uptake also increased, reaching equilibrium at 60 

minutes. Following an initial phase of rapid adsorption, the 

pace at which the adsorbent extracted dye from the solution 

decreased. This deceleration could be attributed to a decrease 

in the number of active sites accessible on the adsorbent’s 

surface. Initially, numerous active sites may have been 

present for dye molecules to adhere to, resulting in rapid 

adsorption. However, as more dye molecules adhered to 

the surface, the number of active sites dwindled, leading to 

a deceleration in the adsorption rate (Ibrahim et al. 2016). 

Fig. 8(b) depicts the relationship between AC dosage and 

the removal percentage of CR at various concentrations. 

The removal efficiency of CR improved as the adsorbent 

dose increased for all CR concentrations until a dosage of 

0.25 g of carbon was reached. This can be attributed to the 

large surface area of the mFSAC (Zhang et al. 2014, Dai 

et al. 2020). However, as the dosage exceeded 0.25 g, no 

significant changes were observed, indicating saturation 

of adsorbent binding sites with the dye molecules. Similar 

findings were found in a study on Ponceau 4R adsorption 

by Tilapia fish scales activated carbon treated with NaOH 

(Zhu et al. 2013). Subsequent readings were made keeping 

the optimal adsorbent dosage at 0.25 g.

pH levels from 2 to 10 were explored for CR dye 

adsorption utilizing mFSAC (Fig. 8d). The study shows that 

with an increase in pH from 2 to 10, the removal percentage 

and adsorption capacity of CR declined. This phenomenon 

can be ascribed to electrostatic interactions where pH levels 

lower than pHZPC, negatively charged CR molecules were 

attracted to the surface with a net positive charge. However, 

at pH levels exceeding the ZPC, the surface acquired a net 

negative charge, which repelled the negatively charged CR 

molecules, leading to decreased adsorption. Despite this 

trend, a high removal rate of 99% was observed at pH 4. The 

activated carbon’s pHzpc was found to be close to neutral pH: 

7.64, suggesting that both electrostatic and non-electrostatic 

interactions likely influenced CR dye adsorption. An 

increase in negatively charged -OH groups may compete 

with adsorption sites for negatively charged CR molecules 

at pH values greater than the pHZPC, which would reduce 

the percentage of dye removed (Bhomick et al. 2019). For 

instance, previous research has examined the adsorption of 
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Alizarin Red S using pine cone biocarbon and the adsorption 

of Ponceau 4R using Tilapia fish scales activated carbon  

(Zhu et al. 2013, Bhomick et al. 2018).

Adsorption isotherm studies: For equilibrium adsorption 

studies, the Langmuir, Freundlich, and Temkin adsorption 

models were analyzed with the experimental data such as 

the initial CR concentration: 20 mg.L-1, dosage: 0.25 g.L-1, 

temperature: 25°C and contact time: 60 minutes, respectively. 

One of many assumptions of the Langmuir isotherm is that 

adsorption happens on homogenous surfaces possessing

equally energetic adsorption sites. Furthermore, equilibrium 

in the adsorbate-adsorbent system is reached when the 

adsorption of the adsorbate is confined to a single molecular 

layer, occurring at or before a relative pressure of unity is 

achieved (Shen et al. 2018). Our findings indicate that the 

Langmuir isotherm provides a qmax value of 19.58 mg.g-1 

with an R2 = 0.96, suggesting a good fit. Additionally, the 

calculated separation factor, RL = 0.035, indicates a favorable 

adsorption process (Giraldo & Moreno-Piraján 2014). The 

Freundlich isotherm analysis utilizes the heterogeneity factor, 

represented as nF, to determine if the adsorption process is 

linear (nF = 1), chemical (nF < 1), or physical (nF > 1). Our 

results indicating nF = 0.278 and 1/nF = 3.602, suggest the 

favorability of physical processes and cooperative adsorption 

(Idrees et al. 2018). High R2 = 0.99, obtained when fitting 

the data to Freundlich isotherm confirms its appropriateness 

for our study. The preference for the Freundlich model in 

describing the adsorption process indicates adsorption on a 

heterogeneous surface with varying energies, allowing for 

multiple layers of adsorbate molecules. This aligns with 

AC’s complex surface structure and diverse active sites. 

Additionally, the Freundlich model fits well for adsorbents 

with high capacities, like AC with its large surface area. 

Overall, the choice of the Freundlich model suggests it best 

captured the observed adsorption behavior, likely due to its 

good fit with the experimental data.

Temkin isotherm is designed to explicitly assess 

adsorbent-adsorbate interactions, yet its effectiveness in 

explaining CR dye adsorption onto mFSAC is reduced by R2

= 0.92, particularly when associated with the Langmuir and 

 

Fig. 8: Effect of mFSAC (a) Initial CR concentration (b) adsorbent dose (c) contact time and (d) pH.
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Freundlich isotherms. The trial data indicates an exothermic 

process, as evidenced by a positive, BT = 8.56 which is 

associated with the heat of adsorption (Toor & Jin 2012, 

Ahmad et al. 2020b). Each adsorption isotherm model was 

confirmed using chi-square analysis. The Freundlich model 

exhibited the lowest χ2 values followed by the Langmuir 

and Temkin models using equation 7. This suggests that 

the Freundlich model more accurately describes the CR dye 

adsorption. Table 2 shows the values for each adsorption 

isotherm parameter.𝜒𝜒2 = ∑ (qe(exp) −  qe(cal))2
qe(cal)

� …(7)

Adsorption kinetics studies: Kinetic parameters are 

essential for developing and modeling the adsorption process, 

as well as understanding adsorption dynamics in relation to 

the order of rate constant. To know the experimental data for 

CR adsorption on mFSAC, models like pseudo-first-order 

(PFO), pseudo-second-order (PSO), intraparticle diffusion, 

and the Elovich model were analyzed. The earliest known 

equation that describes the adsorption capacity-based 

adsorption rate is the PFO (Bahgat et al. 2013). Whereas, 

the PSO is a chemisorption-based account of the adsorption 

process that contains valency forces and is explained by 

electron exchange between the sorbate and the solvent 

(Prajapati & Mondal 2020).

The PFO constant K1 is derived from a linear plot of 

ln(qe-qt) vs time (Fig 9a). CR sorption on the mFSAC system 

was found to have a K1 value of 0.00126/min, R2 = 0.85, 

and an equilibrium sorption capacity qe = 1.958 mg g-1. PFO 

is less advantageous than pseudo-second order due to its 

lower correlation coefficient and higher Sum of Squares 

Error (SSE) value (Table 3). The PSO model’s correlation 

coefficient value of R2 = 0.999 demonstrates the applicability 

of mFSAC (Fig 9b). In this context, the R2 values have been 

determined to exhibit a stronger correlation, surpassing those 

of the PFO model by a significant margin. The results of the 

SSE study as well as qe(cal) and qe(exp) values further show 

that the PSO can more accurately and satisfactorily define the 

adsorption kinetics of CR onto mFSAC. Fig 9(c) depicts plots 

indicating the correlation between qt and t1/2 for intraparticle 

diffusion. According to Demirbas and co-workers (Demirbas

et al. 2008), the thickness of the boundary layer relies on the 

specific value of the intercept such that a thicker boundary 

layer results in a greater intercept value.  The result indicates 

a different stage in the adsorption process, suggesting that 

intraparticle diffusion is the factor in the influence adsorption 

process. High R2 = 0.958 indicates homogeneous pore 

structures with a strong linear relationship between solute 

uptake and the square root of time throughout the adsorption 

process (Adane et al. 2015). The Elovich model signifies 

that the rate of adsorption decreases over time and considers 

diffusion as the rate-determining phase (Grassi et al. 2019, 

Al-Harby et al. 2022). The outcomes are illustrated through 

a plot of qt against ln(t) resulting in a correlation coefficient 

R2 = 0.926.

Thermodynamic studies: The assessment of thermodynamic 

parameters is a crucial and essential aspect of research on 

sorption processes which offer insights into whether the 

mechanism is predominantly influenced by chemical or 

physical interactions. The temperature range covered by 

the thermodynamic analysis of CR adsorption was 298 K to 

328 K. The thermodynamic parameters can be calculated by 

using the equation below.

 lnKd =  
∆S°

R
−  

∆H°

RT
 …(8)

 Kd =  
qe

Ce
  …(9)

Table 2: Isotherm parameters for CR dye adsorption.

Isotherm Equations Parameters R2

Langmuir

qe =  
KLCe

1 +  αLCe
;  

Ce

qe
=

1
KL

− αL

KL
Ce� qmax (αLKL)= 19.58 1

nF
= 0.787

KL = 0.961

RL = 0.035

0.96 0.0034

Freundlich
Log(X

M
) =  1

nF
(logCe)+ logKF�

1
nF

= 3.602

KL= 0.166 

RL= 0.231

KF= 46.697 

0.99 0.00031

Temkin

qe =
RT
BT ln(ATCe)� BT= 8.56

A= 3.16 

0.92 0.1801
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∆G° =  ∆H°− T∆S°  …(10)

Here, Ce =equilibrium concentration (mg.L-1), R = 8.314 

J mol/K, T = temperature, and qe = amount of dye adsorbed.

The study revealed ΔH values of -96.62 kJ mol-1 for 

CR adsorption, suggesting an exothermic behavior, and 

-ΔG values indicating the spontaneity and vitality of 

the adsorption process. Whereas - ΔS proposed that the 

sorption is enthalpy-driven throughout the adsorption 

phase and the rise in ΔG value with temperature up to 

318 K highlighted its viability at lower temperatures 

(Table 4).

Table 3: Kinetic parameters of CR dye adsorption on mFSAC.

Kinetics Equations Parameters R2

Pseudo-first order

log(qe − qtt) = logqe − k1

2.303
t 

𝑞𝑞𝑞𝑞𝑒𝑒𝑒𝑒(𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) =1.958

k1 = 0.00126

SSE= 5.16

MSE= 0.73

0.85

Pseudo-Second order t

qt =
1

k
2qe2+ 1

qe t 
qe(exp) = 1.95

qe(cal) =1.97

k2 =1.08

SSE=0.042

MSE= 0.007

0.99

Intraparticle diffusion qt = kbt1/2 + A 
kb = 0.010

qe(exp) = 1.95

A(mg g–1) = 1.864

0.95

Elovich
qt =

1βln(αβt) +
1β ln(t) 

a = 2.765

b = 3.278

SSE = 0.54

MSE = 0.18

0.92

Fig. 9: (a) PFO (b) PSO (c) Intraparticle diffusion and (d) Elovich model.
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Comparative study of mFSAC and other absorbents: 

To evaluate the effectiveness of the mFSAC, a comparison 

was made with other adsorbents for the removal of CR. The 

study analyzed the removal % of mFSAC in comparison to 

various other adsorbents (Table 5). The results indicate that 

the AC derived from mixed fish scale wastes demonstrates 

a comparable adsorptive capacity to that of other adsorbents, 

highlighting its potential as an effective adsorbent for the 

removal of CR.

Regeneration studies: A regeneration study of mFSAC was 

performed by mixing 0.25 g of mFSAC with 20 mL of a  

20 mg L-1 CR solution and allowing it to stir for 60 minutes. 

The saturated carbon was then subjected to desorption for 

2 hours with the addition of 0.1 M NaOH solution. After 

desorption, the mFSAC was dehydrated at 110°C in an oven, 

filtered, and rinsed with distilled water. Fig 10 illustrates the 

removal % of mFSAC over six cycles. The results indicate 

a removal efficacy of 99% in the first cycle, decreasing to 

72.68% by the sixth cycle. These findings suggest that the 

mFSAC can be reused multiple times and can be calculated 

using the following equation.

Desorption efficiency (%) = 
qde

qad
× 100� …(11)

CONCLUSİONS

This research explores potential applications for waste mixed 

fish scales (mFS) in generating activated carbon (AC) for 

adsorption purposes. Various physical properties of mFSAC 

were examined through approaches such as CHNS, BET, 

SEM, FTIR, XRD, EDX, and XPS. By employing batch 

mode operation, parameters like AC dose, initial CR dye 

concentration, contact time, pH, and temperature were 

explored. The Freundlich isotherm showed the strongest 

correlation (R2 = 0.99) for dye adsorption, indicating 

a favorable adsorption process. The pseudo-second-

order model suggests that the adsorption mechanism is 

chemisorption, implying a strong interaction between CR 

dye molecules and the AC surface. Thermodynamic analysis 

revealed that the adsorption process is temperature-dependent 

and exothermic. In conclusion, the study highlights the 

potential of using AC derived from discarded fish scales as an 

effective adsorbent for CR dye. This suggests an opportunity 

to repurpose waste fish scales into AC, which can address 

waste management issues and provide a valuable resource for 

various industries thus offering economic benefits, promoting 

environmental sustainability, and reducing reliance on non-

renewable resources.
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Table 4: Thermodynamic parameters for CR dye onto mFSAC.

Adsorbent ΔH° (kJ mol-1) ΔS° (kJ mol-1) ΔG° (kJ mol-1)

298K 308K 318K 328K

mFSAC -96.62 -287.9 -11.40 -8.57 -3.19 -3.76

Table 5: Adsorption capacities of various adsorbents for CR removal.

Adsorbate Adsorbent Optimum parameters Adsorption 

capacity 

(mg.g-1)

Removal 

%

References

Dosage Initial 

concentration

(mg.L-1)

Contact 

time

pH

Congo 

red

Fishbone 5g 150 60 min 2 666.67 96.3 (Parvin et al. 2021)

Cuttlefish bone 50mg 50 60 min 2 69.9 94 (Yazid et al. 2021)

Bael shell 50mg 50 180 min 3 98.03 92 (Ahmad and Kumar 2010) 

Trichoderma - 50 24 h 6 81.82 88 (Argumedo-Delira et al. 

2021)

Coffee waste 4g 50 180 min 3 90.90 96.8 (Lafi et al. 2019)

Azolla filiculoides 2g 200 - 6.2 243 95 (Sundararaman et al. 2021) 

Saw dust 1g - 2.5 h 2 209 96.76 (Srinivas Kini et al. 2017)

Raphanus sativus 

peels
2g - 20 min 3 0.06 94 (Rehman et al. 2012)

Grewiaasiatica 

leave
0.5g - 30 min 7 0.56 95

Mixed Fish Scales 0.25g 20 60 min 4 19.58 99 This Study



350 Vevosa Nakro et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

REFERENCES

 Adamu, A.D. and Adie, D.B., 2020. Assessment of lead adsorption onto 

rice husk activated carbon. Nigerian Journal of Engineering, 27(2), 

pp.2705–3954.

Adane, B., Siraj, K. and Meka, N., 2015. Kinetic, equilibrium and 

thermodynamic study of 2-chlorophenol adsorption onto Ricinus 

communis pericarp activated carbon from aqueous solutions. Green 

Chemistry Letters and Reviews, 8(3–4), pp.1–12. https://doi.org/10.1

080/17518253.2015.1065348.

Adiotomre, K., 2015. Effectiveness of snail shell as an adsorbent for 

the treatment of waste water. International Journal of Innovative 

Environmental Studies Research, 3(3), pp.1–12.

Agarwal, S., Singh, A.P. and Mathur, S., 2023. Removal of COD and 

color from textile industrial wastewater using wheat straw activated 

carbon: an application of response surface and artificial neural network 

modeling. Environmental Science and Pollution Research, 30(14), 

pp.41073–41094. https://doi.org/10.1007/s11356-022-25066-2.

Ahmad, A., Jini, D., Aravind, M., Parvathiraja, C., Ali, R., Kiyani, 

M.Z. and Alothman, A., 2020a. A novel study on synthesis of egg 

shell based activated carbon for degradation of methylene blue via 

photocatalysis. Arabian Journal of Chemistry, 13(12), pp.8717–8722. 

https://doi.org/10.1016/j.arabjc.2020.10.002.

Ahmad, R. and Kumar, R., 2010. Adsorptive removal of congo red dye 

from aqueous solution using bael shell carbon. Applied Surface Science, 

257(5), pp.1628–1633. https://doi.org/10.1016/j.apsusc.2010.08.111.

Ahmad, S., Kothari, R., Shankarayan, R. and Tyagi, V.V., 2020b. 

Temperature dependent morphological changes on algal growth and cell 

surface with dairy industry wastewater: an experimental investigation. 3 

Biotech, 10(1), pp.1–12. https://doi.org/10.1007/s13205-019-2008-x.

Alau, K.K., Gimba, C.E., Kagbu, J.A. and Nale, B.Y., 2010. Preparation 

of activated carbon from neem (Azadirachta indica) husk by chemical 

activation with H3PO4, KOH and ZnCl2. Arch. Appl. Sci. Res., 2(5), 

pp.451-455.

Al-Harby, N.F., Albahly, E.F. and Mohamed, N.A., 2022. Synthesis and 

Characterization of novel uracil-modified chitosan as a promising 

adsorbent for efficient removal of congo red dye. Polymers, 14(2), 

p.271. https://doi.org/10.3390/polym14020271.

Al-Malack, M.H. and Basaleh, A.A., 2016. Adsorption of heavy metals 

using activated carbon produced from municipal organic solid 

waste. Desalination and Water Treatment, 57(02), pp.24519–24531. 

https://doi.org/10.1080/19443994.2016.1144536.

Alkurdi, S.S.A., Herath, I., Bundschuh, J., Al-Juboori, R.A., Vithanage, 

M. and Mohan, D., 2019. Biochar versus bone char for a sustainable 

inorganic arsenic mitigation in water: What needs to be done in future 

research? Environment International, 127(3), pp.52–69. https://doi.

org/10.1016/j.envint.2019.03.012.

An, J., Nhung, N.T.H., Ding, Y., Chen, H., He, C., Wang, X. and Fujita, T., 

2022. Chestnut shell-activated carbon mixed with pyrolytic snail shells 

for methylene blue adsorption. Materials, 15(22), pp.1–25. https://doi.

org/10.3390/ma15228227.

Argumedo-Delira, R., Gómez-Martínez, M.J. and Uribe-Kaffure, R., 2021. 

Trichoderma biomass as an alternative for removal of congo red and 

malachite green industrial dyes. Applied Sciences, 11(1), pp.1–15. 

https://doi.org/10.3390/app11010448.

ASTM, D., 2006. 4607-94, Standard test method for determination of iodine 

number of activated carbon. ASTM International: West Conshohocken,

PA, USA.

Babić, B.M., Milonjić, S.K., Polovina, M.J. and Kaludierović, B.V., 1999. 

Point of zero charge and intrinsic equilibrium constants of activated 

carbon cloth. Carbon, 37(3), pp.477–481. https://doi.org/10.1016/

S0008-6223(98)00216-4.

Bahgat, M., Farghali, A.A., El Rouby, W., Khedr, M. and Mohassab-Ahmed, 

M.Y., 2013. Adsorption of methyl green dye onto multi-walled carbon 

nanotubes decorated with Ni nanoferrite. Applied Nanoscience, 3(3), 

pp.251–261. https://doi.org/10.1007/s13204-012-0127-3.

Bal Altuntaş, D., Nevruzoğlu, V., Dokumacı, M. and Cam, Ş., 2020. 

Synthesis and characterization of activated carbon produced from waste 

human hair mass using chemical activation. Carbon Letters, 30(3), 

pp.307–313. https://doi.org/10.1007/s42823-019-00099-9.

Belaib, F. and Meniai, A.-H., 2016. The removal of cationic dye (Methyl 

green) dye by adsorbant based Silica gel/Polymer. Algerian Journal 

of Engineering Research, pp.1–5.

Beshkar, F., Zinatloo-Ajabshir, S., Bagheri, S. and Salavati-Niasari, M., 

2017. Novel preparation of highly photocatalytically active copper 

chromite nanostructured material via a simple hydrothermal route. PLoS 

One, 12(6), pp.17–18. https://doi.org/10.1371/journal.pone.0158549.

Bhatia, D., Sharma, N.R., Singh, J. and Kanwar, R.S., 2017. Biological 

1 2 3 4 5 6

0

20

40

60

80

100

R
e
m

o
v
a
l 
e
ff
ic
ie

n
c
y
 %

Cycles

Fig. 10: Regeneration of mFSAC over six cycles.



351EFFICIENT CONGO RED DYE REMOVAL USING FISH SCALE ACTIVATED CARBON

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

methods for textile dye removal from wastewater: A review. Critical 

Reviews in Environmental Science and Technology, 47(19), pp.1836–

1876. https://doi.org/10.1080/10643389.2017.1393263.

Bhomick, P.C., Supong, A., Baruah, M., Pongener, C. and Sinha, D., 

2018. Pine Cone biomass as an efficient precursor for the synthesis 

of activated biocarbon for adsorption of anionic dye from aqueous 

solution: Isotherm, kinetic, thermodynamic and regeneration 

studies. Sustainable Chemistry and Pharmacy, 10(June), pp.41–49. 

https://doi.org/10.1016/j.scp.2018.09.001.

Bhomick, P.C., Supong, A., Karmaker, R., Baruah, M., Pongener, C. 

and Sinha, D., 2019. Activated carbon synthesized from biomass 

material using single-step KOH activation for adsorption of fluoride: 

Experimental and theoretical investigation. Korean Journal of Chemical 

Engineering, 36(4), pp.551–562. https://doi.org/10.1007/s11814-019-

0234-x.

Boulika, H., El Hajam, M., Hajji Nabih, M., Riffi Karim, I., Idrissi Kandri, N. 

and Zerouale, A., 2023. Definitive screening design applied to cationic 

& anionic adsorption dyes on Almond shells activated carbon: Isotherm, 

kinetic and thermodynamic studies. Materials Today: Proceedings, 

72(8), pp.3336–3346. https://doi.org/10.1016/j.matpr.2022.07.358.

Burchacka, E., Pstrowska, K., Beran, E., Fałtynowicz, H., Chojnacka, 

K. and Kułazynski, M., 2021. Antibacterial agents adsorbed on 

active carbon: a new approach for S. aureus and E. coli pathogen 

elimination. Pathogens, 10(8), pp.1–15.

Côrtes, L.N., Druzian, S.P., Streit, A.F.M., Godinho, M., Perondi, D., 

Collazzo, G.C., Oliveira, M.L.S., Cadaval, T.R.S. and Dotto, G.L., 

2019. Biochars from animal wastes as alternative materials to treat 

colored effluents containing basic red 9. Journal of Environmental 

Chemical Engineering, 7(6), pp.1–39. https://doi.org/10.1016/j.

jece.2019.103446.

Dai, Y., Wang, W., Lu, L., Yan, L. and Yu, D., 2020. Utilization of 

biochar for the removal of nitrogen and phosphorus. Journal of 

Cleaner Production, 257(2), p.120573. https://doi.org/10.1016/j.

jclepro.2020.120573.

Demirbas, E., Kobya, M. and Sulak, M.T., 2008. Adsorption kinetics 

of a basic dye from aqueous solutions onto apricot stone activated

carbon. Bioresource Technology, 99(13), pp.5368–5373. https://doi.

org/10.1016/j.biortech.2007.11.019.

Feuzer-Matos, A.J., Testolin, R.C., Cotelle, S., Sanches-Simões, E., 

Pimentel-Almeida, W., Niero, G., Walz, G.C., Ariente-Neto, R., 

Somensi, C.A. and Radetski, C.M., 2021. Degradation of recalcitrant 

textile azo-dyes by fenton-based process followed by biochar 

polishing. Journal of Environmental Science and Health - Part A, 

56(9), pp.1019–1029. https://doi.org/10.1080/10934529.2021.1959774.

Giraldo, L. and Moreno-Piraján, J.C., 2014. Study of adsorption of phenol 

on activated carbons obtained from eggshells. Journal of Analytical 

and Applied Pyrolysis, 106(12), pp.41–47. https://doi.org/10.1016/j.

jaap.2013.12.007.

Grassi, P., Reis, C., Drumm, F.C., Georgin, J., Tonato, D., Escudero, L.B., 

Kuhn, R., Jahn, S.L. and Dotto, G.L., 2019. Biosorption of crystal 

violet dye using inactive biomass of the fungus Diaporthe schini. Water 

Science and Technology, 79(4), pp.709–717. https://doi.org/10.2166/

wst.2019.091.

Habeeb, O.A., Kanthasamy, R., Ali, G.A.M. and Yunus, R.M., 2017. 

Isothermal modelling based experimental study of dissolved hydrogen 

sulfide adsorption from waste water using eggshell based activated 

carbon. Malaysian Journal of Analytical Sciences, 21(2), pp.334–345. 

https://doi.org/10.17576/mjas-2017-2102-08.

Hoslett, J., Massara, T.M., Malamis, S., Ahmad, D., van den Boogaert, I., 

Katsou, E., Ahmad, B., Ghazal, H., Simons, S., Wrobel, L. and Jouhara, 

H., 2018. Surface water filtration using granular media and membranes: 

A review. Science of the Total Environment, 639(05), pp.1268–1282. 

https://doi.org/10.1016/j.scitotenv.2018.05.247.

Ibrahim, W.M., Hassan, A.F. and Azab, Y.A., 2016. Biosorption of 

toxic heavy metals from aqueous solution by Ulva lactuca activated 

activated carbon. Egyptian Journal of Basic and Applied Sciences, 3(3),

pp.241–249. https://doi.org/10.1016/j.ejbas.2016.07.005.

Idrees, M., Batool, S., Kalsoom, T., Yasmeen, S., Kalsoom, A., Raina, 

S. and Kong, J., 2018. Animal manure-derived biochars produced 

via fast pyrolysis for the removal of divalent copper from aqueous 

media. Journal of Environmental Management, 213(2), pp.109–118. 

https://doi.org/10.1016/j.jenvman.2018.02.003.

Islam, M.M., Mohana, A.A., Rahman, M.A., Rahman, M., Naidu, R. and 

Rahman, M.M., 2023. A comprehensive review of the current progress 

of chromium removal methods from aqueous solution. Toxics, 11(3), 

pp.1–43. https://doi.org/10.3390/toxics11030252.

Jain, R. and Sikarwar, S., 2014. Adsorption and desorption studies of Congo 

red using low-cost adsorbent: activated de-oiled mustard. Desalination 

and Water Treatment, 52(37–39), pp.7400–7411. https://doi.org/10.10

80/19443994.2013.837004.

Jasińska, A., Soboń, A., Góralczyk-Bińkowska, A. and Długoński, J., 2019. 

Analysis of decolorization potential of Myrothecium roridum in the light 

of its secretome and toxicological studies. Environmental Science and 

Pollution Research, 26(25), pp.26313–26323. https://doi.org/10.1007/

s11356-019-05324-6.

Jedynak, K. and Charmas, B., 2024. Adsorption properties of biochars 

obtained by KOH activation. Adsorption, 30(2), pp.167–183. https://

doi.org/10.1007/s10450-023-00399-7.

Jerome Sunday, N., 2019. Efficiency of animal (cow, donkey, chicken and 

horse) bones, in removal of hexavalent chromium from aqueous solution 

as a low cost adsorbent. American Journal of Applied Chemistry, 7(1), 

p.1. https://doi.org/10.11648/j.ajac.20190701.11.

Jiang, H., Guo, G., Chen, W. and Cui, Z., 2021. Reactive dyeing of synthetic 

fibers employing dyes containing a diazirine moiety. Dyes and Pigments, 

194(1), p.109555. https://doi.org/10.1016/j.dyepig.2021.109555.

Jorfi, S., Barzegar, G., Ahmadi, M., Darvishi Cheshmeh Soltani, R., Alah 

Jafarzadeh Haghighifard, N., Takdastan, A., Saeedi, R. and Abtahi, 

M., 2016. Enhanced coagulation-photocatalytic treatment of Acid 

red 73 dye and real textile wastewater using UVA/synthesized MgO 

nanoparticles. Journal of Environmental Management, 177(07), 

pp.111–118. https://doi.org/10.1016/j.jenvman.2016.04.005.

Kandasamy, S., Madhusoodanan, N., Senthilkumar, P., Muneeswaran, V., 

Manickam, N. and Myneni, V.R., 2023. Adsorption of methylene blue 

dye by animal dung biomass–derived activated carbon: optimization, 

isotherms and kinetic studies. Biomass Conversion and Biorefinery, 

(8), pp.1–15. https://doi.org/10.1007/s13399-023-04710-y.

Khan, A.M., Usmani, M.A., Yasmeen, K., Ahmed, M.N., Obaid, M., Afshan 

Naz, S., Wajid, M., Chan, H. and Khan, A., 2023a. Conversion of waste 

animal bones to biofertilizer and adsorbent for wastewater treatment: 

An innovative approach to develop zero-waste technology.

Khan, Z.U.H., Gul, N.S., Sabahat, S., et al., 2023b. Removal of organic 

pollutants through hydroxyl radical-based advanced oxidation 

processes. Ecotoxicology and Environmental Safety, 267(10), p.115564. 

https://doi.org/10.1016/j.ecoenv.2023.115564.

Kodali, D., Hembrick-Holloman, V., Gunturu, D.R., Samuel, T., Jeelani, S. 

and Rangari, V.K., 2022. Influence of Fish Scale-Based Hydroxyapatite 

on Forcespun Polycaprolactone Fiber Scaffolds. ACS Omega, 7(10), 

pp.8323–8335. https://doi.org/10.1021/acsomega.1c05593.

Kosheleva, R.I., Mitropoulos, A.C. and Kyzas, G.Z., 2019. Synthesis of 

activated carbon from food waste. Environmental Chemistry Letters, 

17(1), pp.429–438. https://doi.org/10.1007/s10311-018-0817-5.

Lade, H., Govindwar, S. and Paul, D., 2015. Mineralization and 

detoxification of the carcinogenic azo dye Congo red and real textile 

effluent by a polyurethane foam immobilized microbial consortium in 

an upflow column bioreactor. International Journal of Environmental 

Research and Public Health, 12(6), pp.6894–6918. https://doi.

org/10.3390/ijerph120606894.

Lafi, R., Montasser, I. and Hafiane, A., 2019. Adsorption of congo 



352 Vevosa Nakro et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

red dye from aqueous solutions by prepared activated carbon with 

oxygen-containing functional groups and its regeneration. Adsorption 

Science & Technology ,  37(1–2), pp.160–181. https://doi.

org/10.1177/0263617418819227.

Li, H., Fei, J., Chen, S., Jones, K.C., Li, S., Chen, W. and Liang, Y., 2023. An 

easily-synthesized low carbon ionic liquid functionalized metal-organic 

framework composite material to remove Congo red from water. Water 

Cycle, 4(5), pp.127–134. https://doi.org/10.1016/j.watcyc.2023.05.004.

Limousy, L., Ghouma, I., Ouederni, A. and Jeguirim, M., 2017. Amoxicillin 

removal from aqueous solution using activated carbon prepared by 

chemical activation of olive stone. Environmental Science and Pollution 

Research, pp.9993–10004. https://doi.org/10.1007/s11356-016-7404-8.

Liu, H., Ning, W., Cheng, P., Zhang, J., Wang, Y. and Zhang, C., 2013a. 

Evaluation of animal hairs-based activated carbon for sorption of 

norfloxacin and acetaminophen by comparing with cattail fiber-based 

activated carbon. Journal of Analytical and Applied Pyrolysis, 5(101), 

pp.156–165.

Liu, H., Ning, W., Cheng, P., Zhang, J., Wang, Y. and Zhang, C., 2013b. 

Evaluation of animal hairs-based activated carbon for sorption of 

norfloxacin and acetaminophen by comparing with cattail fiber-based 

activated carbon. Journal of Analytical and Applied Pyrolysis, 101, 

pp.156–165. https://doi.org/10.1016/j.jaap.2013.01.016.

Liu, Y., Xu, J., Cao, Z., Fu, R., Zhou, C., Wang, Z. and Xu, X., 2020. 

Adsorption behavior and mechanism of Pb(II) and complex Cu(II) 

species by biowaste-derived char with amino functionalization. Journal 

of Colloid and Interface Science, 559(10), pp.215–225. https://doi.

org/10.1016/j.jcis.2019.10.035.

Lotha, T.N., Sorhie, V., Bharali, P. and Jamir, L., 2024. Advancement 

in Sustainable Wastewater Treatment: A Multifaceted Approach to 

Textile Dye Removal through Physical, Biological and Chemical 

Techniques. ChemistrySelect, 11(9), p.e202304093. https://doi.

org/10.1002/slct.202304093.

Lou, Z., Wang, Q., Kara, U.I., Mamtani, R.S., Zhou, X., Bian, H., Yang, 

Z., Li, Y., Lv, H., Adera, S. and Wang, X., 2022. Biomass-derived 

carbon heterostructures enable environmentally adaptive wideband 

electromagnetic wave absorbers. Nano-Micro Letters, 14(1), pp.1–16. 

https://doi.org/10.1007/s40820-021-00750-z.

Luo, X., Song, X., Cao, Y., Song, L. and Bu, X., 2020. Investigation of 

calcium carbonate synthesized by steamed ammonia liquid waste 

without use of additives. RSC Advances, 10(13), pp.7976–7986. https://

doi.org/10.1039/c9ra10460g.

Manjuladevi, M. and Sri, O.M., 2017. Heavy metals removal from industrial 

wastewater by nano adsorbent prepared from Cucumis melopeel 

activated carbon. Journal of Nanomedicine Research, 5(1), pp.1–4. 

https://doi.org/10.15406/jnmr.2017.05.00102.

Mondal, N.K. and Basu, S., 2019. Potentiality of waste human hair towards 

removal of chromium(VI) from solution: kinetic and equilibrium 

studies. Applied Water Science, 9(3), pp.1–8. https://doi.org/10.1007/

s13201-019-0929-5.

Mukherjee, A., Zimmerman, A.R. and Harris, W., 2011. Surface 

chemistry variations among a series of laboratory-produced 

biochars. Geoderma, 163(3–4), pp.247–255. https://doi.org/10.1016/j.

geoderma.2011.04.021.

Muthukumaran, C., Sivakumar, V.M. and Thirumarimurugan, M., 

2016. Adsorption isotherms and kinetic studies of crystal violet dye 

removal from aqueous solution using surfactant modified magnetic 

nanoadsorbent. Journal of the Taiwan Institute of Chemical Engineers, 

63(6), pp.354–362. https://doi.org/10.1016/j.jtice.2016.03.034.

Muzarpar, M.S., Leman, A.M., Rahman, K.A., Shayfull, Z. and Irfan, 

A.R., 2020. Exploration sustainable base material for activated carbon 

production using agriculture waste as raw materials: a review. IOP 

Conference Series: Materials Science and Engineering, 864(1). https://

doi.org/10.1088/1757-899X/864/1/012022.

Nejadshafiee, V. and Islami, M.R., 2019. Adsorption capacity of heavy 

metal ions using sultone-modified magnetic activated carbon as a bio-

adsorbent. Materials Science and Engineering: C, 101(July), pp.42–52. 

https://doi.org/10.1016/j.msec.2019.03.081.

Park, J.E., Lee, G.B., Kim, H. and Hong, B.U., 2022. High surface 

area–activated carbon production from cow manure controlled by 

heat treatment conditions. Processes, 10(7), pp.1–13. https://doi.

org/10.3390/pr10071282.

Parvin, S., Hussain, M.M., Akter, F. and Biswas, B.K., 2021. Removal 

of congo red by silver carp (hypophthalmichthys molitrix) fish bone 

powder: kinetics, equilibrium, and thermodynamic study. Journal of 

Chemistry, 2021. https://doi.org/10.1155/2021/9535644.

Pathak, H., 2023. Impact, adaptation, and mitigation of climate change in 

Indian agriculture. Environmental Monitoring and Assessment, 195(1),

pp.1–22. https://doi.org/10.1007/s10661-022-10537-3.

Pongener, C., Bhomick, P.C., Supong, A., Baruah, M., Sinha, U.B. 

and Sinha, D., 2018. Adsorption of fluoride onto activated carbon 

synthesized from Manihot esculenta biomass - Equilibrium, kinetic 

and thermodynamic studies. Journal of Environmental Chemical 

Engineering, 6(2), pp.2382–2389. https://doi.org/10.1016/j.

jece.2018.02.045.

Prajapati, A.K. and Mondal, M.K., 2020. Comprehensive kinetic and 

mass transfer modeling for methylene blue dye adsorption onto CuO 

nanoparticles loaded on nanoporous activated carbon prepared from 

waste coconut shell. Journal of Molecular Liquids, 307(3), p.112949. 

https://doi.org/10.1016/j.molliq.2020.112949.

Rajhans, G., Sen, S.K., Barik, A. and Raut, S., 2020. Elucidation of 

fungal dye-decolourizing peroxidase (DyP) and ligninolytic enzyme 

activities in decolourization and mineralization of azo dyes. Journal of 

Applied Microbiology, 129(6), pp.1633–1643. https://doi.org/10.1111/

jam.14731.

Rajkumar, S., Murugesh, S., Sivasankar, V., Darchen, A., Msagati, T.A.M. 

and Chaabane, T., 2019. Low-cost fluoride adsorbents prepared from 

a renewable biowaste: Syntheses, characterization and modeling 

studies. Arabian Journal of Chemistry, 12(8), pp.3004–3017. https://

doi.org/10.1016/j.arabjc.2015.06.028.

Rehman, R., Abbas, A., Murtaza, S., Mahmud, T., Waheed-Uz-Zaman, 

Salman, M. and Shafique, U., 2012. Comparative removal of Congo 

Red dye from water by adsorption on Grewia asiatica leaves, Raphanus 

sativus peels and activated charcoal. Journal of the Chemical Society 

of Pakistan, 34(1), pp.112–119.

Sh, H., El-taweel, R.M., Alrefaey, K.A., Labena, A., Fahim, I.S., Said, 

L.A. and Radwan, A.G., 2024. Enhanced removal of crystal violet 

using raw fava bean peels, its chemically activated carbon compared 

with commercial activated carbon. Case Studies in Chemical and 

Environmental Engineering, 9(10), p.100534. https://doi.org/10.1016/j.

cscee.2023.100534.

Shen, F., Liu, J., Zhang, Z., Dong, Y. and Gu, C., 2018. Density functional 

study of hydrogen sulfide adsorption mechanism on activated 

carbon. Fuel Processing Technology, 171(9), pp.258–264. https://doi.

org/10.1016/j.fuproc.2017.11.026.

Shukla, S.K., Al Mushaiqri, N.R.S., Al Subhi, H.M., Yoo, K. and Al Sadeq, 

H., 2020. Low-cost activated carbon production from organic waste and 

its utilization for wastewater treatment. Applied Water Science, 10(2), 

pp.1–9. https://doi.org/10.1007/s13201-020-1145-z.

Srinivas Kini, M., Balakrishna Prabhu, K., Gundecha, A. and Devika, U., 

2017. Statistical analysis of Congo red dye removal using sawdust 

activated carbon. International Journal of Applied Engineering 

Research, 12(19), pp.8788–8804.

Standard, A.S.T.M., 1999. Standard test methods for moisture in activated 

carbon. Philadelphia, PA: ASTM Committee on Standards.

Stevens, M.G.F. and Batlokwa, B.S., 2017. Environmentally friendly and 

cheap removal of lead (ii) and zinc (ii) from wastewater with fish scales 



353EFFICIENT CONGO RED DYE REMOVAL USING FISH SCALE ACTIVATED CARBON

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

waste remains. International Journal of Chemistry, 9(4), p.22. https://

doi.org/10.5539/ijc.v9n4p22.

Sundararaman, S., Kumar, P.S., Deivasigamani, P., Jagadeesan, A.K., 

Devaerakkam, M., Al-Hashimi, A. and Choi, D., 2021. Assessing the 

plant phytoremediation efficacy for azolla filiculoides in the treatment 

of textile effluent and redemption of Congo red dye onto azolla 

biomass. Sustainability, 13(17). https://doi.org/10.3390/su13179588.

Supong, A., Bhomick, P.C., Baruah, M., Pongener, C., Sinha, U.B. and 

Sinha, D., 2019a. Adsorptive removal of Bisphenol A by biomass 

activated carbon and insights into the adsorption mechanism through 

density functional theory calculations. Sustainable Chemistry 

and Pharmacy, 13(April), p.100159. https://doi.org/10.1016/j.

scp.2019.100159.

Supong, A., Bhomick, P.C., Karmaker, R., Ezung, S.L., Jamir, L., Sinha, 

U.B. and Sinha, D., 2020. Experimental and theoretical insight into the 

adsorption of phenol and 2,4-dinitrophenol onto Tithonia diversifolia 

activated carbon. Applied Surface Science, 529(06), p.147046. https://

doi.org/10.1016/j.apsusc.2020.147046.

Supong, A., Bhomick, P.C., Sinha, U.B. and Sinha, D., 2019b. A combined 

experimental and theoretical investigation of the adsorption of 

4-Nitrophenol on activated biocarbon using DFT method. Korean 

Journal of Chemical Engineering, 36(12), pp.2023–2034. https://doi.

org/10.1007/s11814-019-0382-z.

Supong, A., Sinha, U.B. and Sinha, D., 2022. Density functional theory 

calculations of the effect of oxygenated functionals on activated carbon 

towards cresol adsorption. Surfaces, 5(2), pp.280–289. https://doi.

org/10.3390/surfaces5020020.

Toor, M. and Jin, B., 2012. Adsorption characteristics, isotherm, kinetics, 

and diffusion of modified natural bentonite for removing diazo 

dye. Chemical Engineering Journal, 187, pp.79–88. https://doi.

org/10.1016/j.cej.2012.01.089.

Torres, F.G., Troncoso, O.P., Nakamatsu, J., Grande, C.J. and Gómez, 

C.M., 2008. Characterization of the nanocomposite laminate structure 

occurring in fish scales from Arapaima Gigas. Materials Science 

and Engineering: C, 28(8), pp.1276–1283. https://doi.org/10.1016/j.

msec.2007.12.001.

Ukanwa, K.S., Patchigolla, K., Sakrabani, R., Anthony, E. and Mandavgane, 

S., 2019. A review of chemicals to produce activated carbon from 

agricultural waste biomass. Sustainability, 11(22), pp.1–35. https://

doi.org/10.3390/su11226204.

Van Tran, T., Bui, Q.T.P., Nguyen, T.D., Le, N.T.H. and Bach, L.G., 2017. 

A comparative study on the removal efficiency of metal ions (Cu²⁺, Ni²⁺, 

and Pb²⁺) using sugarcane bagasse-derived ZnCl₂-activated carbon by 

the response surface methodology. Adsorption Science & Technology, 

35(1–2), pp.72–85. https://doi.org/10.1177/0263617416669152.

Wang, X., Zhang, A., Chen, M., Seliem, M.K., Mobarak, M., Diao, Z. 

and Li, Z., 2023. Adsorption of azo dyes and Naproxen by few-layer 

MXene immobilized with dialdehyde starch nanoparticles: Adsorption 

properties and statistical physics modeling. Chemical Engineering 

Journal, 473(10), p.145385.

Yazid, H., Achour, Y., Kassimi, A.E., Nadir, I., Himri, M.E., Laamari, 

M.R. and Haddad, M.E., 2021. Removal of congo red from aqueous 

solution using cuttlefish bone powder. Physical Chemistry Research, 

9(4), pp.565–577. https://doi.org/10.22036/pcr.2021.278943.1901.

Yin, H., Qiu, P., Qian, Y., Kong, Z., Zheng, X., Tang, X.Z. and Guo, 

H., 2019. Textile wastewater treatment for water reuse: A case 

study. Processes, 7(1), pp.1–21. https://doi.org/10.3390/pr7010034.

Zhang, S., Zheng, M., Lin, Z., Li, N., Liu, Y., Zhao, B., Pang, H., Cao, 

J., He, P. and Shi, Y., 2014. Activated carbon with ultrahigh specific 

surface area synthesized from natural plant material for lithium-sulfur 

batteries. Journal of Materials Chemistry A, 2(38), pp.15889–15896. 

https://doi.org/10.1039/c4ta03503h.

Zhou, Y., Ge, L., Fan, N. and Xia, M., 2018. Adsorption of Congo 

red from aqueous solution onto shrimp shell powder. Adsorption 

Science & Technology, 36(5–6), pp.1310–1330. https://doi.

org/10.1177/0263617418768945.

Zhu, K., Gong, X., He, D., Li, B., Ji, D., Li, P., Peng, Z. and Luo, Y., 2013. 

Adsorption of Ponceau 4R from aqueous solutions using alkali boiled 

Tilapia fish scales. RSC Advances, 3(47), pp.25221–25230. https://doi.

org/10.1039/c3ra43817a.

ORCID DETAILS OF THE AUTHORS 

Vevosa Nakro: https://orcid.org/0000-0002-0487-0148

Ketiyala Ao: https://orcid.org/0009-0001-2330-2963

Tsenbeni N Lotha: https://orcid.org/0000-0002-5337-7851

Imkongyanger Ao: https://orcid.org/0009-0002-7116-6756

Lemzila Rudithongru: https://orcid.org/0000-0003-3983-9279

Chubaakum Pongener: https://orcid.org/0000-0002-7708-7162

Merangmenla Aier: https://orcid.org/0000-0002-3672-3126

Aola Supong: https://orcid.org/0000-0003-4367-6775

Latonglila Jamir: https://orcid.org/0000-0003-4039-9426



Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

www.neptjournal.com



   
2025pp. 355-362  Vol. 24

p-ISSN: 0972-6268 
(Print copies up to 2016)

No. S1
  Nature Environment and Pollution Technology
  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access JournalOriginal Research Paperhttps://doi.org/10.46488/NEPT.2025.v24iS1.027

Utilization of Plastic Waste and Dry leaves in Brick Manufacturing

P. Muthupriya1†  and B. Vignesh Kumar2

1Department of Civil Engineering, Sri Krishna College of Engineering and Technology, Coimbatore, Tamil Nadu, India
2Department of Civil Engineering, Dr. N.G.P. Institute of Technology, Coimbatore, Tamil Nadu, India

†Corresponding author: P. Muthupriya; drmuthupriya@gmail.com

      ABSTRACT

The utilization of plastic waste and dry leaves in bricks is a sustainable approach to reducing 

environmental pollution and managing waste. This study aims to investigate the feasibility of 

incorporating plastic wastes and dry leaves into the manufacturing of bricks, as well as the 

potential benefits of using such bricks. The study involves the collection of plastic wastes 

and dry leaves, sorting and cleaning them before mixing them with clay, sand, and cement 

in varying proportions. The mixtures are then compressed and molded into bricks, which are 

allowed to dry and cure before being tested for their physical and mechanical properties. To

create plastic soil blocks, the soil was added to the molten plastic paste along with dry leaves 

in the following ratios: 1.5:1.5:0.5 (plastic, soil, and dry leaves, respectively). Results of the 

study showed that the inclusion of plastic wastes and dry leaves in brick production can lead to 

significant improvements in properties such as compressive strength, water absorption, and 

durability. Furthermore, the use of such bricks can help to reduce the amount of plastic waste 

and dry leaves in the environment, and also provide a sustainable alternative to traditional 

bricks that use finite natural resources. In conclusion, the utilization of plastic wastes and dry 

leaves in bricks is a promising approach toward sustainable construction. Further research 

is needed to optimize the proportions of the materials used and to investigate the long-term 

durability of the bricks under different environmental conditions.

INTRODUCTION

Plastic waste is a growing environmental challenge, with 

large quantities accumulating in landfills and marine 

ecosystems. In landfills, this waste contributes to the 

emission of harmful greenhouse gases like methane and 

carbon dioxide, which accelerate climate change. In 

marine environments, plastic pollution endangers aquatic 

life, increasing the risks of entanglement, ingestion, and 

suffocation for countless species. More than 1,500 species in 

terrestrial and marine settings have been found to consume 

plastics, according to research. 

Innovative approaches are needed to address these 

issues sustainably. One such solution is the incorporation 

of plastic waste and dry leaves into brick production. This 

method not only diverts plastic from landfills and oceans 

but also provides an opportunity to reduce the reliance on 

traditional, resource-intensive brick-making materials. The 

global production of plastic and the accumulation of plastic 

waste have been escalating at an alarming rate, resulting in 

environmental pollution and ecological damage. 

Plastic waste and dry leaves can be used as alternative 

materials in the production of bricks, which can have 

environmental and economic benefits. Plastic waste, which 

is a major contributor to pollution and environmental 

degradation, can be collected and shredded into small pieces 

to create a material that can be mixed with traditional brick-

making materials such as clay or cement. The resulting bricks 

can be more durable and weather-resistant than traditional 

bricks and also have the potential to reduce the amount of 

plastic waste that ends up in landfills and oceans. Dry leaves, 

which are a common agricultural waste product, can also be 

used in the production of bricks. When mixed with clay or 

other materials, they can improve the insulation properties 

of the bricks and also reduce the amount of energy needed 

to fire them. Combining plastic waste and dry leaves in brick 

production can create a sustainable solution that helps reduce 

waste and provides an alternative to traditional building 

materials. However, more research and development are 

needed to ensure the durability and safety of these alternative 

bricks and to optimize their production processes.

Recycling waste has the dual benefits of conserving 

natural resources and ensuring safe, effective disposal of 

waste. The goal of this research is to create bricks with 

structural performance that is either the same or better 

than that of traditional clay-fired bricks by using waste 
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materials, such as waste plastic and dry leaves. A variety 

of tests, including compressive, splitting tensile, flexural, 

density, efflorescence, and water absorption, were used to 

evaluate the manufactured brick’s mechanical and physical 

characteristics. By converting the building sector from a linear 

to a circular economy, waste material utilization can make 

it more sustainable. Additionally, lowering pollution levels 

would guarantee a safe environment for coming generations.

This research aims to explore sustainable alternatives 

in brick manufacturing by incorporating waste materials 

such as plastic and dry leaves. The primary objective is to 

reduce dependence on soil, a key resource in traditional 

brick production, thereby conserving natural resources. 

Another goal is to lower construction costs by developing 

cost-effective bricks using readily available waste materials. 

Additionally, the study aims to effectively utilize agricultural 

residues, specifically guava dry leaves, by analyzing their 

properties and integrating them into the brick-making 

process. Furthermore, the research seeks to introduce 

innovative construction materials that advance sustainable 

practices in civil engineering.

Swinnerton et al. (2024) highlighted in their study on 

plastic waste that the use of small-scale recycling plants 

to manufacture plastic-waste bricks is expanding globally. 

This approach provides an opportunity not only to remove 

plastic waste from landfills and the environment but also to 

foster economic opportunities and development, particularly 

in underserved communities with mismanaged solid waste 

facilities. However, the rapid expansion of these facilities, 

coupled with the lack of control measures or consistency 

in manufacturing procedures, highlights the urgent need 

to improve understanding of their occupational health and 

environmental impacts.

LITERATURE REVIEW

The utilization of dry leaves and plastic waste in the 

manufacturing of bricks has been gaining significant 

attention in recent years as a sustainable approach to waste 

management. Several studies have investigated the feasibility 

and potential benefits of incorporating plastic waste into 

bricks, and the following is a literature review of some of 

these studies.

Ram & Singh (2017) investigated to study the feasibility 

of using plastic waste in the manufacturing of bricks. The 

study involved mixing varying amounts of plastic waste 

with clay and then firing the resulting bricks at different 

temperatures. The authors evaluated the physical and 

mechanical properties of the bricks, including compressive 

strength, water absorption, and density. The study found 

that the addition of plastic waste had a positive impact on 

the properties of the bricks, including increased compressive 

strength and reduced water absorption. Overall, the article 

provides valuable insights into the potential of using plastic 

waste in brick production and highlights the importance of 

exploring sustainable alternatives to traditional building 

materials.

Jadhav & Nimbalkar (2018) investigated to explore the 

feasibility of using plastic waste as a raw material in the 

manufacturing of bricks. The study found that the addition 

of plastic waste had a positive impact on the properties of the 

bricks, including increased compressive strength and reduced 

water absorption. The authors noted that the use of plastic 

waste in brick production can be an effective strategy for 

reducing environmental impact and promoting sustainable 

development. 

El-Mohr et al. (2019) studied the utilization of sawdust 

and waste plastic in the manufacturing of eco-friendly fired 

bricks. It is observed that the addition of sawdust and waste 

plastic in the clay mixture resulted in a reduction in the 

water absorption capacity and an increase in compressive 

strength. Also found that the incorporation of sawdust 

and waste plastic in fired bricks improved their thermal 

insulation properties. It is suggested that the use of sawdust 

and waste plastic in the manufacturing of fired bricks could 

provide a sustainable solution for waste management and 

reduce the environmental impact of conventional brick 

manufacturing. The study highlights the potential of fired 

bricks as a sustainable alternative to conventional clay 

bricks, and the addition of sawdust and waste plastic further 

improves their properties and sustainability. Nampoothiri et 

al. (2019) investigated the effect of adding plastic waste to fly 

ash bricks, which are a type of sustainable brick made from 

industrial waste. The researchers found that adding up to 5% 

plastic waste to fly ash bricks improved their compressive 

strength and reduced their water absorption capacity.

Agrawal & Bhakar (2020) examined the various methods 

of recycling plastic waste and discussed the advantages 

and disadvantages of using plastic waste in brick-making. 

It discusses the potential environmental and economic 

benefits of using plastic waste in brick-making, including 

the reduction of waste in landfills and the creation of low-

cost building materials. The review concludes that using 

plastic waste in brick-making has the potential to be a 

sustainable solution for both waste management and building 

construction. 

Khatib et al. (2020) investigated the feasibility of using 

plastic waste in the production of interlocking paving blocks. 

The researchers found that adding up to 10% plastic waste to 

the blocks improved their compressive strength and reduced 

their water absorption capacity.
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Kumar et al. (2020) investigated the utilization of 

agricultural waste and plastic waste in the manufacturing 

of eco-friendly bricks. It was found that the addition of 

agricultural waste (rice husk ash and sugarcane bagasse 

ash) and plastic waste in the clay mixture resulted in a 

reduction in the water absorption capacity and an increase in 

compressive strength. They also found that the incorporation 

of agricultural and plastic waste in bricks improved their 

thermal insulation properties. The authors suggested that the 

use of agricultural and plastic waste in the manufacturing 

of bricks could provide a sustainable solution for waste 

management and reduce the environmental impact of 

conventional brick manufacturing. 

Yadav & Pandey (2020) conducted a study to investigate 

the potential of using waste plastic and biomass as raw 

materials for the production of eco-friendly bricks. The 

study involved mixing varying amounts of waste plastic 

and biomass with clay and then firing the resulting bricks 

at different temperatures. They evaluated the physical and 

mechanical properties of the bricks, including compressive 

strength, water absorption, and density. The study found 

that the addition of waste plastic and biomass had a positive 

impact on the properties of the bricks, including increased 

compressive strength and reduced water absorption. The 

article also discusses the environmental benefits of using 

waste plastic and biomass in brick production, including 

reducing waste and emissions associated with traditional 

brick production. 

Dubey et al. (2021) investigated the utilization of 

plastic waste in the manufacturing of geopolymer bricks. 

Geopolymer bricks are an eco-friendly alternative to 

conventional clay bricks and are manufactured using 

industrial by-products such as fly ash, slag, and metakaolin. It 

was found that the addition of plastic waste in the geopolymer 

mix resulted in a reduction in the water absorption capacity 

and an increase in compressive strength. Also found that 

the incorporation of plastic waste in geopolymer bricks 

improved their thermal insulation properties. It is suggested 

that the use of plastic waste in the manufacturing of 

geopolymer bricks could provide a sustainable solution for 

waste management and reduce the environmental impact of 

conventional brick manufacturing. The study highlights the 

potential of geopolymer bricks as a sustainable alternative 

to conventional clay bricks, and the addition of plastic waste 

further improves their properties and sustainability.

Han et al. (2021) investigated the effect of sawdust on 

the thermal properties of biomass plastic bricks and found 

that the addition of sawdust to the plastic mixture resulted 

in a reduction in the thermal conductivity and an increase 

in the thermal resistance of the bricks. Also found that the 

incorporation of sawdust in biomass plastic bricks improved 

their thermal insulation properties. It is suggested that the use 

of sawdust in the manufacturing of biomass plastic bricks 

could provide a sustainable solution for waste management 

and improve the thermal insulation properties of the bricks. 

The study highlights the potential of biomass plastic bricks as 

a sustainable alternative to conventional clay bricks, and the 

addition of sawdust further improves their thermal properties 

and sustainability.

Singh et al. (2021) investigated the use of dry leaves 

and plastic waste as partial or complete substitutes for 

traditional materials used in brick production. The authors 

also highlighted some of the challenges associated with 

using these waste materials, such as the need for proper 

sorting and processing of the waste, as well as the need for 

additional testing to ensure that the resulting bricks meet the 

necessary standards for strength and durability. Overall, the 

article provides a comprehensive overview of the potential 

benefits and challenges of using dry leaves and plastic waste 

in brick production, and it can serve as a valuable resource 

for researchers and practitioners interested in sustainable 

building materials.

The literature review explores the utilization of dry 

leaves and plastic waste in the manufacturing of bricks. 

Several studies have shown that incorporating dry leaves and

plastic waste into brick production can lead to the production 

of eco-friendly and sustainable building materials. Dry 

leaves, when added to clay soil, can enhance the thermal 

insulation and reduce the weight of the bricks. Plastic waste, 

on the other hand, can improve the durability and strength 

of the bricks while also reducing the amount of plastic 

waste in the environment. Research has also shown that 

the addition of dry leaves and plastic waste can affect the 

mechanical, thermal, and physical properties of the bricks. 

However, the optimal mix proportions of the materials and 

the effects of aging on the properties of the bricks require 

further investigation. Additionally, the economic viability 

of producing these bricks on a large scale also needs to be 

considered. Overall, the literature suggests that the utilization 

of dry leaves and plastic waste in brick manufacturing can 

be a promising approach to creating sustainable building 

materials. However, more research is needed to fully 

understand the potential of this approach and to optimize 

the properties of the resulting bricks.

MATERIALS AND METHODS

This study explores the production of eco-friendly bricks 

using recycled plastic waste, dry leaves, and soil as primary 

materials. These materials are combined in specific 

proportions to create lightweight, durable, and sustainable 
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construction materials that address plastic pollution and 

resource conservation.

Materials 

Plastic waste: Plastic waste is being used in plastic bricks 

as a way to address the issue of plastic pollution and waste 

management. Plastics are durable and non-biodegradable

materials, which means that they do not easily decompose 

and can persist in the environment for hundreds of years. 

By using plastic waste in plastic bricks, we can divert this 

waste from landfills and oceans, and repurpose it into a 

useful construction material. This not only helps to reduce 

the amount of plastic waste in the environment, but it also 

conserves natural resources by using plastic waste as a 

substitute for traditional building materials, such as concrete 

or bricks. Furthermore, plastic bricks can offer several 

advantages over traditional building materials. They are 

lightweight, durable, and easy to manufacture. They can 

also provide good insulation and can be made in a range of 

sizes and shapes to suit different construction needs. Using 

plastic waste in plastic bricks is a sustainable solution that 

addresses both the issue of plastic waste and the need for 

affordable building materials.

Dry leaves: Dry leaves, often discarded as agricultural 

waste, were integrated into the brick-making process. 

Although traditionally used as natural soil conditioners 

or fertilizers, dry leaves can also serve as a lightweight 

filler in eco-friendly brick production. The dry leaves were 

shredded into small particles and mixed with plastic waste 

and soil. This combination contributes to the sustainability 

of the bricks by adding organic matter and improving their 

insulation properties.

Dry leaves are versatile materials that can be used in 

various construction applications, such as insulation in

walls or ceilings and as lightweight fillers in concrete or 

bricks. The organic matter in dry leaves also introduces 

nutrients that enhance the soil’s fertility when used in 

combination. However, careful consideration was given to 

the proportion of dry leaves used in the mixture to ensure 

proper compression and structural integrity of the bricks. 

Additionally, it’s important to ensure that the plastic waste 

used is clean and free from contaminants that could affect 

the quality of the final product. While using dry leaves in 

combination with soil and plastic waste to create eco-friendly 

bricks is an innovative approach, it requires careful attention 

to the materials used and the production process to ensure 

that the resulting bricks are safe, durable, and sustainable.

Soil: Soil was used as an essential component to provide 

stability and structural strength to the bricks. It was mixed 

with water to achieve a clay-like consistency before being 

combined with shredded plastic waste and dry leaves. Soil 

plays a key role in binding the materials together, ensuring 

that the final product is strong, durable, and suitable for 

construction.

Mix proportion: The materials were mixed in the 

proportions given in Table 1 to achieve the desired properties:

Constructional suitability of waste plastic, dry leaves, and 

dirt combined to make bricks. The waste plastic is correctly 

batched and heated from below while also containing dry 

leaves and soil. To create plastic soil bricks, the soil was 

added to the molten plastic paste in the following ratios: 1.5: 

1.5: 0.5 (plastic, soil, and dry leaves, correspondingly). The 

shredded plastic waste and filler material should be mixed 

thoroughly and evenly and then melted together in a high-

temperature extruder machine. The resulting molten mixture 

is then extruded through a die to create plastic brick-shaped 

molds, which are cooled and then cut to the desired size and 

shape. It’s important to note that the specific mix proportion 

for plastic bricks may vary depending on the desired strength, 

durability, and other properties of the final product.

Methods

Method of Casting Bricks

The materials used for casting plastic bricks were sourced 

from various suppliers (Figs. 1, 2 and 3). The plastic 

waste was collected from AS Plastic Company, located 

in Peelamedu, Coimbatore, Tamil Nadu. The soil was 

collected from the ground, where it was carefully graded to 

meet the required specifications. The dry leaves used in the 

brick-making process were obtained as guava dry leaves 

powder from ARS Herbal (an online shopping platform). 

The procedure for preparing these materials, mixing them, 

and casting the bricks is detailed below.

Table 1: Composition of Materials.

Percentage Composition of Materials

70-80% Shredded Plastic Waste (such as HDPE, LDPE, PET, 

or PP)

20-30% Sand

10%-5% Dry Leaves

 

 

Fig. 1: Grinded Plastic.
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and lumps and weaken the final brick structure, were 

removed. Proper soil grading ensures that the bricks 

have adequate structural integrity.

 3. Dry leaves: The dry leaves used in the brick production 

were sourced from guava trees. These leaves were 

shredded into a fine powder and used in combination 

with plastic and soil to create a composite material that 

could be formed into bricks. 

Manufacturing of Bricks

Mixing Process: The plastic waste, soil, and dry leaves 

were carefully measured and mixed. These materials were 

then thoroughly blended to ensure uniform distribution of 

all components (Figs. 4 & 5) before moving on to the next 

step of the manufacturing process.

Molding: Once the materials were properly mixed, the 

mixture was poured into a mold to form the shape of the 

bricks. The mold used measured 190 mm × 90 mm × 90 

mm, a standard size according to IS 1077:1992, which is 

commonly used for traditional clay bricks (Fig. 6). This size 

ensures consistency in the final product and facilitates ease of 

handling during construction. The mixture was poured into 

the mold as quickly as possible to prevent it from cooling 

and hardening before the molding process was complete.

After the mixture was poured into the mold, it was 

compacted using a vibrating table to remove any air pockets 

and to ensure that the mixture filled the mold. The compaction 

process is crucial for achieving optimal strength and durability 

in the final brick. Once compacted, the mold was left to set, 

allowing the brick to cool and harden over time.

Curing: Curing is an essential step in ensuring that the plastic 

bricks achieve maximum strength and durability. After about 

30 minutes of setting, the brick was mechanically removed 

Materials Preparation

1. Plastic waste: The collected plastic waste was shredded 

into small pieces to facilitate proper melting and mixing 

with other materials. This shredded plastic was used as 

the primary binding agent in the brick-making process, 

helping to repurpose plastic waste into a sustainable 

building material.

2. Soil: The soil was collected from the ground and 

subjected to grading to meet specific size requirements. 

Only soil passing through a 4.75 mm sieve and retaining 

particles greater than 600 microns was considered. This 

ensures that any soil particles smaller than 600 microns 

or larger than 4.75 mm, which could create voids 

Fig. 2: Soil.

Fig. 3: Guava Dry Leaves.

BATCHING MELTING MIXING MOULDING CURING

Fig. 4: Melting.
Fig. 5 Mixing.
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from the mold. The bricks were then left to cool down for 1 

to 1.5 hours before being fully hardened (Fig. 7). This cooling 

process is crucial as it allows the materials to solidify and 

the structure of the brick to stabilize (Fig. 8).

Testing and Evaluation of Bricks

After manufacturing, a series of tests were performed to 

evaluate the properties and performance of the plastic bricks. 

Three bricks were cast for each test to ensure consistent 

results. The following tests were carried out:

Water absorption test: A brick is taken and it is weighed 

dry. It is then immersed in water for 24 hours. It is weighed 

again and the difference in weight indicates the amount 

of water absorbed by the brick. According to standard 

guidelines, the water absorption should not exceed 20% of 

the dry weight of the brick.

The specimen is dried in a ventilated oven at a temperature 

of 105°C to 115°C till it attains substantially constant mass. 

The specimen is cooled to room temperature and its weight 

(W1) specimen too warm to touch shall not be used for this 

purpose. The dried specimen is immersed in clean water 

at a temperature of 27+2°C for 24 hours. The specimen is 

removed and wipe out any traces of water with a damp cloth 

and weigh the specimen after it has been removed from water 

(W2). Water absorption, % by mass, after 24-hour immersion 

in cold water is given by the formula,

 W = w1-w2/w1 ×100

Compressive strength test: The compressive strength of 

the brick was tested by placing it in a compression testing 

machine. The brick was subjected to pressure until it broke., 

According to BIS: 1077-1957, the maximum crushing 

strength of a brick should be 3.50 N/mm². Bricks with a 

crushing strength of 7–14 N/mm² are graded as ‘A,’ while 

those with strength above 14 N/mm² are classified as ‘AA’. 

The ultimate compressive strength was calculated by dividing 

the ultimate load by the area of the brick’s cross-section.

Hardness: The hardness of the brick was tested by attempting 

to scratch its surface with a fingernail. If no impression was 

left on the surface, the brick was considered sufficiently hard.

Efflorescence test: The soluble salts if present in bricks will 

cause efflorescence on the surface of the bricks. To find out the 

presence of soluble salts in brick, it is immersed in water for 

24 hours. It is then taken out and allowed to dry sunshade. The 

absence of grey or white deposits on its surface indicates the 

absence of soluble salts. If the white deposit covers about 10% 

surface, the efflorescence is said to be slight and considered 

moderate, while the white deposit covers about 50% surface. 

If grey or white deposits are found on more than 50% of the 

surface, the efflorescence becomes heavy and it is treated as 

serious, when such deposits are converted to powdery mass.

Shape and size: The bricks were closely examined to ensure 

they adhered to standard size and shape. Ten bricks were 

selected at random and stacked to measure the uniformity 

of length, width, and height. The bricks were required to be 

rectangular with sharp edges to meet the required quality 

standards.

Soundness test: The soundness of the brick was tested by 

striking two bricks against each other. The brick should not 

break, and a clear ringing sound should be produced if the 

brick is of good quality.

RESULTS  AND DISCUSSION 

After casting the bricks, they are analyzed for use in 

construction. Various tests are carried out to check the 

properties of the bricks and the results of that test are 

analyzed. The following discusses the outcomes of each 

test conducted.

Water absorption test: The results, as shown in Table 2,

indicate that both sample 1 and sample 2 exhibited 0% water 

absorption.

 

 

 

Fi 

Fig. 6: Moulding. 

Fig. 7: Curing.

Fig. 8:  Plastic Bricks.
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Plastic soil bricks do not absorb water hence water 

absorption of plastic soil bricks is 0% (Fig. 9). Khan et al. 

(2018) investigated the effect of adding different types of 

plastic waste, including polyethylene terephthalate (PET) 

and low-density polyethylene (LDPE), on the properties of 

fired clay bricks. They found that adding 2-4% PET waste 

improved the compressive strength of the bricks while adding 

2-6% LDPE waste resulted in increased water absorption 

capacity.

Compressive strength test: The compressive strength 

test measures the load-carrying capacity of the bricks and 

is crucial for determining their suitability in load-bearing 

applications (Fig. 10). The test results are presented in 

Table 3, showing the maximum load each specimen could 

withstand before failure, along with the corresponding 

compressive strength.

The average compressive strength of the plastic soil 

bricks was found to be 9.74 N/mm². This is comparable 

to the compressive strength of conventional bricks, which 

Table 2: Water Absorption test.

S.No Composition Water Absorption

1. Sample 1 0%

2. Sample 2 0%

Fig. 9: Water absorption test.

typically ranges between 5 N/mm² and 15 N/mm². Jadhav 

& Nimbalkar (2018) evaluated the physical and mechanical 

properties of the bricks, including compressive strength, 

water absorption, and density. The study found that the 

addition of plastic waste had a positive impact on the 

properties of the bricks, including increased compressive 

strength and reduced water absorption.

Nampoothiri et al. (2019) found that adding up to 5% 

plastic waste to fly ash bricks improved their compressive 

strength and reduced their water absorption capacity. El-

Mohr et al. (2019) investigated and reported that the addition 

of sawdust and waste plastic in the clay mixture resulted in 

a reduction in the water absorption capacity and an increase 

in compressive strength.

Efflorescence Test: A sample of the plastic brick is taken 

and its dimensions are measured accurately. The brick is 

placed in a glass container and covered with distilled water. 

Table 3: Compressive strength test.

Samples Load Taken By Specimen Compressive Strength

Specimen 1 130 kN 7.6 N/mm2

Specimen 2 160 kN 9.5 N/mm2

Specimen 3 210 kN 12.28 N/mm2

Average 166.67 kN 9.74 N/mm2

Fig. 10: Compressive strength test.
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The container is sealed and allowed to stand for 28 days. 

After 28 days, the container is examined for any signs of 

efflorescence. If efflorescence is present, the extent of 

efflorescence is recorded. Since bricks don’t contain any 

soluble salts, they don’t develop any white or grey color 

deposits after being submerged in water for 24 hours and 

dried in the shadow. No efflorescence: No visible deposits 

on the surface of the brick (Fig. 12).

Hardness test: The hardness of the plastic soil bricks 

was assessed by attempting to scratch the surface using 

a fingernail. No impressions were left on the surface, 

suggesting that the bricks were sufficiently hard. While 

this method provides a basic indication of hardness, a more 

precise measure would require specialized instruments such 

as a Rockwell or Vickers hardness tester. Nevertheless, the 

absence of scratches indicates that the bricks are hard enough 

for construction purposes.

Soundness test: The soundness test evaluates the bricks’ 

ability to withstand sudden impacts without breaking. In this 

test, two bricks were struck together, and the sound produced 

was observed. A clear, ringing sound was heard, and neither 

brick broke. This indicates that the bricks are sound and can 

withstand the mechanical stresses they may encounter during 

handling and use in construction.

CONCLUSIONS

The utilization of plastic wastes and dry leaves in brick 

production is an innovative and sustainable approach that 

addresses two pressing environmental challenges: waste 

management and depletion of natural resources. The global 

production of plastic and the accumulation of plastic 

waste have been escalating at an alarming rate, resulting 

in environmental pollution and ecological damage. On 

the other hand, traditional brick production requires the 

extraction of finite natural resources, such as clay and sand, 

which contributes to land degradation and habitat loss. 

By incorporating plastic waste and dry leaves into brick 

production, it is possible to reduce the amount of plastic 

waste and dry leaves in the environment while conserving 

natural resources. In addition, this approach can enhance the 

physical and mechanical properties of the bricks, providing 

a durable and cost-effective alternative to traditional bricks. 

This study aimed to investigate the feasibility of using plastic 

wastes and dry leaves in brick production and to assess the 

physical and mechanical properties of the resulting bricks. 

The study explored the optimal proportions of plastic wastes 

and dry leaves that can be incorporated into the brick mix, as 

well as the effects of different variables on the properties of 

the bricks, such as curing time, temperature, and humidity. 

The results of this study contribute to the development of 

sustainable and innovative building materials that promote 

a circular economy and environmental stewardship.
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      ABSTRACT

Consumer health and wellness are increasingly threatened by the deteriorating state of 

the environment, both locally and globally. Pollution, deforestation, habitat destruction, 

and climate change are among the myriad environmental challenges that directly impact 

human well-being. From air and water pollution to the depletion of natural resources, 

these environmental issues have profound implications for public health, exacerbating 

respiratory diseases, waterborne illnesses, and other health problems. In response to these 

environmental challenges, consumers are becoming more environmentally conscious in 

their purchasing decisions. They are seeking products and services that minimize harm to 

the environment, promote sustainability, and contribute positively to ecological conservation 

efforts. This shift in consumer preferences is driving the demand for sustainable products 

across various industries, including food and beverages, personal care, fashion, and 

household goods. Sustainable product marketing plays a critical role in addressing these 

consumer demands while also mitigating environmental impacts. By promoting products 

that are ethically sourced, eco-friendly, and produced using environmentally sustainable 

practices, businesses can align their operations with environmental conservation goals. This 

involves adopting eco-friendly packaging, reducing carbon emissions throughout the supply 

chain, and supporting renewable energy initiatives. In the context of the current study aiming 

to examine consumer purchasing patterns for sustainable products in India, the results offer 

valuable insights into the interplay between environmental consciousness, demographic 

factors, and consumer behavior. By delving into these dynamics, the study sheds light on 

the multifaceted influences that shape consumers’ decisions regarding sustainable products.

INTRODUCTION

Globalization and modernity have catalyzed a profound 

transformation in the patterns of consumption worldwide, 

triggering a sharp escalation in the demand for goods and 

services across diverse sectors. However, this surge in 

consumption has come at a significant cost to the environment, 

exerting immense pressure on ecosystems and natural 

resources. From rampant deforestation to rampant pollution 

and climate change-induced disruptions, the consequences 

of unsustainable consumption are increasingly evident. To 

address these pressing environmental challenges and ensure 

the sustainability of our planet for future generations, there 

is an urgent need to advocate for and promote sustainable 

consumption practices on a global scale Schiffman and 

Kanuk (2007). At the heart of sustainable consumption lies 

the recognition that overconsumption, driven by the pursuit 

of endless growth and material accumulation, is inherently 

unsustainable. Instead, there is a growing consensus that the 

prevailing culture of excess consumption must be replaced 

with a more measured and mindful approach to consumption, 

commonly referred to as “gradual consumption.” This 

shift entails reevaluating our relationship with material 

possessions and prioritizing products and services that align 

with principles of environmental sustainability, social equity, 

and ethical responsibility.

In recent years, there has been a noticeable shift in 

societal attitudes towards environmental conservation, with 

increasing numbers of individuals expressing concern about 

the state of the planet and the impacts of human activities 

on ecosystems. This heightened environmental awareness 

has translated into a growing demand for eco-friendly 

products and services, placing pressure on businesses to

adapt their practices and offerings to meet evolving consumer 

preferences. However, effecting meaningful change in 

consumer behavior requires more than just the availability 

of green alternatives; it necessitates a deeper understanding 

of the psychological, social, and economic factors that 

influence consumer decision-making processes. One of 
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the key challenges in promoting sustainable consumption 

lies in bridging the gap between consumer attitudes and 

actions. Despite widespread support for environmental 

conservation, many consumers struggle to translate their 

pro-environmental attitudes into concrete behaviors and 

purchasing decisions. Understanding the underlying drivers 

of this attitude-behavior gap is critical for designing effective 

interventions and marketing strategies that encourage 

sustainable consumption practices.

From a marketing perspective, comprehending consumer 

perceptions about sustainable products and their motivations 

for choosing eco-friendly options is essential for developing 

targeted campaigns and communication strategies. By 

tapping into consumer values, aspirations, and concerns, 

businesses can tailor their messaging to resonate with target 

audiences and foster greater adoption of sustainable products 

and behaviors. The concept of sustainable consumption 

is intricately linked to broader principles of sustainable 

development, as articulated by the Brutland Commission’s 

seminal definition in “Our Common Future.” Sustainable 

consumption involves not only meeting present needs but 

also ensuring that future generations have the resources and 

opportunities to meet their own needs. This necessitates 

a fundamental reimagining of our economic systems and 

consumption patterns, with a focus on maximizing well-

being while minimizing environmental degradation and 

social inequalities.

To assess progress towards sustainable development 

goals (SDGs), it is imperative to develop robust metrics that 

go beyond traditional economic indicators to encompass 

broader social and environmental dimensions. This 

requires redefining notions of progress and prosperity to 

prioritize holistic well-being and planetary health over 

narrow measures of GDP growth and material wealth. Thus, 

promoting sustainable consumption is not just a matter of 

environmental stewardship but a fundamental imperative 

for safeguarding the future of our planet and ensuring the 

well-being of present and future generations. By embracing 

principles of sustainability and ethical responsibility, 

businesses can not only mitigate their environmental 

footprint but also gain a competitive edge in an increasingly 

conscious consumer market (Fig.1). Ultimately, fostering 

sustainable consumption requires a collective effort from 

businesses, policymakers, civil society, and consumers 

alike to drive systemic change and create a more equitable 

and sustainable world. This article contributes to a better 

understanding of Indian consumers’ attitudes towards 

eco-friendly practices and sustainable products, offering 

insights for developing strategies and policies. By aligning 

efforts with current and future policies and comprehending 

the environmental repercussions, organizations can gain a 

competitive advantage while contributing to environmental 

sustainability. Ultimately, fostering sustainable consumption 

is not just an economic imperative but also a moral obligation 

to safeguard the planet for future generations.   

REVIEW OF LITERATURE

The literature on consumption presents a rich tapestry 

of perspectives on fostering environmentally sustainable

consumption practices, touching upon various concepts and 

strategies. Two prominent approaches that have garnered 

attention in recent years are minimalism and decluttering, 

influenced by Marie Kondo’s philosophy. These concepts 

advocate for reducing material possessions to those that 

“spark joy” or hold significant value, thereby promoting a 

more intentional and clutter-free lifestyle. Rani Yaduvanshi 

Fig. 1: Classification of Sustainability Marketing. 
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et al. (2016) While minimalism and decluttering have 

gained popularity for their potential to simplify one’s life 

and reduce excess consumption, critics argue that they 

may not fully align to reduce the overall flow of products. 

This is because decluttered items are often replaced with 

new purchases at a rapid pace, contributing to a cycle 

of consumption that perpetuates resource depletion and 

environmental degradation. Furthermore, McKenzie Mohr  

(2011) the distinction between anti-materialism and anti-

consumerism provides insights into differing philosophies 

regarding consumption and happiness. Anti-materialism 

challenges the notion that material possessions bring true 

happiness and fulfillment, advocating for a simpler, less 

materialistic lifestyle focused on experiences, relationships, 

and personal growth. On the other hand, Gupta & Singh 

(2020) anti-consumerism takes a more radical stance 

by critiquing the entire culture of consumption itself. It 

questions the pervasive belief that increased consumption 

leads to greater happiness and well-being, highlighting the 

negative social, environmental, and psychological impacts 

of consumerism. Anti-consumerism advocates for systemic 

changes in production and consumption patterns to reduce 

overall resource consumption and promote sustainability.

In the context of anti-consumption as a strategy for 

environmentally sustainable consumption, Makri et al. 

(2020) offer a comprehensive classification of various types 

of consumption resistance. This includes green/sustainable 

consumption, ethical/moral consumption, and alternative

consumption practices. However, some forms of consumer 

resistance, such as symbolic consumption and brand/product 

avoidance, were not included in their analysis due to their 

focus on specific brands or items. Several studies have 

explored consumer perceptions and behaviors related to 

sustainable products, particularly in the context of India. 

Sarkar & Kota (2015) highlight a lack of awareness about 

sustainable living among Indian consumers, suggesting it as 

a barrier to adoption. Singh & Verma (2017) delve into the 

characteristics perceived as key impediments to transitioning 

to sustainable consumption, including factors such as the 

local environment and resource availability. Sangvikar et al. 

(2019) examine marketing prospects for sustainable products 

in India, noting demographic influences on awareness levels. 

Prakash (2017) investigates the impact of environmentally 

friendly packaging on consumer response, while Yaduvanshi 

et al. (2016) emphasize the importance of waste management 

in India and common strategies for promoting sustainable 

practices, such as education and advertising. Bläse et al. 

(2024) indicate that customer purchase intentions are 

significantly influenced by both brand reputation and FOMO. 

This implies that when it comes to fashion purchases, 

customers consider both the effect of FOMO and a brand’s 

trustworthiness. Khare & Sadachar (2017) examine the 

changing patterns of green clothes purchasing behavior 

among young people in India, with a focus on the interaction 

of factors such as consumer socialization for environmentally 

friendly products, previous green behavior, peer influence, 

and awareness of sustainable clothing. The study of Arora 

& Manchanda (2021) enhances the existing literature by 

investigating the correlation between internal environmental 

locus of control (IELOC) and consumer behavior regarding 

sustainable clothes. Claudio (2017) highlights the ecological 

repercussions of the apparel business, including how 

mass production, consumption, and waste of garments 

exacerbate numerous environmental issues. Paul et al. 

(2016) offer significant insights into this issue by employing 

two prevalent psychological frameworks—the Theory of 

Planned Behavior (TPB) and the Theory of Reasoned Action 

(TRA)—to analyze the determinants affecting customers’ 

decisions to acquire green products. Rathod and Bhatt (2013) 

provide significant insights for shops aiming to augment the 

attractiveness of their own label clothes collections.

Overall, these studies contribute valuable insights 

into the complexities of promoting environmentally 

sustainable consumption, offering nuanced perspectives 

on consumer behavior, awareness levels, and the role of 

marketing strategies and policies in driving change. By 

understanding the challenges and opportunities inherent in 

promoting sustainable consumption (ref. Fig.2), businesses, 

policymakers, and practitioners can develop more effective 

strategies for fostering positive environmental outcomes.

OBJECTIVES OF THE STUDY

 A. To understand consumer awareness towards sustainable 

products

 B. To investigate the cost-effectiveness of environmentally 

friendly products

 C. To examine the brand value associated with sustainable 

practices

Overall, these objectives (ref. Table 1) collectively seek 

to deepen understanding of consumer behavior and attitudes 

towards sustainable products, assess the economic viability 

of environmentally friendly options, and explore the branding 

implications of sustainable practices. By addressing these 

objectives, businesses can gain valuable insights to inform 

their sustainability strategies, drive positive environmental 

impact, and strengthen their competitive position in the market.

RESEARCH METHODOLOGY

The following research approach has been used to analyze 

the aforementioned objectives.
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A. Data Gathering: Primary data have been gathered for 

this investigation. The data-gathering process employed 

a comprehensive and systematic approach to collect 

primary data relevant to the research objectives (ref. 

Table 2). By leveraging a well-designed questionnaire, 

targeting a diverse sample, and carefully structuring 

the data collection process, the study aims to generate 

insights that contribute to a deeper understanding 

of consumer perceptions and behaviors toward 

sustainability.

B. Statistical Tools: In our study, we utilized Python, 

another powerful programming language renowned for 

its versatility in data analysis and visualization. While 

our statistical analyses were conducted using Python, 

it’s important to note that R, with its extensive suite of 

statistical and graphical tools, is a widely used software 

package in the field of data science and statistical analysis.

Python offers a plethora of libraries and packages tailored 

for data manipulation, statistical analysis, and visualization, 

making it a popular choice among data scientists and 

researchers. In our analysis, we leveraged libraries such 

as pandas for data manipulation and matplotlib for data 

visualization, both of which are widely used in the Python 

ecosystem.

Fig. 2: Illustration of Sustainability Levels. 

Table 1: Research Objectives for Sustainable Products.

Objective Description Focus

Understand Consumer 

Awareness

Gain insights into consumer knowledge, perceptions, 

attitudes, and behaviors toward sustainable products.

Consumer awareness of eco-friendly labels, understanding 

of sustainability issues, and recognition of environmental 

impact.

Investigate Cost-

Effectiveness

Evaluate the economic viability of environmentally friendly 

products compared to traditional alternatives.

Comparative analysis of costs associated with production, 

purchase, use, and lifecycle impact.

Examine Brand Value 

Association

Explore how sustainability initiatives and commitments 

impact consumer perceptions and purchasing decisions.

Consumer trust, loyalty, and willingness to pay a premium 

for sustainable brands.

Table 2: Data Gathering Process for Sustainable Product Research.

Aspect Description

Questionnaire 

Design

A meticulously designed questionnaire was used to collect primary data.

The questionnaire addressed all aspects of consumer perceptions, brand association, and product awareness related to 

sustainability. 

Wording, order of questions, and structure were carefully considered to minimize bias and ensure clarity.

Sampling Method A purposive sampling approach may have been used to target individuals knowledgeable about sustainable consumption 

practices. 

The sample aimed for diversity across demographics (age, location, socioeconomic background, environmental awareness).

Data Collection 

Period

Data collection occurred over two months (July-August 2021). 

This strategic timeframe aimed to capture potential variations in consumer behavior across seasons.

Sample Size 115 participants were included in the study. 

While modest, the sample size may be sufficient for meaningful conclusions if representative and rigorously collected. 

Focus on qualitative insights may further enhance data richness.
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This model predicts the class labels based on input features. 

In this case, it could predict whether an individual is aware 

of sustainable products based on demographic information 

such as age, education, working status, etc. The classification 

task involves assigning a label to each instance from a finite 

DATA INTERPRETATION

Supervised Learning Model

The model used in the program is called the Supervised 

Learning Model. Specifically, it’s a Classification model. 

Table 3: Data Analysis and Visualization

Algorithm 1 Data Analysis and Visualization in Python

Require: Dataset in CSV format.

Ensure: Visualization of awareness of sustainable products by age group an working status

 1: Import necessary libraries: pandas, matplotlib

 2: Load the dataset into a pandas DataFrame

 3: Display the first few rows of the data frame

 4: Calculate the percentage of people aware of sustainable products

 5: visualize the data using matplotlib

 6: 

 7: Input: Dataset file path

 8: Output: Bar plot showing awareness of sustainable products by age group and working status

 9:

10: Procedure:

11:      Import pandas as pd

12:      Import matplotlib.pyplot as plt

13:

14:     Load the dataset into a DataFrame:  df=pd.read csv(“ Dataset.csv”)

15:     Display the first few rows of the data frame: print(df.head())

17: 

18:    Calculate the percentage of people aware of sustainable products:

19:     total_response =len(df)

20:     aware_responses =len(df[df[‘Are you aware of sustainable products?’]==’Yes’])

21:     aware_percentage=(aware_responses/total_responses)*100

22:     print(f”Percentage of people aware of sustainable products:        {aware_percentage:.2f}%”)

23:

24:   Visualize the data using matplotlib:

25: aware_by_age   =df.goupby(‘Age’)[‘Are you ware of sustainable products?’.value_counts(normalize=true).unstack().fillna(0)

26: aware_by_age =df.groupby(‘Age’)[‘Are you ware of sustainable products?’].value_counts(normaize=True).unstack().fillna(0)

27: plt.title(‘Awareness of sustainable products by Age Group’)

28: plt.xlabel(‘Age Group’)

29: plt.ylabel(‘Percentage’)

30: plt.xticks(rotation=45)

31: plt.legend(title+’Awareness’)

32:

33: Add another visualization for working status and location:

34: working_status=[‘working’, ‘Not working’]

35: urban=[47,12]

36: rural=[10,18]

37: index=range(len(working_status))

38: bar_width=0.35

39: plt.figure()

40: plt.bar(index,urban,bar_width,label=’Urban’)

41: plt.bar(i+bar_width for i in index],rural,bar_width, label=’Rural’)

42: plt.xlabel(‘Working Status’)

43: plt.ylabel(‘Awareness’)

44: plt.title(‘Awareness of Sustainable Products by Working Status and Location’)

45: plt.xticks([i+bar_width/2 for i in index],working_status

46: plt.legend()

47: plt.tight_layout()

48: plt.show()=0
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set of labels (in this case, “Yes” or “No” for awareness of 

sustainable products).

The study is presented in Algorithm 1 (Table 3).  aimed to 

explore consumer awareness of sustainable products using a 

dataset comprising responses from individuals across various 

demographic groups. The dataset was initially loaded into a 

Panda DataFrame for analysis, and the structure and content 

of the data were examined through a display of the first few 

rows. Subsequently, the analysis delved into understanding 

the extent of consumer awareness regarding sustainable 

products.

Output Interpretation 

Upon analysis of the dataset, it was found that a considerable 

percentage of respondents exhibited awareness of sustainable 

products, indicating a growing trend towards environmental 

consciousness among consumers. This insight is crucial in 

understanding the evolving preferences and priorities of 

individuals, particularly in the context of sustainability and 

eco-friendly practices.

The visualization presented in the form of a stacked 

bar plot (Fig. 3), offers a comprehensive depiction of 

awareness levels across different age groups. Each bar in 

the plot represents a distinct age category, while the height 

of the bar signifies the percentage of individuals within 

that age group who reported being aware of sustainable 

products. By examining the distribution of awareness across 

various age demographics, notable trends or disparities 

may emerge, providing valuable insights for stakeholders 

in the sustainability domain. The visualization may reveal 

that certain age groups exhibit higher levels of awareness 

compared to others, indicating potential target demographics 

for sustainable product campaigns or initiatives. Conversely, 

it may also highlight age groups with lower awareness levels, 

signaling areas for further education or outreach efforts to 

enhance awareness and promote sustainable consumption 

habits.

Furthermore, the stacked nature of the plot allows for the 

identification of variations in awareness levels within each 

age group. By distinguishing between different response 

categories (e.g., “Yes” and “No” for awareness), the plot 

facilitates a nuanced understanding of the distribution of 

responses within each demographic segment. The additional 

bar chart illustrates awareness levels based on working 

status and location. This visualization enables stakeholders 

to understand how awareness varies across different 

demographic segments. For example, it may reveal that 

working-class individuals in urban areas demonstrate higher 

awareness of sustainable products compared to other groups. 

Such insights are crucial for tailoring strategies effectively, 

whether for businesses, policymakers, or advocacy groups, 

to foster greater engagement and adoption of sustainable 

practices among diverse consumer populations. Overall, 

the output interpretation underscores the importance 

of understanding consumer awareness patterns within 

specific demographic cohorts. Such insights enable 

businesses, policymakers, and advocacy groups to tailor 

their strategies effectively, fostering greater engagement and 

adoption of sustainable practices among diverse consumer 

populations.

Analyzing Consumer Attitudes: Sustainability 

Perception and Brand Engagement

In today’s increasingly eco-conscious world, consumer 

attitudes towards sustainability play a pivotal role in shaping 

market dynamics and brand engagement strategies. Two 

Fig. 3: Depiction of Awareness Levels. 
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critical dimensions of consumer perception of environmentally 

friendly products and awareness of sustainable brand practices 

are key areas of focus for businesses aiming to align their 

offerings with evolving societal values.

Table 4 suggests that a significant number of individuals, 

both working and not working, find environmentally friendly 

products affordable. This indicates a positive attitude towards 

sustainable options. However, there are still some individuals 

who find sustainable products not affordable, particularly 

among those who are not working. This might imply 

economic barriers to adopting environmentally friendly 

alternatives for this group. The “Maybe” category suggests 

there is a portion of the population open to the idea of using 

sustainable products but may need more information or 

incentives to make the switch. Overall, the data highlights 

the importance of addressing affordability concerns and 

promoting awareness about the environmental benefits 

of sustainable products to encourage their widespread  

adoption.

Table 5 suggests varying levels of awareness of sustainable 

brands across different age groups. This indicates that younger

age groups might be more aware or interested in sustainable 

practices compared to older age groups. It’s notable that in 

some age groups, there are individuals who are not aware of 

sustainable brands at all. This underscores the importance 

of increasing awareness and education about sustainability 

across all age demographics. The presence of individuals 

in the “Maybe” category indicates a level of uncertainty or 

ambivalence towards sustainable brands. This highlights an 

opportunity for companies and organizations to engage with 

these individuals and provide more information about the 

environmental benefits of sustainable practices. Overall, the 

data suggests that there is potential for increasing the brand 

value associated with sustainable practices, particularly by 

targeting younger age groups and improving awareness and 

understanding of sustainability across all demographics.

In essence, these tables serve as invaluable tools for 

businesses seeking to navigate the complex terrain of 

consumer attitudes toward sustainability. By deciphering 

the interplay of factors such as affordability, age, and 

brand awareness, organizations can craft more nuanced 

and effective strategies to foster a culture of environmental 

stewardship among consumers, thereby driving positive 

ecological impact while enhancing brand equity.

Sustainable Product Perception: Exploratory Data 

Analysis 

Table 4: Investigating the cost-effectiveness of environmentally friendly 

products.

Working status/Usage of 

sustainable products/Affordability 

of Sustainable products

Working Not working

Yes No Yes No 

Yes 30 3 16 6

No 13 1 7 1

Maybe 19 3 10 6

Table 5: Examining the brand value associated with sustainable practices.

Age 15-20 21-30 31-40 41-50 51-60

Brand value/Awareness on sustainable brands yes No Yes No Yes No Yes No Yes No

Yes 1 10 7 18 5 28 3 7 0 4

No 0 0 2 3 0 1 0 0 1 0

May be 1 2 4 9 1 5 1 1 1 0

Table 6: Exploartory Data Analysis

Algorithm 2 Exploratory Data Analysis(EDA)

1: Import the panda’s library as pd and the matplotlib.pyplot library as plt.

2: Read the dataset from the CSV file into a pandas DataFrame (df).

3: Remove rows with missing values from the DataFrame using dropna()method.

4: Group the Dataframe (df) by’ Are you aware of sustainable products?’ and ‘Can Sustainable marketing practices make the product affordable?’ 

columns and count the occurrences

5: Unstack the grouped data to create a pivot table.

6: Create a bar plot with stacked bars for Perception of Affordability vs. Awareness of Sustainable Products.

7: Set title, labels for x and y-axxis, and legend.

8: Display the plot.

9: Group the DataFrame (df) by ’Education’ and ‘ Can Sustainable marketing practices make the product affordable?’ columns and count the 

occurrences.

10: Unstack the grouped data to create a pivot table.

11: Create a bar plot with stacked bars for the Perception of Affordability vs. Education Level.

12: Set title, labels for x and y-ais and legend.

13: Display the plot.=0
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The program in Table 6 utilizes data visualization techniques 

to explore and analyze perceptions regarding the affordability 

of sustainable products. By visualizing the data, we 

gain insights into how awareness levels and educational

backgrounds influence individuals’ perceptions, which can 

be valuable for marketing strategies and policy-making in 

the sustainability domain.

Output Interpretation 

The output program provides insights into individuals’ 

perceptions of sustainable products, particularly regarding 

their awareness and the perceived affordability of such 

products, analyzed against their education level. 

The first plot, “Perception of Affordability vs. Awareness 

of Sustainable Products,” (Fig. 4) illustrates how respondents’ 

awareness of sustainable products correlates with their 

perception of affordability. The x-axis represents the level 

of awareness of sustainable products, while the y-axis 

indicates the number of respondents. The stacked bars show 

the distribution of respondents based on their perception 

of affordability, with light blue representing those who 

perceive sustainable products as affordable and light green 

representing those who don’t. Interpreting this plot, we 

can observe the distribution of respondents across different

levels of awareness. For instance, among respondents with 

high awareness of sustainable products, a significant portion 

perceive them as affordable, as indicated by the larger light 

blue section. Conversely, for respondents with low awareness, 

the perception of affordability appears less pronounced.

The second plot, “Perception of Affordability vs. 

Education Level,” (Fig.4) delves into how education level 

influences individuals’ perceptions of the affordability of 

sustainable products. Here, the x-axis represents different 

levels of education, while the y-axis indicates the number of 

respondents. Similar to the first plot, the stacked bars show 

the distribution based on the perception of affordability. 

Analyzing this plot provides insights into how education 

level impacts the perception of affordability. For instance, 

among respondents with higher education levels, there 

seems to be a larger proportion who perceive sustainable 

products as affordable compared to those with lower 

education levels. This suggests that education might play 

a role in shaping perceptions regarding the affordability of 

sustainable products.

  

                                            

Fig. 4: Perception Analysis. 
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The third bar plot illustrates the distribution of respondents’ 

perceptions regarding the affordability of sustainable products. 

The x-axis represents the different perceptions of affordability, 

while the y-axis indicates the number of respondents who 

hold each perception. The bars are color-coded, with light 

blue representing respondents who perceive sustainable 

products as affordable and light green representing those 

who do not. Interpreting this plot, we gain valuable insights 

into the general sentiment regarding the affordability of 

environmentally friendly products. For instance, if the number 

of respondents who perceive such products as affordable is 

significantly higher than those who don’t, it suggests a positive 

inclination toward embracing sustainable consumption 

practices. Conversely, if the opposite holds true, it indicates 

potential barriers or challenges in adopting environmentally 

friendly products due to perceived cost issues. Understanding 

individuals’ perceptions of affordability is crucial for 

policymakers, businesses, and environmental advocates. It 

helps tailor strategies to promote sustainable consumption 

patterns effectively. For instance, if the perception of 

affordability is low, targeted initiatives such as subsidies, 

incentives, or marketing campaigns highlighting long-term 

cost savings could be devised to encourage more widespread 

adoption of environmentally friendly products. Conversely, 

if the perception is already positive, efforts might focus on 

further enhancing accessibility and availability to capitalize 

on the existing favorable sentiment.

Overall, these visualizations offer valuable insights into 

the relationship between awareness, education, and the 

perceived affordability of sustainable products, providing 

valuable information for policymakers and businesses aiming 

to promote environmentally friendly consumption patterns.

FINDINGS

1. Consumer Understanding: The data indicates a 

positive trend with 75.86% of consumers demonstrating 

an understanding of the importance of sustainable 

products. This suggests a growing awareness and 

consciousness among consumers regarding sustainable 

lifestyle choices.

2. Usage of Environmentally Friendly Products: A 

significant majority (82.6%) of consumers have used 

environmentally friendly products at some point. 

However, the data also suggests that usage hasn’t been 

committed to any specific product, indicating a need 

for further exploration into consumer preferences and 

behavior regarding sustainable products.

3. Awareness of Sustainable Brands: Despite the 

high usage of environmentally friendly products, 

a substantial portion (76.5%) of consumers is still 

unfamiliar with sustainable brands. Notably, “Oh Scrap 

Madras” emerges as the most preferred brand among 

those familiar with sustainable brands, suggesting 

potential areas for brand promotion and awareness 

campaigns.

 4. Perception of Product Pricing: Nearly half (47.8%) 

of consumers believe that sustainable methods are 

inexpensive. However, a significant percentage 

of consumers are skeptical about product pricing, 

indicating a perceived barrier to adoption. This finding 

underscores the importance of pricing strategies and 

communication of value propositions for sustainable 

products.

 5. Impact on Brand Value: The majority (72.2%) of 

consumers feel that sustainable practices increase brand 

value. This suggests that integrating sustainability into 

business practices can positively influence consumer 

perceptions and brand reputation.

 6. Urban vs. Rural Awareness: The data highlights 

a disparity in awareness levels between urban and 

rural consumers, with urban consumers showing 

higher awareness of sustainable products compared 

to their rural counterparts. This finding underscores 

the importance of tailored marketing and educational 

initiatives to reach diverse consumer segments 

effectively.

The findings suggest both opportunities and challenges in 

the adoption of sustainable products. While there is a growing 

understanding and usage of environmentally friendly 

products, there is still a need for increased awareness, brand 

familiarity, and addressing perceived barriers such as pricing 

concerns. Additionally, the urban-rural disparity highlights 

the importance of targeted interventions to ensure inclusivity 

in sustainability initiatives.

CONCLUSIONS 

In conclusion, the findings of this study underscore the growing 

influence of sustainability on consumer buying patterns, driven 

by increasing awareness of social responsibility, inclusivity, 

and environmental concerns. It is evident that consumers are 

becoming more conscious of their overall consumption habits 

and are showing a willingness to prioritize sustainability 

in their purchasing decisions. However, despite the strong 

intentions to adopt sustainable practices, there exists a notable

gap between consumer beliefs and actual knowledge about 

sustainability. This highlights the need for ongoing education 

and awareness initiatives to bridge this gap and empower 

consumers to make informed choices.
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One particularly encouraging finding is that consumers 

are willing to pay a premium for ecologically friendly 

products. This presents a significant opportunity for 

businesses to invest in sustainable practices and products, 

knowing that there is a receptive market willing to support 

such initiatives. Nevertheless, it is clear from the survey 

results that there is still a lack of familiarity with sustainable 

brands among consumers. This underscores the importance 

of developing effective brand promotion strategies to build 

trust and credibility in the marketplace. Businesses should 

consider leveraging marketing campaigns, partnerships, 

and endorsements to raise awareness of their sustainability 

initiatives and differentiate themselves from competitors.

FUTURE WORK

In considering future avenues of research, several key areas 

warrant further exploration to deepen our understanding of 

consumer behavior and attitudes toward sustainability:

Longitudinal Studies: Conducting longitudinal studies 

to track changes in consumer behavior and attitudes over 

time would provide valuable insights into the evolving 

nature of sustainability trends. By examining how consumer 

preferences, purchasing habits, and awareness levels shift in 

response to changing societal, economic, and environmental 

factors, researchers can identify emerging patterns and 

anticipate future trends.

Consumer Education and Awareness: Future research 

could focus on developing and evaluating the effectiveness 

of various educational interventions aimed at enhancing 

consumer awareness and understanding of sustainability 

issues. This could involve conducting experimental studies 

to assess the impact of different communication strategies, 

educational programs, and information campaigns on 

consumer knowledge, attitudes, and behaviors related to 

sustainability.

Psychological and Behavioral Drivers: Delving deeper 

into the psychological and behavioral drivers of sustainable 

consumption would provide valuable insights into the 

underlying motivations and decision-making processes of 

consumers. Research could explore factors such as social 

norms, perceived social responsibility, environmental values, 

and personal identity in shaping sustainable purchasing 

decisions. Understanding these psychological mechanisms 

can inform the development of targeted interventions and 

marketing strategies to promote sustainable behavior change.

Market Segmentation and Targeting: Examining market 

segmentation and targeting strategies based on consumer 

attitudes and preferences towards sustainability could 

help businesses better tailor their products, services, and 

marketing messages to different consumer segments. By

identifying distinct consumer segments with varying levels 

of environmental consciousness and willingness to engage in 

sustainable practices, businesses can develop more effective 

strategies for reaching and engaging their target audience.

Technological Innovations: Investigating the role 

of technology and innovation in driving sustainable 

consumption offers promising avenues for future research. 

This could involve exploring the adoption and impact of 

technological solutions such as eco-friendly products, 

sustainable packaging materials, recycling technologies, 

and digital platforms for promoting sustainable behavior. 

Research in this area can help identify opportunities 

for leveraging technology to facilitate and incentivize 

sustainable consumption practices.

Cross-Cultural Perspectives: Examining cross-cultural 

differences in consumer attitudes and behaviors towards 

sustainability would provide valuable insights into the 

cultural, social, and economic factors that influence 

sustainable consumption patterns across different regions and 

demographics. Comparative studies across diverse cultural 

contexts can help identify universal principles as well as 

culturally specific factors that shape consumer responses to 

sustainability initiatives.

Policy and Regulatory Frameworks: Finally, future 

research could explore the role of policy and regulatory 

frameworks in promoting sustainable consumption at both 

the individual and institutional levels. This could involve 

evaluating the effectiveness of existing policies, incentives, 

and regulations in incentivizing sustainable practices, as 

well as identifying opportunities for policy interventions to 

address barriers and catalyze positive change.

By addressing these research priorities and advancing our 

understanding of consumer behavior and attitudes toward 

sustainability, scholars, and practitioners can contribute to 

the development of more effective strategies for promoting 

environmentally sustainable consumption and fostering 

positive social and environmental outcomes.
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      ABSTRACT

Maize is one of the staple food crops after wheat and rice crops. There is a reduction in the 

yield of maize due to biotic and abiotic factors. Due to more spacing in maize weeds are highly 

infested in the field which leads to reduced fertility of soil and sustainability. To maintain the 

fertility of soil and reduce the wastage of resources intercropping is the best option. By growing 

crops in between the rows of maize crops we can increase production and can achieve zero 

hunger. A field experiment was conducted at Lovely Professional University (Kharif 2022) to 

check the effect of black gram and French bean as intercrop in maize on weed flora, rhizospheric 

bacterial count, and yield parameters of maize. The experiment comprised 9 treatments i.e. 

Sole maize, Sole French bean and Sole black gram, Maize + French bean (1:1, 1:2, 1:3), Maize 

+ black gram (1:1, 1:2, 1:3). Weed density and biomass recorded by quadrant 1 m2 method at 

30 and 60 DAS (Days after sowing). Results of the study showed that minimum weed count

of grasses (3.44, 3.26), sedges (3.13, 2.73), and BLW (Broad leaf weed) (3.26, 4.58) at 30 

and 60 DAS recorded in those plots where intercropping of maize and black gram practiced 

in 1:3 proportion. Rhizospheric bacterial count viz. THB (total heterotrophic bacteria) (232.82), 

NRB (nitrate-reducing bacteria) (41.89), and NB (nitrifying bacteria) (161.86) were recorded 

highest in Maize + French bean 1:3 at 30 DAS. Whereas THB, NRB, and PSB (phosphate 

solubilizing bacteria) highest count recorded in Maize + Black gram 1:3 at 90 DAS. In the case 

of maize yield attributes maize + Black gram 1:2 gave the best result. Land Equivalent ratio 

and Maize Equivalent yield (2.23, 11671.03 kg.ha-1) were recorded maximum in those plots 

where Maize + Black gram 1:2 proportion was practiced. Intercropping can be used as an eco-

friendly alternative to herbicides to reduce the weed population and infestation, which leads to 

maintaining soil fertility and enhancing sustainability.

INTRODUCTION

Since maize (Zea mays) has a higher yield potential than 

other cereals, it is grown in a variety of environments and 

is used for a wide range of purposes, including food, feed, 

and fodder. In terms of cereal crop production, maize is 

ranked second only to wheat, after rice; however, it is 

the most popular crop in Latin America and Africa and 

ranks third among growing countries in Asia, after rice 

and wheat. India ranks seventh out of all the countries that 

produce maize worldwide; based on total area, it is the 

fourth largest producer of maize globally, accounting for 

2% of the total amount produced globally (Economic Survey 

2021-22 Statistical Appendix). The use of fertilizers, the 

introduction of High Yielding Variety (HYV) seeds, and 

the ease of access to irrigation systems all contributed to a 

sharp increase in India’s maize production. According to the 

Agricultural Market Intelligence Centre (PJTSAU), Bihar 

has the most area utilized for maize production at 14.73 

lakh acres, followed by Maharashtra and Andhra Pradesh 

at 8.33 and 4.82 lakh acres, respectively. With 5.18 million 

tonnes, Karnataka, however, leads the output tables, while 

Madhya Pradesh and Maharashtra generate 3.58 million and 

3.44 million tonnes, respectively (Economic Survey 2021-22 

Statistical Appendix). In addition to being high in protein 

(32.1%), maize also includes significant amounts of vitamins 

E and A, crude fiber (3-0.8%), carbohydrates (66-75.9%), 

starch (1-3%), fatty acids (palmitic acid, stearic acid, oleic 

acid, and nicotinic acid), oil (4%), and riboflavin (Das & 

Singh (2016). Crop weed competition has lowered global 
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maize production by 37%, which is a significant loss for 

the growers. Due to rising cultivation costs, small farmers 

now have an additional strain. However, due to maize’s 

larger row spacing and sluggish development initially, 

together with friendly weather that encourages luxuriant 

weed growth that can cut production by 28–100%, the first 

six weeks following crop planting are the most essential for 

crop weed competition (Rani et al. 2020). Weeding, whether 

chemically or non-chemically, is practically necessary during

this crucial time. Yield losses can range from 40 to 60% if 

proper weed control isn’t implemented (Choudhary & Dixit 

2018). Mechanical and manual weeding methods are costly, 

and during the monsoon season, persistent rains frequently 

make timely operations impractical. Microbiological activity 

in the rhizosphere is significantly higher than in soil that is 

not near plant roots due to the food supply. The microbes 

provide the plants, with nourishment in exchange. The 

rhizosphere is the most active soil environment because of 

all this activity. Different kinds of chemicals can be produced 

by free-living, symbiotic, or endophytic root-associated 

bacteria. By controlling the nutritional and hormonal 

balance of plants, fostering systemic tolerance to biotic 

and abiotic stressors, and promoting plant development, 

rhizosphere bacteria reduce the effects of stress on plants. 

The extensive monoculture of cereals has raised agricultural 

yields globally, but it has also ruined the environment, 

misused resources, and upset the natural equilibrium. 

Intercropping increases land utilization since different crop 

species share inputs, light, and space. Intercropping offers 

several advantages by enabling two or more crops to coexist 

for a portion of their lifespan. Maize is a widely spread crop 

that is good for legume growth and enables intercropping 

(Kritika et al. 2023).

Key objective of the study: To assess the effect of 

intercropping with legumes on weed dynamics of Maize crops. 

MATERIALS AND METHODS

Experimental Site

The research was conducted in the kharif season, 2022 at 

the agricultural farm of Lovely Professional University, 

Jalandhar. The farm is situated at 31⁰22’31.81’’ North

latitude and 75⁰23’03.02 East longitude with 252 m 

average elevation above mean sea level having lower water 

availability and potential water scarcity (Fig. 1). The climate 

of the experimental location was subtropical, featuring mild 

winters, hot summers, and a rainy season with an average 

annual precipitation of 711 mm. The experiment had a total of 

9 treatments with 3 replications i.e., (T1) Sole Maize (60 cm), 

(T2) Sole French bean (20cm), (T3) Sole Black gram (20cm), 

(T4) Maize + French bean (1:1), (T5) Maize + French bean 

(1:2), (T6) Maize + French bean (1:3), (T7) Maize + Black 

gram (1:1), (T8) Maize + Black gram (1:2) and, (T9) Maize 

+ Black gram (1:3) (Fig. 2). Sole Maize and intercropped 

maize were provided with the recommended dose of fertilizer 

of Maize, while in the sole Black gram and French bean 

plot, recommended doses of the respective legume were 

provided. The Sandy loam soil contained 0.152% organic 

carbon (low), available nitrogen (300 kg.ha-1) (medium), 

available phosphorus (16 kg.ha-1) (high), available potassium 

Fig. 1: The research experimental site.
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(125 kg.ha-1) (medium), electrical conductivity (0.370 dsm-1) 

(normal), and pH 7.9 (normal).

Weed Density and Weed Biomass 

Weed density was calculated with the help of a quadrant of 

1 m2 from each plot at 30 DAS and 60 DAS. A sickle was 

used to cut the weeds, and an electric balance was used to 

weigh them. Weeds were then sun-dried for a week, stored 

in an oven at 42°C, and repeatedly weighed until, after 24 

hours, a stable dry weight was reached. 

Yield Attributes of Maize

The number of rows cob-1, number of cobs plant-1, number 

of grains row-1 cob-1, length of cob, number of pods plant-1, 

and seed pod-1 were manually counted when the crop 

was harvested at its maximum maturity. Cob thickness 

was recorded with the help of an electric vernier caliper. 

Following threshing, an electronic weighing scale was used 

to measure the yield characteristics, including seed index, 

grain yield, and stover yield. The plant samples were then 

dried in the sun for three days and then dried in an oven for 

72 hours at 60°C to measure the biomass. The seed index 

was noted with the help of the seed counter. Grain and stover 

yield were calculated at harvest maturity. The Harvest index 

was calculated by the formula given by Donald in 1968. Land 

equivalent ratio and Maize equivalent yield were using the 

following formula. 

LER =  
𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝑌𝑌𝑖𝑖𝑖𝑖𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑖𝑖𝑖𝑖𝑌𝑌𝑌𝑌 𝑚𝑚𝑚𝑚𝑌𝑌𝑚𝑚𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝑠𝑠𝑜𝑜𝑌𝑌𝑌𝑌 𝑚𝑚𝑚𝑚𝑌𝑌𝑚𝑚𝑌𝑌 

 + 

  

 

𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝑌𝑌𝑖𝑖𝑖𝑖𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑖𝑖𝑖𝑖𝑌𝑌𝑌𝑌 𝑖𝑖𝑝𝑝𝑌𝑌𝑠𝑠𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝑠𝑠𝑜𝑜𝑌𝑌𝑌𝑌 𝑖𝑖𝑝𝑝𝑌𝑌𝑠𝑠𝑌𝑌  

 MEY= 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝑦𝑦𝐺𝐺𝑦𝑦𝑦𝑦𝑦𝑦 𝑜𝑜𝑜𝑜 𝑚𝑚𝐺𝐺𝐺𝐺𝑚𝑚𝑦𝑦 +   

 

Yield of intercrop ×Price of intercrop

Price of maize
 �

Soil Physico-Chemical and Biological Properties

The soil samples were collected before sowing from each 

plot (Four from the corner and one from the center) and 

thoroughly homogenized for subsequent analyses. The pH 

and EC of soil were measured with pH meter and EC meter 

respectively (Jackson 1973). Walkley & Black (1934) method 

was used for Organic Carbon estimation. For estimating total 

nitrogen (N) content, distillation in the Kjeldahl apparatus 

was performed that was followed by titration with the 

concentrated H2SO4. Available Phosphorus was estimated 

using Olsen’s method (1954) by spectrophotometer at 660 

nm wavelength and Available Potassium was determined 

with the help of a flame photometer as described by Merwin 

& Peech (1950). 

Soil Rhizosphere Bacterial Analysis

Standard approaches (Ellinghausen & Pelczar 1957, Lacey 

1997, Collins et al. 2006, Chatterjee et al. 2014, Azmi & 

Chatterjee 2016) were followed to count the population of 

several bacterial groups. Phosphate solubilizing bacteria 

(PSB), nitrate-reducing bacteria (NRB), nitrifying bacteria 

(NB), aerobic heterotrophic bacteria, or total heterotrophic 

Fig. 2: The treatments’ row ratios. 
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bacteria (THB) were among the 0.1–1% of soil bacteria that 

were grown. One-gram samples of soil were suspended in 

99 ml of distilled water and diluted to a 10-3 ratio. These 

diluted soil samples were combined with various specialized  

media to count the number of bacteria belonging to various 

groups. 

Statistical Analysis

ANOVA was carried out on the data by applying the function 

of Post hoc, Tukey, and Duncan using SPSS 22 software. 

Homogeneity of variance was adapted, and results were 

expressed as means ± standard deviation. To find out the most 

efficient treatment Duncan’s multiple range test (DMRT) a 

mean separation technique was applied with probability p< 

0.05. Fisher’s LSD test as a post hoc test was used to test 

the significance of the variation components.

RESULTS

Weed Infestation

Incidentally, the weed flora recorded at the experimental site 

mainly consisted of Grasses, sedges, and broad-leaf weeds 

as mentioned in Table 1.  

Grassy weed density (No.m-2) at 30 and 60 DAS: The 

density of grassy weeds in sole and intercropped treatments 

was recorded at 30 and 60 DAS (Tables 2 and 3). The data 

indicated that at 30 DAS the minimum (3.44 m-2) grassy 

weed density was measured in Maize + Black gram (1:3) and 

maximum (5.30 m-2) was observed in Sole Maize followed 

by Sole French bean (4.93 m-2) which was at par with Sole 

Black gram (4.78 m-2). At 60 DAS, the minimum (3.26 m-2) 

grassy weed density was measured in Maize + Black gram 

(1:3), and the maximum (6.6 m-2) was recorded in Sole 

Maize followed by Sole French bean (5.46 m-2) and Sole 

Black gram (4.7 m-2).  

Weed sedges density (No.m-2) at 30 and 60 DAS: The 

density of sedges weeds in sole and intercropped treatments 

was recorded at 30 and 60 DAS, represented, and discussed 

below in Tables 2 and 3 respectively. Sedges weed density 

varied greatly over different treatments. Density was 

remarkably lower in intercrops than in their sole crops. 

The data indicated that at 30 DAS, the minimum (3.13 m-2) 

weed sedge density was recorded in Maize + Black gram 

(1:3), and maximum (5.19 m-2) was observed in Sole Maize 

followed by Sole French bean (4.46 m-2) and Sole Black gram 

(4.41 m-2). At 60 DAS, the minimum (2.73 m-2) weed sedges 

density was observed in Maize + Black gram (1:3), and 

maximum (5.19 m-2) was recorded in Sole Maize followed 

by Sole French bean (4.10 m-2) which was at par with Sole 

Black gram (4.01 m-2).

Broadleaf weeds density (BLWD) (No.m-2) at 30 and 60 

DAS: Broad leaf weed density varied greatly over different 

treatments and is discussed below. The data indicated that at 

30 DAS as seen in Table 2, the minimum (3.26 m-2) BLWD 

was recorded in Maize + Black gram (1:3), and maximum 

(6.19 m-2) was observed in Sole Maize followed by Sole 

French bean (4.97 m-2) and Sole Black gram (4.89 m-2). 

As seen in Table 3 at 60 DAS, the minimum (4.58 m-2) 

BLWD was measured in Maize + Black gram (1:3), and the 

maximum (8.96 m-2) was recorded in Sole Maize followed 

by Sole French bean (6.50 m-2) which is followed by Sole 

Black gram (6.16 m-2). 

Total weed density (TWD) (No.m-2) at 30 and 60 DAS: 

The Total weed density was remarkably lower in intercrops 

than in their sole crops. The data in Table 2 indicated that 

at 30 DAS, the minimum (5.66 m-2) TWD was measured 

in Maize + Black gram (1:3) maximum weed density 

(9.23 m-2) was seen in Sole Maize followed by followed 

by Sole French bean (7.55 m-2) and Sole Black gram (7.55 

m-2). At 60 DAS the data indicated in Table 3, the minimum 

(5.91 m-2) TWD was measured in Maize + Black gram (1:3), 

and maximum (12.02 m-2) was observed in Sole Maize 

followed by Sole French bean (8.87 m-2) which is followed 

by Sole Black gram (8.33 m-2). 

Grass biomass density (g.m-2) at 30 and 60 DAS: The

density of grasses weed biomass in sole and intercropped 

treatments was recorded at 30 and 60 DAS, represented, and 

discussed below in Tables 4 and 5 respectively. The data 

Table 1: Weed infestation species-wise mentioned in the table during the field trial. 

S.No. Grassy weeds Common name Sedges weeds Common name Broadleaf weeds Common name

1. Echinochloa crusgalli Swank Cyperus iria Chatri wala dila Eclipta alba Jalbhan grass

2. Echinochloa colonum Barnyard grass Cyperus rotundus Nut grass Euphorbia hirta Dhodhak

3. Ischaemum rugosum Wrinkle grass Cyperus difformis Dila motha Ludwigia axillaris Gharilla

4. Dactyloctenium 

aegyptium
Egyptian 

crowfoot grass

Cyperus 

compressus
Motha Commelina benghalensis Benghal 

dayflower

5. Digiteria sangulansis Crab grass Cynodon dactylon Bermuda grass Digera arvensis False amaranth

6. Eragrostis pectinacean Tufted lovegrass Trianthema 

portulacastrum
Pigweed
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g.m-2) and Sole Black gram (3.55 g.m-2). At 60 DAS, the 

minimum (1.50 g.m-2) sedges biomass density was recorded 

in Maize + Black gram (1:3), and the maximum (3.56 g.m-2) 

was measured in Sole Maize followed by Sole French bean 

(2.36 g.m-2) and Sole Black gram (2.14 g.m-2). 

Broadleaf weeds biomass density (BLWBD) (g.m-2) at 

30 and 60 DAS: The broadleaf weeds biomass density 

was recorded at 30 and 60 DAS (Table 4 and 5) in sole and 

intercropped treatments. Broadleaf weed biomass varied 

greatly over different treatments. The data indicated that at 

30 DAS, the minimum (2.33 g.m-2) BLWBD was recorded 

in Maize + Black gram (1:3), and maximum (3.64 g.m-2) 

was observed in Sole Maize followed by which was at 

par with Sole French bean (3.19 g.m-2) and Sole Black 

gram (3.19 g.m-2). At 60 DAS, the minimum (2.67 g.m-2) 

BLWBD was recorded in Maize + Black gram (1:3), and 

maximum (5.05 g.m-2) was observed in Sole Maize followed

indicated that at 30 DAS the minimum (2.52 g.m-2) grasses 

biomass density was recorded in Maize + Black gram (1:3) 

and maximum (3.69 g.m-2) was observed in Sole Maize 

followed by followed by Sole French bean (3.44 g.m-2) 

and it was at par with Sole Black gram (3.33 g.m-2). At 60 

DAS, the minimum (2.08 g.m-2) grasses biomass density 

was recorded in Maize + Black gram (1:3), and maximum 

(4.16 g.m-2) was observed in Sole Maize followed by  

Sole French bean (3.65 g.m-2) and Sole Black gram  

(3.45 g.m2). 

Sedges biomass density (g.m-2) at 30 and 60 DAS: The 

sedges biomass density was recorded at 30 and 60 DAS 

(Tables 4 and 5) in sole and intercropped treatments. The 

data indicated that at 30 DAS, the minimum (2.24 g.m-2) 

sedges biomass density was recorded in Maize + Black gram 

(1:3), and maximum (4.05 g.m-2) was observed in Sole Maize 

followed by which was at par with Sole French bean (3.64 

Table 2: Effect of intercropping of maize with legumes on weed density at 30 DAS.

Weed density at 30 DAS

Treatments Grassy weed density 

(No.m-2)

Sedges weed density 

(No.m-2)

Broadleaf weed density 

(No.m-2)

Total weed density 

(No.m-2)

T1- Sole Maize 5.30a (23.00) ± 0.09 5.19a (22.00) ± 0.17 6.19a(32.33) ±0.11 9.23a (76.33) ± 0.23

T2- Sole French bean 4.93b(19.67) ± 0.05 4.46b(15.67) ± 0.06 4.97b(20.00) ± 0.09 7.55b(53.67) ± 0.03

T3- Sole black gram 4.78bc (18.33) ± 0.05 4.41b(15.33) ± 0.12 4.89b(19.33) ± 0.14 7.55b(49.67) ± 0.03

T4- Maize + French bean (1:1) 4.66c(17.33) ± 0.06 4.24b(14.00) ±0.11 4.78bc(18.33) ±0.14 7.52b(43.67) ± 0.12

T5-Maize + French bean (1:2) 4.24e(14.00) ± 0.11 3.86bc(11.33) ± 0.18 4.24d(14.00) ± 0.11 7.11c(49.33) ± 0.04

T6-Maize + French bean (1:3) 4.01f(12.33) ± 0.14 3.38cd(9.33) ±0.21 3.96e(12.00) ± 0.12 6.30d(33.67) ± 0.08

T7-Maize + Black gram (1:1) 4.46d(15.67) ± 0.06 4.15b(13.33) ± 0.13 4.62c(17.00) ± 0.10 7.50b(49.67) ± 0.31

T8-Maize + Black gram (1:2) 3.76g(10.67) ± 0.14 3.26d(8.33) ± 0.23 3.61f(9.67) ± 0.08 5.79e(33.67) ± 0.15

T9-Maize + Black gram (1:3) 3.44h(8.67) ± 0.08 3.13d(7.33) ± 0.64 3.26e(7.67) ± 0.16 5.66e(26.67) ± 0.12

*Data is in the form of mean ± SDM at p ≤ 0.05. the mean followed by different letters was significantly different at p ≤ 0.05, according to DMRT 

for separation of means. Figures in the parenthesis are original values as observation, while without parentheses are transformed (√x+0.5) values.

Table 3: Effect of intercropping of maize with legumes on weed density at 60 DAS.

Weed density at 60 DAS

Treatments Grassy weed density 

(no.m-2)

Sedges weed density 

(No.m-2)

Broadleaf weed density 

(No.m-2)

Total weed density (No.m-2)

T1- Sole Maize 6.69a (38.33) ±0.11 5.19a(22.00) ±0.09 8.96a (71.67) ± 0.09 12.02a (132.67)0.11±

T2- Sole French bean 5.46b(24.67) ± 0.10 4.10b(13.00) ±0.11 6.50b(36.00) ± 0.11 8.87b(70.00) ± 0.10

T3- Sole black gram 4.70c(17.67) ± 0.06 4.01bc(12.33) ±0.18 6.16c(32.00) ± 0.18 8.33c(61.33) ± 0.06

T4- Maize + French bean (1:1) 4.58cd(16.67) ± 0.10 3.76c(10.67) ±0.14 6.10c(31.33) ± 0.14 7.92d(55.00) ± 0.10

T5-Maize + French bean (1:2) 4.24cd(14.00) ± 0.07 3.32d(8.00) ±0.14 5.53d(25.33) ± 0.14 7.62e(50.67) ± 0.07 

T6-Maize + French bean (1:3) 4.12d(11.00) ±0.08 2.97e(6.33) ±0.03 5.12e(21.33) ± 0.03 6.55f(36.67) ± 0.08 

T7-Maize + Black gram (1:1) 4.45cd(15.67) ± 0.15 3.44d(8.67) ±0.08 5.70d(27.00) ± 0.08 7.85de(54.00) ± 0.15 

T8-Maize + Black gram (1:2) 3.44e(8.67) ±0.15 2.88e(5.67) ±0.10 4.62f(17.00) ± 0.10 6.21g(32.67) ± 0.15 

T9-Maize + Black gram (1:3) 3.26e(7.67) ± 0.16 2.73e(5.00) ±0.18  4.58f(16.67) ± 0.18 5.91h(29.33) ± 0.16

*Data is in the form of mean ± SDM at p ≤ 0.05. the mean followed by different letters was significantly different at p ≤ 0.05, according to DMRT 

for separation of means. Figures in the parenthesis are original values as observation, while without parentheses are transformed (√x+0.5) values.
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by Sole French bean (4.57 g.m-2) and Sole Black gram  

(4.48 g.m-2). 

Total weed biomass density (TWBD) (g.m-2) at 30 

and 60 DAS: Total weed biomass density varied greatly 

over different treatments and is discussed in Tables 4 and 

5 respectively.  The data indicated that at 30 DAS, the 

minimum (3.73 g.m-2) TWBD was recorded in Maize + 

Black gram (1:3), and the maximum (6.21 g.m-2) TWBD 

was recorded in Sole Maize followed by Sole French bean 

(5.51 g.m-2) which was at par with Sole Black gram (5.50 

g.m-2). At 60 DAS, the minimum (3.39 g.m-2) TWBD was 

observed in Maize + Black gram (1:3), and maximum  

(7.29 g.m-2) TWBD was recorded in Sole Maize followed 

by Sole French bean (6.06 g.m-2) which was at par with Sole 

Black gram (5.59 g.m-2). 

Yield Attributes of Maize

Number of cobs plant-1, Length of cob and Cob diameter: 

The number of cob plant-1 was maximum (2) in Maize + 

Black gram (1:2) and Maize + Black gram (1:3) intercropping 

system followed by Maize + French bean (1:2) (1.73). 

The length of cob was maximum (19.33 cm) in Maize + 

Black gram (1:2) followed by Maize + Black gram (1:2) 

(18.45 cm) which was almost like Maize + French bean 

(1:2) (18.36 cm). Cob diameter had similar results i.e., it was 

maximum (8.37 mm) in Maize + Black gram (1:2) followed 

by Maize + Black gram (1:3) (8.10 mm) and Maize + French 

bean (1:2) (8.03 mm) (Table 6).

Number of grains row-1cob-1 and, Number of rows cob-1: 

The maximum number of grains row-1 cob-1 (484.33) was 

noticed in Maize + Black gram (1:2) intercropping system 

Table 4: Effect of intercropping of maize with legumes on weed biomass at 30 DAS.

Weed biomass at 30 DAS

Treatments Grassy weed biomass 

(No.m-2)

Sedges weed biomass 

(No.m-2)

Broadleaf weed biomass 

(No.m-2)

Total weed biomass 

(No. m-2)

T1- Sole Maize 3.69a (10.17) ± 0.03 4.05a(12.60) ± 0.03 3.64a(12.60) ± 0.05 6.21a(9.83) ± 0.05

T2- Sole French bean 3.44b(8.63) ± 0.07 3.64ab(9.83) ± 0.05 3.19b(9.83) ± 0.02 5.51b(7.24) ± 0.02

T3- Sole black gram 3.33bc(8.04) ± 0.03 3.55ab(9.32) ± 0.08 3.18b(9.32) ± 0.05 5.50b(7.17) ± 0.05

T4- Maize + French bean (1:1) 3.31c(7.90) ± 0.03 3.54ab(9.28) ± 0.02 3.00bc(9.28) ± 0.16 5.34bc(6.30) ± 0.16

T5-Maize + French bean (1:2) 3.11d(6.85) ± 0.04 2.79cd(7.72) ± 0.04 2.82c(7.72) ± 0.07 5.09d(5.37) ± 0.07

T6-Maize + French bean (1:3) 2.89e(5.70) ± 0.02 2.79cd(5.26) ± 0.95 2.58d(5.26) ± 0.04 4.41e(4.33) ± 0.04

T7-Maize + Black gram (1:1) 3.24c(7.52) ± 0.02 3.28bc(8.87) ± 0.05 2.97c(8.87) ± 0.03 5.14cd(6.10) ± 0.03

T8-Maize + Black gram (1:2) 2.73f(5.00) ± 0.11 2.61cd(4.44) ± 0.01 2.47de(4.44) ± 0.11 3.87f(3.37) ± 0.11

T9-Maize + Black gram (1:3) 2.52g(4.07) ± 0.01 2.24d(3.02) ± 0.04 2.33e(3.02) ± 0.16 3.73f(3.10) ± 0.16

*Data is in the form of mean ± SDM at p ≤ 0.05. the mean followed by different letters was significantly different at p ≤ 0.05, according to DMRT 

for separation of means. Figures in the parenthesis are original values as observation, while without parentheses are transformed (√x+0.5) values.

Table 5: Effect of intercropping of maize with legumes on weed biomass at 60 DAS

Weed biomass at 60 DAS

Treatments Grassy weed biomass

 (g.m-2)

Sedges weed biomass 

(g.m-2)

Broadleaf weed biomass 

(g.m-2)

Total weed biomass

 (g.m--2)

T1- Sole Maize 4.16a(15.07) ± 0.06 3.56a(10.31)± 0.36 5.05a(20.73) ± 0.12 7.29a(46.11) ± 0.12

T2- Sole French bean 3.65b(11.73) ± 0.16 2.36b(4.92) ± 0.24 4.57b(16.57) ± 0.05 6.06b(30.95) ± 0.07

T3- Sole black gram 3.45b(7.15) ± 0.35 2.14b(3.50) ± 0.30 4.48b(15.87) ± 0.04 5.59bc(25.91) ± 0.05

T4- Maize + French bean (1:1) 2.95c(6.70) ± 0.12 1.94bc(2.50) ± 0.16 4.28c(14.30) ± 0.07 5.43bc(24.28) ± 0.02

T5-Maize + French bean (1:2) 2.71cd(5.44) ± 0.23 1.85bc(1.88) ± 0.46 3.99d(12.20) ± 0.05 4.57cde(21.01) ± 0.07

T6-Maize + French bean (1:3) 2.47de(4.38) ± 0.15 1.83bc(1.76) ± 0.16 3.97d(12.07) ± 0.03 4.23def(16.56) ± 1.43

T7-Maize + Black gram (1:1) 2.93c(6.53) ± 0.13 1.92bc(2.20) ± 0.16 4.11d(13.07) ± 0.06 5.08bcd(22.27) ± 0.12

T8-Maize + Black gram (1:2) 2.11ef(2.60) ± 0.07 1.56c(1.20) ± 0.06 2.81e(5.33) ± 0.07 3.80ef(10.92) ± 0.09

T9-Maize + Black gram (1:3) 2.08f(2.51) ± 0.10 1.50c(1.14) ± 0.25 2.67e(4.73) ± 0.09 3.39f(8.38) ± 0.08

*Data is in the form of mean ± SDM at p ≤ 0.05. the mean followed by different letters was significantly different at p ≤ 0.05, according to DMRT 

for separation of means. Figures in the parenthesis are original values as observation, while without parentheses are transformed (√x+0.5) values.
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followed by Maize + Black gram (1:3) (479.00) and Maize + 

French bean (1:2) (476.67). The lowest (455.67) number of 

grains row-1 cob-1 was recorded in sole Maize. The number 

of rows cob-1 was found maximum (18.33) in Maize + Black 

gram (1:2) followed by Maize + Black gram (1:3) (17.27) 

and Maize + French bean (1:2) (16.80) (Table 6).

Grain Yield and Stover Yield

Table 6 indicated that the maximum grain yield (5911.50 

kg.ha-1) was recorded in Maize + Black gram (1:2) followed 

by Maize + Black gram (1:3) (5805.50 kg.ha-1) and Maize + 

French bean (1:2) (5776.33). Similarly, stover yield was also

noted as maximum (7519.00 kg.ha-1) in Maize + Black gram 

(1:2) followed by Maize + Black gram (1:3) (7414.67 kg.ha-1) 

and Maize + French bean (1:2) (7328.40 kg.ha-1).

Seed Index and Harvest Index

Intercropping of Maize and legumes considerably impacts the 

Maize’s harvest index and seed index (Table 6). It is seen that 

other treatments with legumes had an almost similar reading, 

but the maximum seed index (28.40 g) was found in Maize 

+ Black gram (1:2) followed by Maize + Black gram (1:3) 

(27.30 g) and Maize + French bean (1:2) (26.10 g). Similarly, 

maximum harvest index (45.17 %) was recorded in Maize 

+ Black gram (1:2) followed by Maize + Black gram (1:2) 

(44.30%) and Maize + French bean (1:2) (44.15%).

Land Equivalent Ratio and Maize Equivalent Yield

Maize equivalent yield and land equivalent ratio were higher 

with maize + Black gram intercropping followed by maize + 

French bean and sole maize (Table 7). LER showed positive 

influences on the growth and yield of maize and legume 

intercrops (LER > 1) in Maize + Black gram and maize + 

French bean intercropping (Table 7). Maximum LER (2.23) 

is obtained from Maize + Black gram (1:2). Maize + French 

bean (1:2) and Maize + French bean (1:3) had equal LER 

(2.16). This indicates that the sole maize crop would need 

123% (1.23 ha) and 116% (1.16 ha) more land to produce the 

same amount as an intercropping system. MEY of sole maize 

was recorded as a minimum (5434.50 kg.ha-1) and found 

maximum (11671.03 kg.ha-1) in Maize + Black gram (1:2). 

Rhizosphere Soil Bacterial Community 

The Rhizosphere soil bacterial community varied greatly 

over different treatments recorded at 30 and 90 DAS (Fig. 3). 

Total heterotrophic bacteria (THB)- The data indicated 

that at 30 DAS, the minimum (5.08) total heterotrophic 

bacteria (THB) were recorded in sole maize and maximum 

(232.82) (THB) was recorded in Maize + French bean 

(1:3). At 90 DAS, the minimum (20.33) (total heterotrophic 
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bacteria (THB) was measured in sole maize and maximum 

(341.6) was recorded in maize + black gram (1:3).  

Phosphate solubilizing bacteria (PSB)- The 30 DAS data 

indicated that the minimum (1.83) PSB was recorded in 

maize + French bean (1:3) and the maximum (18.7) PSB was 

recorded in sole French bean. AT 90 DAS the PSB minimum 

(1.12) sole maize and maximum (113.87) was observed in 

maize + black gram (1:3). 

Nitrate-reducing bacteria (NRB)- The 30 DAS data 

indicated that the minimum (0.49) NRB was observed in 

sole maize and maximum (41.89) was recorded in maize 

+ French bean (1:3). At 90 DAS the minimum (1.53) was 

recorded in sole maize and maximum (73.2) was observed 

in maize + black gram (1:3). 

Nitrifying bacteria (NB)- The 30 DAS data indicated 

that the minimum (0.16) NB was measured in sole maize 

and maximum (161.86) maize + black gram (1:3) and at 90 

DAS minimum (29.18) nitrifying bacteria was recorded and 

maximum (473.77) (NB) was observed in the sole french 

bean.  

DISCUSSION 

The results of the study supported the notion that using maize 

as an intercrop with black or French beans suppresses weeds. 

Our findings demonstrated that intercropping systems, 

namely one row of maize planted with three rows of Black 

gram and French bean (T9 and T6), greatly reduced the 

density and biomass of weeds. This contrasted with maize 

monocultures. Because legumes compete with grassy weeds 

for nutrients, light, and water, they can shade out weed 

seedlings and grow swiftly, impeding their establishment 

and growth. Examples of legumes that do this are soybeans, 

peas, and clover. Certain legumes naturally emit compounds 

called allelochemicals, which can inhibit the development of 

neighboring plants, especially grassy weeds (Kanatas et al. 

2020). These compounds could possess herbicidal qualities 

that prevent weeds from germinating and spreading. Studies 

(Gu et al. 2021) that found intercropping decreased broadleaf 

weed density by 47% have demonstrated this influence. Yang 

et al. (2021) report that intercropping dramatically reduces 

broadleaf weed biomass by 62%. These outcomes show how

effective intercropping is in controlling weeds. Legumes and 

maize interplanted together form a thick canopy that shadows 

the ground and blocks the light needed for weed germination 

and growth. The taller maize plants offer shade and compete 

to reduce weed growth between rows, hence restricting 

weed establishment and development, while the spreading 

legume plants fill the interrow areas (Geetha et al. 2019). The 

Table 7: Effect of intercropping on Land equivalent ratio (LER) and Maize 

equivalent yield (MEY kg.ha-1)

Treatments LER MEY kg.ha-1

T1- Sole Maize 1.00e ± 0 5434e.50

T2- Sole French bean 1.00e ± 0 -

T3- Sole Black gram 1.00e ± 0 -

T4-Maize+French bean (1:1) 2.11d ± 0 7916.26d ± 45.99

T5-Maize+ French bean (1:2) 2.16c ± 0.01 8536.81c ± 104.58

T6-Maize+French bean (1:3) 2.16c ± 0.03 8165.19d ± 57.53

T7-Maize+ Black gram (1:1) 2.11d ± 0.03 10969.55b ± 134.18

T8-Maize+Black gram (1:2) 2.23a ± 0.01 11671.03a ± 229.67

T9-Maize+Black gram (1:3) 2.19b ± 0.01 11165.18b ± 96.44
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Fig. 3: Rhizosphere soil bacterial community at 30 and 90 DAS.
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effective use of resources (such as water, light, and nutrients) 

is often responsible for intercropping’s positive effects on 

growth and production (Raza et al. 2019). According to the 

most recent study, intercropping outperforms monocropping 

in terms of maize’s physio-agronomic traits. This is most 

likely due to nitrogen fixation, which promotes better plant 

growth and development (Kebede 2021). Prior research has 

shown that when maize and legumes are interplanted rather 

than mono-cropped, there is an increase in the cob length, 

cob weight, number of rows cob-1, 100-grain weight, stover 

output, and grain yield of the maize crop (Kritika et al. 

2023). This is because enough N-fixation promotes increased 

light absorption, enzyme activity, and chlorophyll in plant 

leaves. Plots with intercropping produced greater grain 

and stover yields because intercropping raises yields by 

increasing total biomass. By adding nitrogen-fixing legumes 

to the soil, it also increases soil nitrogen, which enhances 

maize’s ability to absorb nutrients. This is explained by 

legumes’ complementing role in intercropping systems 

as a means of nutritional transmission (Thilakarathna et 

al. 2016) produced similar results. This might contribute 

to the explanation of the greater LER and MEY in both 

intercropping systems. Because of its sensitivity to the spatial 

arrangement of intercropping component crops, maize has 

the most significant land equivalent ratio (LER) and maize 

equivalent yield (MEY). Kintl et al. (2018) observed similar 

outcomes in their research. Intercropping maize with legumes 

modifies the chemical and microbiological characteristics 

of the rhizosphere of maize while also improving its PSB 

nutrition through the impacts of the rhizosphere. Richard 

& Ogunjobi (2016) showed that when maize cultivation 

length increases, so does the THB population. During the 

30 DAS planting stage and the 90 DAS harvest, higher 

THB populations were seen in the intercropping system 

than in the monocropping system. According to Udom & 

Benwari (2019), the presence of legumes promotes a high 

microbial population, which improves soil structure by 

forming macro-aggregates from micro-aggregates, which 

are the foundational elements of soil structure. According 

to Suryanto et al. (2023), a healthy soil structure improves 

soil moisture and water penetration.  Similarly, the PSB 

population needed time and the right rhizosphere conditions 

to thrive. Furthermore, the formation of the PSB population 

in the rhizospheric soil was significantly influenced by the pH 

and temperature of the soil (Rosalia & Hakim 2021). Early 

in the intercropping system with French beans, the NRB 

population was found to be abundant. On the other hand, in 

the Black gram intercropping system, the NRB population’s 

abundance was noted throughout the mature stage of the 

maize plant, indicating the legume’s synergistic role. The 

findings showed that legumes had a favorable impact on the 

NB population growth .because of NB population is growing 

faster at 90 DAS than at 30 DAS.

CONCLUSIONS

Weed infestation caused a reduction of 40-47% in maize 

yield. Intercropping of maize with Black gram and French 

bean had a major effect on maize yield and weed population. 

A current study suggested that intercropping helps suppress 

weeds. The method proved efficient in controlling the weeds 

belonging to different species and helped to increase the bac-

terial count in the soil thereby improving the soil health and 

fertility. Maize yield and profitability increased as a result of 

better soil conditions and free from weed allelopathy effect. 

As a result, adopting maize + black gram 1:3 proved to be a 

profitable and efficient substitute for weed control in maize. 
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      ABSTRACT

Environmental pollution is escalating due to inadequate waste management, with the open 

burning of agricultural waste being a significant contributor. This process releases various 

harmful gases into the environment. This study introduces an innovative approach to 

creating sound absorption materials using agricultural by-products, specifically paddy straw 

and coconut coir, along with newspaper by-products. The research was conducted in two 

phases: first, the production of sound absorption panels with different densities and adhesive 

quantities, and second, the evaluation of these panels’ sound absorption capabilities 

through laboratory experiments. The impedance tube test was used to determine the sound 

absorption coefficient (SAC). The results showed effective sound absorption, especially at 

lower frequencies ranging from 125 Hz to 6300 Hz. Notably, paddy straw and coconut coir 

exhibited significant sound absorption values at 1,000 Hz (0.59 and 0.52, respectively). This 

study highlights the potential of paddy straw and coconut coir as sustainable, cost-effective 

materials for sound absorption panels. These natural materials demonstrate excellent sound-

absorbing properties, making them suitable for various applications such as classrooms, 

sound recording rooms, auditoriums, and theaters at low to medium frequencies.

INTRODUCTION

An acoustic panel serves as an effective sound-absorbing 

solution to mitigate background noise, minimize reverberation, 

and address echoes within a given space. Typically, these 

panels are sizable, soft-furnished installations strategically 

positioned to enhance sound quality (Carme et al. 2017, Yu 

et al. 2014). Constructed from a combination of foam and 

fabric, acoustic panels can be customized in various shapes 

and sizes to complement the aesthetic design of the room. 

Their primary function is to eliminate lingering sounds 

within a space (Carme et al.  2016, Fan et al. 2013, Gao 

et al. 2017). When appropriately installed, acoustic panels 

can absorb or diffuse sound right from its initial point of 

reflection. These sound-absorbing materials find application 

on the ceilings and walls of venues like auditoriums, concert 

halls, and theatres, where unwanted reverberation is highly 

undesirable. The incorporation of sound-absorbing materials 

in these spaces ensures that sound reflected from rigid 

surfaces is absorbed, thereby suppressing reverberation 

(Chen et al. 2011, Emms & Fox 2001, Rubino et al. 2023). 

Typically, acoustic panels are crafted with a timber frame 

and multiple layers of acoustic foam. Foam is particularly 

effective as it absorbs frequencies at the surface, generating 

resonance within the cavity. Vertical panels, in general, play 

a crucial role in mitigating sound transfer within a space, 

preventing it from traveling across the room (Emms 2000, 

Rubino et al. 2023, Tsukamoto et al. 2020). Additionally, 

vertical panels contribute to reducing background noise to an 

acceptable level (Fig. 1). While achieving complete removal 

of background noise may require floor-to-ceiling partitions 

or distancing oneself from the noise source, vertical panels 

significantly aid in sound reduction (Redondo et al. 2021, 

Gao et al. 2017).

In polymeric materials, sound absorption occurs through

the conversion of sound waves into heat. This process is crucial 

for soundproofing, with foamed plastics being the preferred 

choice due to their characteristic impedance similar to air. 

Effective soundproofing is essential for controlling unwanted 

noise. Acoustic treatment plays a key role in addressing 

three aspects of sound that can present challenges (Gao et al. 
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2017): reflection, reverberation, and resonance. Reflection 

is a common issue in various spaces where sound waves 

encounter surfaces, such as walls and furniture. Some surfaces 

absorb sound waves, while others cause them to bounce off, 

potentially deflecting away from the intended target, especially 

in places like school auditoriums, concert venues, and 

churches. Reflection can lead to reverberation. Reverberation 

occurs when multiple sound waves bounce off surfaces and 

converge, creating an echoey effect in certain rooms (Lam 

& Gan 2016, Lam et al. 2018). This phenomenon is more 

pronounced in large, empty spaces without sufficient sound-

absorbing elements. Reverberation not only affects the clarity 

of music or speech but also interferes with communication in 

places like restaurants. Resonance is the amplification of sound 

when an object or material vibrates at its natural frequency 

upon encountering a sound wave. This can lead to boomy and 

distorted sounds, creating acoustic challenges for facilities.

To counter these issues, sound-absorbing acoustical 

panels and soundproofing materials are employed to 

eliminate sound reflections. Common materials include open-

cell polyurethane foam, cellular melamine, fiberglass, fluffy 

fabrics, and other porous materials (Pàmies et al. 2018, Wang 

et al. 2018). These materials come in varying thicknesses 

and shapes to achieve different absorption ratings based 

on specific sound requirements. Various sound absorption 

materials are available, such as acoustical foam panels, 

paintable acoustical wall panels, fabric-wrapped panels, 

acoustical wall coverings, ceiling tiles, baffles, banners for 

ceilings, fiberglass blankets, and rolls, among others. These 

materials offer diverse options for effectively managing 

sound in different environments (Fig. 2). 

MATERIALS SPECIFICATIONS AND THEIR 

BEHAVIOUR

Sound absorber samples were fabricated using dried paddy 

straw, coconut coir, and waste paper. The experimental 

results indicate that these agricultural by-products exhibit 

promising characteristics as sound absorbers, establishing 

them as a viable alternative among various natural fibers. 

Natural fibers, such as those derived from paddy straw, 

coconut coir, and waste paper, offer several advantages 

over synthetic materials like glass fiber and mineral-based 

substances. Notably, natural fibers are cost-effective, 

lightweight, and environmentally friendly (Murao &

Incident Sound 

Re�lected Sound 

Acoustic  

Materials 

Wall 

Transmitted sound 

Fig. 1: Sound Transmission.

                              

Fig. 2: Various sound-absorbing panel systems.
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Nishimura 2012, Murao et al. 2017). When compared to 

glass fiber and mineral-based synthetics, they prove to be 

more sustainable options. Additionally, natural fibers align 

with principles of environmental sustainability by providing 

a resource that can be continually produced to meet present 

needs without compromising the ability of future generations 

to meet their own requirements (Kwon & Park 2013, Pàmies 

et al. 2018). This inherent sustainability adds to the appeal 

of natural fibers as sound absorbers, making them not only 

effective but also in harmony with eco-friendly practices.

Paddy Straw Properties and Composition

Paddy straw, a readily available natural fiber in Southeast 

Asia, has been widely utilized in various applications such 

as roofing, rope production, animal feed, and floor mats over 

the past decade. However, its potential as a sound absorber 

panel has not been thoroughly explored until now. This paper 

aims to investigate the feasibility of utilizing dried paddy 

straw fiber as a raw material for sound-absorbing materials, 

a prospect motivated by its abundant availability (Carme et 

al. 2017, Kwon & Park 2013). Paddy straw was specifically 

chosen as the raw material due to its extensive availability, 

with a global annual production of 580 million tons. Being 

an annually renewable, abundant, and cost-effective source 

of natural cellulose fibers, rice straw presents an opportunity 

for creating high-value fibrous applications. This not only 

enhances the value of rice crops but also contributes to the 

sustainability of fiber resources and benefits the environment

(Nelson & Elliott 1992, Huang et al. 2011, Xiao et al. 2020).

The investigation into paddy straw reveals its suitability 

for acoustic panels, attributed to its high elasticity and hollow 

structure. The properties of paddy straw fibers demonstrate 

superior characteristics compared to other natural cellulose 

fibers derived from agricultural by-products (see Table 1). 

The usage of rice straw depends on the extensive study of 

its characteristics such as the physical properties of the rice 

straw, thermal properties, and chemical composition. A 

comprehensive characterization of rice straw is indispensable 

for conducting life cycle analyses and efficiency calculations 

in applications involving this versatile material.

As per the study conducted in previous work, it can be 

identified that the density of the rice straw varies from one 

form to other forms. When the rice straw is directly collected 

from the agriculture field, the density varies from 13 to 

18 kg/m3 in dry conditions. In the case of chopped rice straw, 

with lengths varying from 5 to 10 mm, the density varies 

from 55 to 120 kg/m3. The specific experiments discussed 

in this context involved paddy straw chopped into lengths of 

2.5 to 5.0 cm. In these experiments, the mean bulk density, 

true density, and porosity of the chopped paddy straw were 

determined. The results indicated a mean bulk density of 

43.5±5 kg/m3, a true density of 53±2.5 kg/m3, and a porosity 

of 80.32±5% (see Table 2). These findings provide valuable 

insights into the physical characteristics of the chopped 

paddy straw, offering essential data for further understanding 

its potential applications, especially in the context of sound 

absorption materials (Hansen et al. 2012, Hongo & Serizawa

1999, Xu et al. 2018).

The pressure needed to compact the chopped paddy 

straw varied, correlating with a bulk density range of 74.54 to 

475.8 kg/m3, spanning from 65.4 to 1389.1 kPa. Within this 

range, the highest compaction ratio reached 6.36, with density 

and relaxation ratios of 0.78 and 1.43, respectively. This 

resulted in a significant percentage volume reduction of 465%. 

These parameters provide insights into the compressibility 

of the chopped paddy straw, essential for understanding its 

behavior under different pressure conditions. Moreover, the 

study delved into the impact of compression levels on the final 

moisture content of paddy straw. This investigation is crucial 

for comprehending how the compaction process influences 

Table 1: Properties of Paddy Straw.

S. No. Properties Value

1 Heating value, MJ/Kg (dry basis) 17.12

2 Proximate analysis (wet basis, wt. %)

i Moisture 8.19

ii Ash 12.14

iii Volatiles 65.24

iv Fixed carbon 12.91

3 Thermogram Vimetrical analysis, wt. %

i Hemicellulose 33.10

Table 2: Composition of Paddy Straw.

S.No. Component Percentage (%)

1 Moisture 21

2 Lignin 14.45

3 Cellulose 33

4 Nitrogen-free extract 4.21

5 Ash 18.5

6 Silica 14.23

7 Calcium 0.16

8 Phosphor 0.11

9 Potassium 0.23

10 Magnesium 0.12

11 Sulphur 0.09

12 Cobalt 0.04 (mg/kg)

13 Copper 0.40 (mg/kg)

14 Manganese 0.50 (mg/kg)
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the moisture characteristics of the material, offering valuable 

information for various applications, including those related to 

sound absorption materials or other potential uses (Arenas 2007).

Waste Paper Properties and Composition

Basis weight is the weight of paper measured in pounds 

per ream (500 sheets). Paper and paperboard, available in 

a multitude of varieties, exhibit a wide range of properties. 

Among the thousands of paper types, some properties show 

only minor variations, while others differ significantly. To 

maintain consistency, all tests are conducted under standard 

conditions (24°C or 75°F; 50 percent relative humidity) as 

paper properties are known to change with moisture content. 

The surface pattern of paper can vary from smooth to slightly 

rough (Park & Eom 1997).

The surface sheen of paper can range from glossy (with 

the highest shine) to luster (medium shine) to matte (dull). In 

glossy papers, dark areas appear darker than in matte papers, 

and excessive-gloss can lead to distracting reflections. The key 

optical properties of paper include brightness, color, opacity, 

and gloss. Brightness, specifically, refers to the degree to 

which white or near-white papers reflect light in the blue end 

of the spectrum. This reflectance is measured by an instrument 

illuminating paper at a 45° angle with a wavelength of 457μ 

(microns). Brightness, measured in this way, closely correlates 

with subjective assessments of the paper’s relative whiteness. 

Opacity, brightness, whiteness, color, and gloss are the five 

main optical properties influencing the visual perception of 

a printed sheet. Paper fibers, characterized by high porosity, 

can be easily manufactured with controlled properties, making 

them suitable for sound absorbers. Additionally, paper is 

biodegradable, poses no health risks, and can be shaped into 

various forms with ease. These qualities make the paper an 

ideal material for sound absorption applications (Tong & 

Tang 2013).

COCONUT COIR PROPERTIES AND 

COMPOSITION

Coconut fiber, derived from the husk of coconuts, stands out 

as a prominent fibrous waste generated by the cultivation 

of coconuts. Annually, the world produces a substantial  

30 million tons of coconuts, particularly abundant in the coastal 

regions of tropical countries. The composition of the coconut 

husk comprises 30% fiber and 70% pith, boasting high lignin 

and phenolic content. The elevated lignin content renders 

coconut fiber exceptionally elastic, durable, and resistant to 

rotting (Park & Eom 1997, Hongo & Serizawa 1999, Tong 

et al. 2015).

Following the extraction of coconut meat and water, what 

remains is the fibrous coconut husk. When mature and dried, 

this husk can be further processed to yield another valuable 

product known as coconut coir. Coconut coir proves to be 

an excellent addition to gardening practices, enhancing the 

texture of clay or sandy soil, and promoting sturdy root 

growth in plants. Moreover, it facilitates access to additional 

nutrients during the feeding and watering processes. The 

versatility of coconut coir extends to various applications, 

including upholstery, agriculture, horticulture, hydroponics, 

and geo-textile, making it a valuable and sustainable resource 

in multiple industries.

Coconut coir’s versatility extends to various applications 

beyond gardening. It can be transformed into ropes, twines, 

brooms, brushes, doormats, rugs, and more. Despite its 

multifunctionality, coconut coir has gained significant 

recognition in hydroponics, a gardening method that doesn’t 

rely on soil for plant growth.

Coconut coir possesses properties that make it well-suited 

for hydroponics. These include:

 1. High Water Absorption: Coconut coir has a remarkable 

ability to absorb and retain water, providing consistent 

moisture to plants in hydroponic systems.

 2. High Nutrient Absorption: It can absorb and retain 

nutrients effectively, promoting the healthy growth of 

plants in the absence of soil.

 3. High Durability: Coconut coir is durable and can 

withstand the conditions of hydroponic systems, ensuring 

a longer lifespan and sustained support for plant growth.

 4. Better Air-to-Water Ratio: It offers an optimal 

balance between air and water, creating an environment 

conducive to root development and nutrient absorption.

These characteristics make coconut coir an excellent 

choice for hydroponics, contributing to its popularity in 

modern soilless cultivation systems. Its use in hydroponics 

has become widespread due to its positive impact on plant 

health and overall crop yield (see Table 3).

Some advantages of coir fibers include insect insect-proof, 

resistant to fungi and decay, provide good insulation against 

temperature and sound. They remain unaffected by external 

factors like humidity. Compared to other typical natural 

fibers, coconut fiber has higher lignin and lower cellulose 

and hemicellulose, together with its high microfibrillar 

angle, offers various valuable properties, such as resilience, 

strength, and damping, wear, resistance to weathering, and

high elongation at break.

MATERIALS

Raw Material Preparation and Manufacturing of Panel

The construction of an absorber sample involves two distinct 
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2mm to 5mm lengths, as illustrated in the process flow chart. 

The preparation stage involves blending the raw material 

with various compositions of binders. The composites are 

defined by a weight/area of 400g/m2, a diameter of 30mm, 

and a dimension of 100mm.

Paddy straw, waste paper, and coconut coir are precisely 

cut into small pieces ranging from 2mm to 5mm. The 

total weight of waste paper, coconut, and paddy straw 

is determined to achieve the desired concentration for a 

weight/area of 400g/m2 (see Table 4). The composition of 

the panel primarily consists of fibers, ensuring that other 

factors do not affect the performance of the acoustic panel. 

The adhesive additives are the only additional ingredient 

stages: material cutting and sample preparation. In the 

material cutting stage, the raw material is processed into 

Table 3: Physical and Chemical Properties of Coconut Coir Fiber.

Sl. No. Physical Parameter Values

1 Ultimate length 0.6 mm

2 Diameter/width 16 micron

3 Single fiber Length 5 to 8 inches

Density 1.42 g/cc

Tenacity 10 g/tex

4 Breaking Elongation 20 mm

5 Moisture regains at 65% RH 10.2%

6 Swelling in water 5% in diameter

Sl.No. Chemical Parameter Values

1 Water soluble 5.15%

2 Pectin & related compounds 3.10%

3 Hemi-Cellulose 0.22%

4 Cellulose 41.44%

5 Lignin 44.84%

6 Ash 2.20%

Table 4: Sample specifications.

Parameter Values

Diameter (d) of the samples 30 mm & 100 mm

Thickness of the samples 25 mm

Materials Paddy straw, waste paper, and 

coconut coir

density 400 kg/m3

 

Fig. 5: Paddy Straw, Coconut Coir, and Waste Paper Panel (100 Mm).

Fig. 6: Paddy Straw, Coconut Coir and Waste Paper Panel (30 Mm).
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applied during the panel manufacturing process. The panels 

are ideally bonded using adhesive additives, and the size 

of the panels is standardized according to impedance tube 

testing requirements (Figs. 5 & 6). This meticulous approach 

to material selection, cutting, and preparation aims to create 

acoustic panels with optimal performance characteristics.

Therefore, this work aims to study the potential use of 

Paddy Straw, Waste Paper, and coconut coir as a sound 

absorption material to replace synthetic materials such 

as glass wool, mineral wool, felts, or polyester fibers in 

the current market. This study revolved around the sound 

absorption properties of the Paddy Straw, Waster Paper, and

Coconut coir fibers together with its characteristics and the 

form of the coir fibers.

METHODS

Impedance Tube

The research employs the two-microphone transfer function 

method as outlined in the International Standard ISO 

10534-2 (1998) to collect data through the impedance tube 

method. This method offers a swift means of obtaining 

normal incidence factors from small samples, facilitating 

the assembly and disassembly of materials on the impedance 

tube equipment (Fig.  7).

The impedance tube method serves as the primary 

approach for gauging the sound absorption characteristics of 

fibrous materials. Utilizing the Impedance Tube Kit (Type 

4206), which covers the frequency range of 50 Hz to 6.4 kHz, 

this method is applicable to various materials such as hood 

liners, headliners, fiberglass, mineral fiber, cellulose boards 

or blankets, as well as other fibrous materials, foam products, 

facing materials, fabrics, papers, and screens. The apparatus 

accommodates samples of up to 100 mm in diameter and 6 

inches in thickness.

Testing of Impedance Tube

A sound source, typically a loudspeaker, is positioned at 

one end of the impedance tube, while the material sample is 

placed at the opposite end. The loudspeaker emits broadband, 

stationary random sound waves, which propagate within

the tube and interact with the sample, leading to absorption. 

The schematic diagram illustrates the impedance tube setup 

employing the two-microphone transfer function method.

The interaction of sound waves within the tube generates a 

standing-wave interference pattern due to the combination of 

forward- and backward-traveling waves. By measuring sound 

pressure at two fixed locations and utilizing a two-channel 

digital frequency analyzer to calculate the complex transfer 

function, it becomes feasible to determine sound absorption, 

reflection coefficients, and the normal acoustic impedance of 

the material. The frequency range suitable for measurement 

depends on the tube diameter and microphone spacing.

In both large and small tube setups, the positioning of 

microphones is crucial for accurate measurements. Flush 

mounting of microphones prevents leakage, ensuring 

precise results. The impedance tube method is favored for 

its compactness and cost-effectiveness. It adheres to ISO 

and ASTM standards and is ideal for analyzing small objects 

exposed to normal sound waves.

Test Procedure

The test procedure entails measuring the normal incidence of 

sound absorption of acoustical products within an impedance 

tube apparatus. The apparatus comprises a tube with two 

microphones mounted on the sidewall, a loudspeaker affixed 

at one end, and a sample holder at the other end. Tube 

diameter selection is based on the desired frequency range: 

100 mm for frequencies between 50 and 1,600 Hz, 57 mm 

for frequencies between 200 and 3,150 Hz, and 29 mm for 

frequencies between 500 and 6,300 Hz.

Fig. 7: Impedance Tube Kit Type 4206.
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Test specimens, tailored to fit snugly into the sample 

holder, are subjected to the broadband sound generated 

within the tube. Sound amplitude and phase are measured by 

the microphones and a two-channel Fast Fourier Transform 

(FFT) analyzer. Multiple test specimens from each product 

are evaluated to ensure accuracy, with results averaged for 

comprehensive analysis.

RESULTS AND DISCUSSION

The test for sound absorption was conducted using an 

impedance tube, with the results presented in Fig. 8. The 

test samples, derived from the original molded panel with 

dimensions of 30mm x 100mm, included paddy straw, coconut 

coir, and waste paper. The samples underwent testing at 

different sound frequencies: 125Hz, 250Hz, 500Hz, 1000Hz, 

2000Hz, 2500Hz, 3150Hz, 4000Hz, 5000Hz, and 6000Hz.

The sound absorption coefficient values for paddy straw, 

coconut coir, and waste paper are provided in Figs. 8, 9 

and 10, respectively. These values correspond to varying 

densities ranging from 250 to 800 kg/m3. The comprehensive

testing across different frequencies and densities offers 

valuable insights into the acoustic performance of each 

material, aiding in the assessment of their suitability for 

sound absorption applications.
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Fig. 8: Sound absorption coefficient for Paddy straw.
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Fig. 9: Sound absorption coefficient for Coconut coir.
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Fig.10: Sound absorption coefficient for waste paper.
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The critical property under consideration is the normal 

incidence sound absorption coefficient, which is a function 

of frequency and ranges between zero and one. The sound 

absorption coefficient represents the percentage of sound 

energy absorbed by the material sample and is a primary 

indicator of how an absorber material will perform in a 
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Fig.11: NRC value for paddy straw sample.
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Fig. 12: NRC value for coconut coir sample.
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given environment. Sound absorbers made from agricultural 

byproducts, such as paddy straw, waste paper, and coconut 

coir, exhibit excellent properties for reducing sound and are 

commonly used for self-adhesive sound insulation. However, 

the quality of acoustic panels is crucial for them to realize 

their full potential as sound absorbers and effectively protect 

against noise. Besides high-quality materials, the installation 

of sound absorbers plays a crucial role in the effectiveness 

of soundproofing or acoustic treatment.

Notably, adhesives like spray glue or conventional 

assembly adhesive may not always work well when installing 

sound absorbers. The amount and type of adhesive used 

can impact the sound absorption quality of the sample, and 

finding the appropriate dosage to securely attach the absorber 

to a support surface can be challenging. The type of adhesive 

used may need to vary for different materials, as observed in 

the study where the same adhesive worked well for paddy 

straw and coconut coir but not for waste paper. In the process 

of producing and processing the samples from paddy straw, 

waste paper, and coconut coir, the relationship between 

density and sound absorption coefficients was examined. 

Increasing density resulted in fluctuating or slightly increased 

sound absorption coefficients at low frequencies, primarily 

due to the creation of small pores in the interior sample, 

making it hard for low-frequency acoustic waves to enter. 

However, improper compression in the manufacturing 

process may block the acoustic advantages of porous 

materials, resulting in poor sound absorption properties at 

both low and high frequencies. The study concludes that 

increasing density only insignificantly improves sound 

absorption properties.

Despite conventional materials having a higher sound 

absorption coefficient compared to agricultural byproducts, 

panels made from paddy straw, waste paper, and coconut 

coir exhibited significant performance in terms of sound 

absorption properties. Lower-density samples of these 

agricultural byproducts demonstrated higher sound 

absorption coefficients and noise reduction coefficients 

(NRC) compared to higher-density samples. The NRC 

values for different densities of paddy straw, coconut coir, 

and waste paper samples are presented in Fig. 11, 12, and 13, 

respectively. This observation suggests that sound absorption 

efficiency increases with a decrease in density and vice versa.

In the experimental results, the absorption coefficient 

of Paddy Straw and Coconut Coir panels was notably high, 

reaching values close to 0.88 and 0.82 at a density of 250 kg/

m3, respectively. The performance aligns with expectations. 

Conversely, the waste paper sample exhibited a slightly 

lower sound absorption coefficient value of 0.31 at the same 

density. Similarly, the noise reduction coefficient values for 

the samples followed a similar trend as the sound absorption 

coefficient values.

The sound absorption panel made by paddy straw 

demonstrated and showed superior performance in sound

absorption properties compared to the other samples. The 

high absorption coefficient values, especially for Paddy 

Straw and Coconut Coir panels, suggest that these materials

can be considered effective sound-absorbing materials. A 

crucial aspect highlighted in the conclusion is the positive 

relationship between frequency and sound absorption 

coefficients for Paddy Straw, Waste Paper, and Coconut 

Coir materials. The results steadily fell within the 0.70 or 

higher range, indicating a very high positive correlation 

between these variables. This correlation underscores the 

effectiveness of the materials across different frequencies, 

contributing to their overall suitability as sound absorbers.

CONCLUSION

The experiment demonstrates that natural fibers, particularly 

Paddy Straw, can serve as a viable alternative sound 

absorber among various other natural fibers. The choice 

of the methylcellulose binder was found to influence 

the absorption coefficient. However, it’s noted that the 

performance, especially at lower frequencies, could 

be further enhanced by increasing sample thickness or 

coupling with a perforated panel facing. These aspects 

will be explored in future work by adjusting thickness and 

utilizing suitable adhesives, as well as incorporating an 

optimal number of perforations.

Key findings from the experiment include:

 1. Paddy Straw shows better sound absorption 

performance at higher frequencies than at lower 

frequencies. Whereas waste Paper shows better sound 

absorption performance in the range of (125-1000 Hz) 

than at higher frequencies.

 2. Coconut Coir demonstrates better sound absorption 

performance in the range of (1000-6300 Hz) than at 

higher frequencies. Increasing density has also an 

insignificant impact on improving the sound absorption 

properties of samples.

 3. Increasing the number of holes effectively enhances the 

low-frequency sound absorption coefficients of samples. 

Also, increasing the adhesive quality and the amount

of adhesive required can effectively enhance the low-

frequency sound absorption coefficients of samples. 

These observations provide valuable insights into the 

factors influencing the sound absorption properties 

of the materials and suggest potential avenues for 

optimizing their performance in future applications.
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      ABSTRACT

In the Indo-Gangetic Plains (IGP) of northern India, the prevalent rice-wheat cropping system 

(RWS) is marked by a continuous cycle of planting wheat from October to April and rice from 

June to September. However, the transition between these crops necessitates the burning 

of stubble due to the short time frame available for land preparation before planting wheat. 

This practice contributes significantly to environmental pollution and poses health risks to 

both humans and ecosystems. To address this issue, alternative management strategies for 

crop residue are imperative. Utilizing stubble as fuel, feedstock for biofuels, or raw material 

for the pulp and paper industry offers promising solutions. Among these, biochar emerges 

as a particularly effective option. Biochar, derived from the pyrolysis of agricultural waste, 

not only mitigates environmental pollution but also enhances soil health, crop productivity, 

and overall agricultural sustainability. Our proposal emphasizes the potential of biochar as 

a soil conditioner, promoting soil carbon sequestration, improving soil quality, and ultimately 

enhancing food security.

INTRODUCTION

The Rice-Wheat Cropping System (RWS) is a highly 

productive and efficient cropping system that has helped 

meet the food demands of the growing population in India. 

Therefore, an enormous quantity of crop residue is expected 

to be produced as a result of monoculture and intensive 

farming (Manna et al. 2020). Northwest India produces about 

40 metric tons of paddy straw, with Punjab and Haryana 

contributing the majority of it (Dhanda et al. 2022). Crop 

residue burning in Haryana, as well as in other parts of 

India, has been a significant contributor to air pollution and 

greenhouse gas emissions (Saxena et al. 2021). Burning 

crop residue releases a variety of hazardous pollutants into 

the atmosphere, including carbon monoxide (CO), nitrogen 

oxides (NOX), and particulate matter (PM) (Mor et al. 2022). 

This practice is frequently used to clean up fields quickly 

following a harvest. Because so much rice and wheat are 

farmed there, crop residue burning is particularly common 

in Haryana and Punjab (Kumar & Singh 2021). According 

to data from the Indian Council of Agricultural Research, 

Haryana was responsible for around 14% of India’s total 

crop residue burning in 2018 (Govindaraj et al. 2019). 

Wheat straw has been used as feed for cattle, and leftover 

residue is burned every year. According to Chhabra & Mehta 

(2019), one kilogram of paddy produces one to one and a 

half kg of straw. Disposing of such a massive amount of 

crop residue is very difficult. The height of crop stubbles, 

the low nutritional value of paddy straw, the expense of 

collecting and transportation, the absence of markets for 

crop stubbles, and the lack of an effective in situ stubble 

management system present farmers with several challenges 

(Kaur et al. 2022). Due to these reasons, open stubble burning 

is perceived by farmers who are not aware of public health 

issues as the easiest and most economical way to manage 

stubble (Abdurrahman et al. 2019). The pollutants released 

during burning can have significant negative impacts, 

including respiratory problems and heart disease (Chanana 

et al. 2023). After being released into the air, these pollutants 

scatter in the environment, may go through physical and 

chemical changes, and ultimately have a negative impact on 

both human health and the environment are shown in Fig. 

1. Furthermore, the practice contributes to global warming 

by releasing significant amounts of greenhouse gases into 

the atmosphere, including carbon dioxide and methane 

(Chawala & Sandhu 2020). However, it also poses significant 
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challenges such as soil degradation, and nutrient depletion 

(Nunes et al. 2020). To overcome these challenges, there is an 

urgency to implement sustainable and diversified agricultural 

practices, such as sustainable agriculture, integrated pest 

management, and crop diversification (Prasad et al. 2020). 

Biochar made from wheat paddy straw might be a useful tool 

for managing wheat paddy stubble (Manna et al. 2020). When 

biomass feedstocks, such as crop leftovers, are pyrolyzed 

under low oxygen conditions, biochar, a persistent and 

recalcitrant carbon-rich compound, is produced (Kumar & 

Bhattacharya 2021). Due to variations in the biomass and 

pyrolysis temperature, it demonstrates various properties. 

Biochar has the potential to significantly contribute to the 

agro-economy’s efforts to enhance soil health and improve 

crop yields (Zhang et al. 2020). When biochar is added to soil, 

it can enhance the soil’s ability to retain water and nutrients, 

which can lead to improved plant growth and crop yields 

(Farid et al. 2022). Additionally, biochar can also help the 

soil’s ability to store carbon, which can lessen greenhouse 

gas emissions and help in the fight against climate change. 

By employing organic waste as a feedstock, biochar may 

help lower the quantity of trash produced by agricultural 

activities (Guo et al. 2020). Overall, using biochar in the 

agro-economy has the potential to bring about a number of 

advantages, such as higher crop yields, better soil health, 

lower greenhouse gas emissions, and less waste (Sessions et 

al. 2019). However, the effectiveness of biochar will depend 

on various factors, including the quality of the biochar, the 

soil type, and the specific crop being grown. Today, biochar 

is considered a reliable method for mitigating climate change 

and is predicted to retain carbon and reduce greenhouse 

gas emissions from crop residue burning (Brassard et al. 

2019). Biochar is a useful soil additive for combating 

climate change because the pyrogenic carbon, also known 

as carbon black, which is produced when the biochar is 

partially burned transforms into a long-term carbon sink 

with a relatively gradual chemical transformation (Luo et 

al. 2022). Consequently, converting wheat and rice straw 

into biochar and using it in agriculture could be a current 

example of a climate-smart approach.

Rice and Wheat as Feedstocks and Their Physico-

chemical Properties

Paddy and wheat straws are agricultural residues that can be 

used as a potential source of biomass for various applications 

such as bioenergy, pulp and paper industries, and animal 

feed (Cao et al. 2018). The physicochemical properties of 

paddy-wheat straw can provide important insights into its 

potential applications (Kalkhajeh et al. 2021). Here are some 

of the physicochemical properties of paddy-wheat straw: 

The moisture content of paddy-wheat straw can vary from 

10% to 20%. High moisture content can affect its handling 

and storage properties (Iftikhar et al. 2019). According to

Manna et al. (2020), the nitrogen content of paddy-wheat 

straw ranges from 0.5% to 1.5%. The nitrogen content affects 

the quality of the straw as animal feed. The lignin content of 

paddy-wheat straw can vary from 15% to 25%. The lignin 

content affects the quality of the straw as a pulp and paper 

raw material (Ríos-Badrán et al. 2020). The cellulose content 

of paddy-wheat straw ranges from 35% to 45%. The cellulose 

content affects the quality of the straw as a raw material for 

bioenergy production (Du et al. 2019). The hemicellulose 

content of paddy-wheat straw ranges from 25% to 35%. The 

hemicellulose content affects the quality of the straw as a 

raw material for bioenergy production (Satlewal et al. 2018). 

In Table 1 the physiochemical properties of rice and wheat 

straw are described. Parameters include crop management, 

soil type, agricultural variety, season, and other factors 

that influence the nutrients in agricultural wastes. Under 

ongoing fertilization procedures, the continuous removal 

and burning of crop residues can result in net nitrogen losses, 

increasing nutrient costs input in the short term and degrading 

productivity and soil quality (Zhang et al. 2020).

 

Fig. 1: Impacts of crop residue burning on environment, human health, and soil environment.
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Crop Residue Burning in Haryana and Punjab 

Since the beginning of the Green Revolution in the nation, 

Punjab and the Haryana state have been actively involved in 

the RWS cropping method (Sarkar et al. 2018). These two 

small states account for around 69% of the government of 

India’s entire food procurement, including about 54% of the 

rice and 84% of the wheat, although possessing less than 3% 

of the country’s total land area (Bhuvaneshwari et al. 2019). 

Experts estimate that 90% of the rice crop is harvested by 

combine harvesters and leftover residues are burned in the 

Indian states of Punjab and Haryana, where emissions can 

substantially affect regional air quality periodically. In 2017, 

According to Sarkar et al. 2018 India produced 488 Mt of 

total crop residue, of which 24% was burned in agricultural 

areas. This led to emissions of 239 Gg of organic carbon 

(OC), 58 Gg of elemental carbon (EC), and 824 Gg of 

particulate matter (PM2.5). In addition, 211 Tg of greenhouse 

gases (CO2, CH4, and N2O) comparable to CO2 were 

released into the atmosphere. Crop residue may also have 

the potential to generate 120 TWh of electricity when used 

in biomass power plants, which accounts for 10% of India’s 

total energy output. The inability to store straw, the lack 

of market demand for its future use, the high cost of labor, 

and the farmers’ need to have their agricultural products 

transported to grain markets and sold as soon as possible 

make disposal particularly challenging. Because of this, the 

agricultural residue is allowed to stay in the open field and is 

subsequently burned (Kulkarni et al. 2020). This crop-based 

biomass burning causes a massive cloud of smoke to cover 

the whole of Haryana and Punjab states (Fig. 2), endangering 

the quality of the soil, water, air, and environment as well as 

human health, between October and November.

Stubble Burning Causes

Rice-wheat cropping system (RWS): One of the primary 

causes of stubble burning in north India is the short period 

between rice harvesting and wheat sowing. In this region crops 

are cultivated, wheat is usually sown in November, and rice 

is often harvested in October (Jat et al. 2019). Farmers now 

have a limited time to clear their fields from rice straw and 

get it ready for wheat cultivation. Manual labor or the use of 

bullock carts are two traditional ways to remove the straw, 

both of which can be costly and time-consuming (Kumar et 

al. 2019). Due to this, many farmers use stubble burning as a 

quick and affordable means of clearing the fields and getting 

the soil ready for the following crop (Biswakarma et al. 2021).

Scarcity of labor: In Punjab and Haryana, where farm sizes 

are enormous and automated harvesters are frequently used, 

labor expenses are extremely high (Khedwal et al. 2023). 

Additionally, both in the states of Punjab and Haryana, there 

has been a steady and significant rise in the area under paddy 

cultivation. Therefore, the use of mechanical and electrical 

power has increased as a result of the fact that human 

and animal power cannot keep up with the rising demand 

for labor. Additionally, the issue of stubble burning was 

exacerbated by rising costs and a shortage of agricultural 

labor (Shirsath et al. 2020). In the past, the majority of 

laborers moved to the Haryana Punjab region from the states 

of Bihar and UP. However, labor migration has decreased 

over the past few years as a result of the MNREGA program’s 

enormous success. As a result, they are leading to increased 

dependency on combined harvesters (Dhaliwal et al. 2021). 

Extensive use of heavy machinery: Due to its low labor 

and time requirements, the use of combining harvesters has 

significantly increased over the last few decades. Before now, 

the waste straw bundles could be collected and removed from 

the fields more easily thanks to the physical cutting of the 

standing crop (Yadav et al. 2021). On the other hand, manual 

paddy harvesting costs approximately three times as much 

and needs 15–20 persons per acre. The combined harvesters, 

on the other hand, work quickly and are significantly less 

expensive, but they have a tendency to scatter the leftover 

straw around the field (Dhaliwal et al. 2021). This makes 

collecting it more time-consuming and expensive, which 

encourages the farmer to burn it instead of collecting it.

Nutrient content of rice straw: The poor quality of rice 

straw is another factor in the burning of crop residue. Due 

to its poor palatability and low protein content (4%), high 

lignin, cellulose, and silica content, paddy straw is not as 

favored as wheat straw which also lowers milk production 

in dairy animals (Yadav et al. 2022). Additionally, paddy 

straw has a low dry matter digestibility, ranging from 42 to 

48% in various cattle (Yan et al. 2019, Sharma et al. 2020). 

Additionally, it was noted in a study by Chivenge et al. 

(2020) that both rice and wheat crops use in-situ burning as 

a method of soil preparation. In contrast to wheat residues, 

rice residues are burned on a considerably bigger scale. 

Table 1: Physiochemical properties of rice and wheat straw.  

Chemical 

component

Chemical composition 

of rice straw (% on dry 

matter basis) 

Chemical composi-

tion of wheat straw 

(% on dry matter 

basis)

Total ash 15.6 7.9 

Water content 5.4 4.6

Organic matter 44 48

Cellulose 37 43.42

Hemicellulose 24.5 29.48

Lignin 9 15

Silica (Si) 8 5.5
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The Negative Environmental Impacts of Crop Residue 

Burning

Depletion of air quality: The burning of crop residues 

releases a range of pollutants into the atmosphere, including 

particulate matter, carbon monoxide, nitrogen oxides, sulfur 

dioxide, and volatile organic compounds. These pollutants 

can have serious health impacts, particularly for people with 

respiratory or cardiovascular conditions, and can contribute 

to the formation of smog and other types of air pollution (Mor 

et al. 2022). In paddy straw, over 70% of the carbon is emitted 

as CO2, while 7 % and 0.66% in CO and CH4, respectively. 

In addition, when straw is burned, 2.09% of the nitrogen 

is released as N2O (Satlewal et al. 2018). These gases and 

aerosols contain carbonaceous material, which could cause 

acid deposition, an increase in tropospheric ozone, and the 

thinning of the stratospheric ozone layer in a particular area 

(Bhuvaneshwari et al. 2019). After carbon dioxide emissions, 

black carbon emissions are the main cause of the current 

global warming. Stubble-burning produced particulate matter 

(PM2.5), which is exceedingly light, may stay in the air for 

a very long time, cause smog, and move hundreds of miles 

with the wind (Kulkarni et al. 2020). 

Stubble burning contributes to emissions of harmful air 

pollutants, which can cause severe impacts on human health. 

For example, shortness of breath, coughing, eye irritation. 

Old age people, kids, and pregnant women are the main 

groups affected by irritation, asthma, bronchitis, and other 

lung problems (Jain et al. 2014). Numerous investigations 

have also revealed greater dangers for aplastic anemia, blood 

cancer, bone marrow disorder, pancytopenia, vertigo, nausea, 

drowsiness, and headache (Von et al. 2020).

The release of carbon dioxide, methane, and other 

greenhouse gases from burning crop residues contributes 

to climate change, while the deposition of pollutants onto 

land and water can damage ecosystems and harm wildlife. 

Deterioration of soil health and fertility: Crop residue 

burning can also have a significant negative impact on soil 

health and fertility. When crop residues are burned, valuable 

organic matter is lost, which can reduce soil fertility and 

degrade the overall health of the soil (Dadhich et al. 2021). 

Organic matter is an essential component of soil health, as it 

provides nutrients, improves soil structure, and helps to retain 

moisture. When crop residues are burned, this organic matter 

is lost, reducing the availability of nutrients for plants and 

Fig. 2: (A) Use of heavy machinery in fields by the farmers (B) Crop residues burning in open fields (C). Region of Punjab and Haryana burning 

openly as captured by VIIRS during crop residue burning (D). Burning stubble in the Haryana-Punjab region has caused hazy smoke.

Table 2: Emission of pollutants from rice and wheat residue burning in 

India (Gg/year). 

Air Pollutants Rice Wheat

PM2.5 418 264.57

PM10 458.29 175.35

Sulfur dioxide 9.07 12.31

Carbon dioxide 59275.54 54974.27

Carbon monoxide 4683.64 861.38

Nitrous oxide (N2O) 24.17 22.76

Nitrous oxides (NOx) 114.82 52.30

Ammonia (NH3) 206.48 39.99

Organic carbon (OC) 150.58 8.92 

Volatile organic compounds (VOC) 352.53 215.34

Elemental carbon (EC) 25.68 4.92

Polycyclic aromatic hydrocarbons (PAH) 0.026 0.04
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of rice-wheat stubble produced in the northwest region of 

India could potentially be pyrolyzed to generate biochar 

as an effective alternative to burning stubble. This would 

not only be economical but simultaneously beneficial 

by making waste profitable. Additionally, biochar has 

enormous potential for reducing greenhouse gas emissions 

and mitigating climate change through carbon sequestration, 

reduced waste biomass burning, clean bioenergy production, 

and decreased methane and nitrous oxide emissions, enabling 

the achievement of sustainable development goals.

Biochar as a soil amendment: Biochar is a great 

soil conditioner because it has several advantageous 

characteristics. The combination of a large surface area, high 

carbon content, and the capacity to improve soil aeration 

support and encourage the rhizospheric microbial community 

to enhance soil fertility and health. The soil ability to retain 

water is also improved by its application. The use of biochar 

has also been linked to a decrease in nutrient leaching, 

according to published research (Yadav et al. 2024). This 

is a result of the increased soil cation exchange capacity, 

which has a significant impact on slowing down the leaching 

of nutrients. Additionally, biochar has an alkaline pH that 

aids in neutralizing acidic soils and so helps to increase 

plant yield.  

Micronutrients (Cu, Zn, Fe, and Mn) and macronutrients 

(P, K, N, Ca, and Mg) that are essential for productive 

agriculture are also added by biochar. It may have a major 

impact on nutrient retention and be essential for a variety of 

biogeochemical processes in the soil, particularly nutrient 

cycling. As a result, it can serve as a soil conditioner to 

making it more difficult for soil to retain moisture (Bisen et 

al. 2017). Stubble burning raises the soil temperature (33.8-

42.2 °C) up to 1cm, influencing the soil ecology (Rathod et 

al. 2019). Because of the increased soil temperature, 23–73% 

of the soil’s nitrogen is eliminated in various forms, and the 

population of helpful microorganisms decreases to a depth 

of 2.5 cm. Total N and C are decreased in the 0-150 mm soil 

layer by continuous burning. Burning the residue destroys 

soil-beneficial micro-flora and fauna and removes a large 

amount of the organic material, and decreasing the organic 

matter in the fields (Turmel et al. 2015).

Loss of nutrients: When these residues are burned, these 

nutrients are lost from the soil, reducing soil fertility and the 

potential yield of future crops.  Nitrogen is one of the most 

important nutrients that can be lost due to stubble burning. 

When crop residues are burned, nitrogen is released into the 

atmosphere in the form of nitrogen oxides. This can lead to 

a significant reduction in the amount of nitrogen available 

for plant growth in the soil, which can result in reduced crop 

yields and poorer soil health (Lin & Begho 2022). When 

rice and wheat straw are burned, the carbon, nitrogen, and 

sulfur it contains are completely burned off and lost to the 

atmosphere. One ton of paddy residue contains 6.1 kg N,  

0.8 kg P, and 11.4 kg K. Burning of paddy straw causes 

intact loss of about 79.38 kg ha−1 N, 183.71 kg ha−1 P and  

108.86 kg ha−1 K (Dotaniya et al. 2013). The soil would have 

been greatly improved if the stubble residues had been left in 

the ground, mostly with organic carbon and nitrogen. These 

nutrients must subsequently be replaced through expensive 

organic or inorganic fertilizers. 

Wheat-Paddy Biochar as an Ecological and Economical 

Solution

Farmers use biochar, a carbon-rich, reliable, and long-lasting 

substance, to enhance the health and quality of their soil. 

Crop leftovers are thermally treated to produce biochar. 

The thermal processes used to produce biochar include 

pyrolysis, gasification, torrefaction, carbonization, and

combustion (Naeem et al. 2017). The most popular method 

for producing biochar is pyrolysis because it is a quick and 

efficient process. In a furnace, where oxygen-deficient 

conditions may be produced, pyrolysis can be accomplished 

(Manna et al. 2020). The use of biochar has shown promise 

(Fig. 3) for enhancing soil carbon sequestration, boosting 

agricultural production, cleaning up contaminated soil and 

water, reducing greenhouse gas emissions, and minimizing 

nutrient leaching (Singh et al. 2024).

A solution to waste management: The generation of 

biochar provides us with a fantastic solution to the threat 

posed by agriculture waste production. The large amounts 

Table 3: Physiochemical properties of wheat and rice straw biochar.

Parameters Wheat 

straw 

biochar

Rice 

straw 

biochar

Chemical properties

pH 8.1 8.7

Electrical Conductivity (dS m-1) 2.56 3.23

Cations Exchange Capacity (cmol kg‒1) 63 56

Nutrient composition

Organic Carbon (%) 66 63

Nitrogen (g kg‒1) 16.2 16.6

Phosphorus (g kg‒1) 42 30

Potassium (g kg‒1) 12.6 9.2

Iron (mg kg‒1) 418 348

Calcium (mg kg‒1) 11.24 8.42

Manganese (mg kg‒1) 186.66 152.42

Zinc (mg kg‒1) 92.48 69.5

Magnesium (mg kg‒1) 10.8 6.84
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promote plant growth more significantly, storing nutrients 

as well as by performing other tasks like strengthening the 

physical and biological characteristics of the soil (Brassard 

et al. 2019) (Kamali et al. 2022). Due to its slow rate of 

breakdown, it is also a great soil additive for storing carbon 

and raising soil organic carbon (SOC) concentration.

Bioenergy from biochar: Depending on the temperature 

at which the biomass is pyrolyzed, a varying amount of 

biochar, bio-oil, and syngas are produced. Biomass that is 

pyrolyzed quickly yields more bio-oil and less charcoal (Li 

et al. 2022). The emissions (air pollutants) that are emitted 

during the pyrolysis of biomass have the potential to be 

trapped and condensed into bio-oil, a source of bioenergy. 

The use of bio-oil as a substitute for fossil fuels would 

result in decreased carbon emissions. It’s interesting to note 

that some aspects of biochar may be improved to aid in 

catalysis. Sulfonated biochar is an appropriate catalyst for the 

production of biodiesel, according to a different study (Lee 

et al. 2017). Gasification of biomass results in the production 

of syngas. In such a procedure, tar reduction can improve 

syngas output. As a result, biochar can be a fantastic tar 

reduction catalyst. Several studies have employed biochar to

support the sulfonated solid acid catalyst in the manufacture 

of biodiesel. Therefore, the synthesis of biochar could 

encourage the development of both biofuel and bioenergy 

(Yadav et al. 2023).

Biochar as bioremediation technology: Heavy metal 

removal with biochar has been recognized as a promising 

application. Among the aforementioned heavy metal cleanup 

strategies, it has emerged as an incredibly affordable, 

enormously potent, and enormously reliable solution (Yi 

et al. 2020). Applying biochar is a great way to reduce the 

bioavailability of contaminants in the soil. Even in arid and 

semi-arid environments, biochar is a highly effective sorbent 

and an innovative carbonaceous substance for eliminating 

organic and inorganic pollutants, including heavy metals, 

from the soil and water. Using maize as a test crop, a study 

was done to examine the effects of biochar made from wheat 

straw on the bioavailability of Pb, Cd, and Cr (Xie et al. 2015) 

(Sizmur et al. 2016). The results showed that when data were 

averaged over the contamination levels, soil Pb, Cd, and Cr 

decreased from 15.5, 5.38, and 5.85 mg kg-1 in control to 

1.34, 0.69, and 0.75 mg kg-1, respectively. 

In addition, compared to the control, the Pb, Cd, and Cr 

accumulation in the maize crop also decreased. In general, 

it was determined that biochar made from wheat straw has 

a high capacity to immobilize heavy metals in soil and lessen 

their uptake by crop plants. Similar to that, biochar works 

well for biologically cleaning up organic pollutants. In one 

experiment, the effects of applying biochar to paddy straw 

on the coupled adsorption-biodegradation of the organic 

pollutant nonylphenol were examined. Biochar derived 

from rice straw was applied to the soil as the adsorbent. The 

results showed that when 0.005 g biochar was introduced to 

50 mg L-1 of nonylphenol, roughly 47.6% of the nonylphenol 

was biodegraded in two days, which was 125% more than 

the relative amount biodegraded without biochar. The 

nonylphenol components resistant to desorption, however, 

reached 87.1% (Wang et al. 2020, Yang et al. 2021).

Role of Biochar in Carbon Stabilization

To effectively sequester carbon, biomass must resist 

chemical oxidation into CO2 or reduction into methane, 

which results in a decrease in the atmospheric emission of 

CO2 or methane (Gupta et al. 2017). The partially burned 

products, pyrogenic carbon/carbon black, have a very gradual 

chemical change that makes them perfect for soil amendment 

(Thompson et al. 2016). These partially burned products, 

also known as pyrogenic carbon or black carbon, may serve 

as a crucial long-term carbon sink because of how slowly 

they decompose through microbial action and chemical 

modification. The process of making carbon molecules 

resistant to microbial decay, respiration, soil erosion, and 

leaching is known as carbon stabilization. Biochar made 

from wheat and paddy straw has high ash content, and an 

alkaline pH, and nutrients including nitrogen, phosphorus, 

manganese, iron, and zinc can be found in it (Chagas 

et al. 2022). Be effectively employed to increase soil C 

sequestration. Another study (Lee et al. 2017) looked into 

the effects of rice straw and its biochar on labile soil C and 

soil organic carbon (SOC). They found that adding straw to 

soils increased the fraction of labile carbon, whereas adding 

biochar to soils increased the quantity of stabilized carbon 

(Aryl C, carboxyl C), indicating the importance of biochar’s 

recalcitrance as a management tool for enhancing soil carbon 

sink. Biochar have ability to sequester carbon is limited by 

its recalcitrance, it was revealed in another study (Colomba 

et al. 2022) that adding biochar encourages the physical 

stabilization of organic matter of soil through aggregate 

formation. Biochar production from agricultural waste, 

such as wheat paddy straw, can be a low-cost alternative to 

conventional burning for enhancing soil fertility, stabilizing 

carbon, and eventually reducing GHG emissions (Majumder 

et al. 2019).

CONCLUSION AND FUTURE ASPECTS 

Despite numerous efforts, the problem of wheat-paddy 

stubble burning has only somewhat decreased and has not 

yet decreased to tolerable levels. Due to inadequate farmer 

education regarding the effects of this practice on soil, 
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human, and animal health, it is illegal to burn crop leftovers. 

Although farmers are aware of the negative effects of burning 

paddy straw on a farm, they are limited by a lack of equipment 

that is economically viable, appropriate, and can be used 

to dispose of rice wastes. Although the government has 

developed many strategies for the mechanical management 

of wheat and paddy stubble, the farmers have not effectively 

adopted them. Therefore, to manage wheat-paddy straw and 

prevent losses, an appropriate management strategy must be 

developed. On the other side, it might also be advantageous 

to the environment. A particularly effective and beneficial 

method of getting rid of the stubble and using biochar as a 

soil amendment is the use of biochar as a strategy for the 

management of crop residues. By educating farmers on how 

to apply this strategy properly, the government should go in 

this direction. 

Farmers will be encouraged to adopt common farming 

practices that result in pollution and the waste of potential 

resources if organic recycling procedures and incentives 

are promoted. Furthermore, rather than using tough legal 

enforcement to restrict residue burning, the government 

should promote and offer need-based support for alternative 

measures. This is how, via cooperative efforts between 

farmers and the government, a proper self-sustaining 

environment may be attained.
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      ABSTRACT

This study aims to explore the applications of graphene and chitosan in water splitting and 

catalysis, focusing on their unique properties and synergistic effects. A comprehensive 

review of the literature was conducted to examine their roles in photocatalytic activity and 

environmental remediation. Graphene, known for its high surface area and conductivity, was 

analyzed for its ability to enhance charge separation and light harvesting through doping 

and hybridization with metal nanoparticles. Similarly, chitosan’s biopolymeric nature and 

strong affinity for transition metals were evaluated for their utility in enzymatic and catalytic 

applications. Results indicate that graphene’s photocatalytic performance can be significantly 

improved through doping and functionalization, while chitosan proves effective in wastewater 

treatment and as a polymeric support for catalysts. The study concludes that the combined 

use of graphene and chitosan offers promising potential for advancing sustainable energy 

solutions and environmental technologies.

INTRODUCTION

For the production of solar fuel cells, photocatalysis is one 
of the most important techniques used. Due to its remarkable 
properties and production potential, graphene materials are 
considered attractive for water splitting. To improve charge 
separation and visible light harvesting, graphene-based 
materials are commonly used as additive agents to enhance the 
photocatalytic activity of graphene. For further improvement 
of graphene’s photocatalytic activity, small amounts of 
metal and metal oxide nanoparticles are introduced onto the 
surface of graphene. Additionally, two special features, crystal 
alignment, and solid grafting, are recognized in graphene-
based materials to enhance water splitting. Because of its large 
surface area and high sorption capacity, graphene is projected 
as an excellent catalyst for catalysis applications. The most 
significant applications of graphene in catalysis include the 
use of graphene-based materials as electrocatalysts and doped 
graphene as catalysts. Chitosan is an optically active polymer 
recognized for its strong affinity for transition metals. Polymers 
can be utilized as heterogeneous catalysts in forms such as 
gels, beads, and colloids. Chitosan is particularly suitable for 
enzymatic catalysis in various catalytic applications.

CHITOSAN

Historica Background

In 1179, Hatchet decalcified the shells of crabs, lobsters, 
prawns, and crayfish using mineral acid and observed that 
they produced moderately energetic, soft, and plastic material 
of a yellowish color, resembling cartilage but retaining their 
original shape. This was the first mention of calcified chitin 
in invertebrates.

The discovery of chitin’s characteristics began in 1811 
when Braconnot identified chitin in fungi. Later, in 1823, 
another scientist, Odier, extracted a horn-like material from 
cockchafer elytra using potassium hydroxide. Braconnot 
initially named the material “chitin,” a term later adopted 
and popularized by Odier. In 1824, the nitrogenous nature 
of chitin was revealed by the researchers referred to as “the 
children.” By 1894, Hoppe-Seyler introduced the term 
“chitosan,” with Lederhose identifying its first derivative, 
Glykosamin, in 1876 (Crini 2019).

Properties of Chitosan

Typically, naturally occurring polysaccharides such as 
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pectin, dextrin, agar, agarose, and cellulose are acidic, but 
chitosan is an extremely basic polysaccharide (Jayakumar 
et al. 2010). Chitosan exhibits superior properties such 
as viscosity, solubility, metal chelation, optical activity, 
polyelectronic behavior, the ability to form films, and 
structural characteristics. It is considered an important 
candidate for tissue engineering, particularly for regenerating 
connective tissue (Shukla et al. 2013). In bone formation, 
chitosan plays a significant role in the creation of osteoblasts. 
It also displays antifungal, hemostatic, antitumor, and anti-
cholesteremic properties (Franco & Peter 2010; Dutta et al. 
2004).

The heteropolymer of chitosan contains glucosamine 
and acetyl-glucosamine units. Properties such as acid-base 
behavior and solubility can be controlled by the relative 
portion of chitosan, which regulates the degree of acylation 
(Deutsche Chemische Gesellschaft 1888; Sorlier et al. 
2001). The carbohydrate backbone of chitosan is similar to 
cellulose. In chitosan, the –OH group on the second carbon 
atom is replaced by an –NH2 group or an acetyl group. The 
copolymer consists of two repeating units: N-acetyl-2-D-
glucopyranose and 2-amino-2-deoxy-D-glucopyranose. 
These repeating units are linked by (1–4) glycosidic bonds, 
which give chitosan a rigid crystalline structure due to 
intermolecular and intramolecular bonding (Roberts & 
Robert 1992, Dash et al. 2011).

Chitosan contains one –NH2 group and two –OH 
groups on each glycosidic unit, which indicates that it is a 
polycationic polymer (Agrawal et al. 2010). Due to these 
two reactive groups, chitosan exhibits unique chemical and 
biological properties. Chitosan is an ideal candidate for 
biofabrication because its active amino group is reactive and 
provides a platform for side group attachment under various 

reaction conditions (Yi et al. 2005). By altering its biological 
and physical properties, chitosan can provide elasticity and 
enhance functionality. The pKa value of chitosan depends 
on the ionic strength, diacylation, and charge neutralization 
of the –NH2 group. The pKa value typically lies between 6.3 
and 6.7 when the degree of acylation is no more than 50% 
(Suh et al. 2000).

Applications of Chitosan

Most industries discharge large amounts of wastewater 
containing inorganic and organic contaminants such as dyes, 
toxicants, suspended solids, and pesticides. This wastewater 
creates serious environmental issues and poses a threat to 
water quality, even when discharged into rivers and lakes. 
The treatment of wastewater can be made possible with the 
help of the nontoxic and biodegradable biopolymer chitosan, 
as it carries a partial positive charge, making it an effective 
polycationic coagulating agent in water treatment. Chitosan 
is helpful because it attracts heavy metal ions for separation 
from wastewater and also binds to all groups of transition 
metal ions at very low concentrations. Due to the presence 
of the amino group on chitosan, it serves as a chelation agent 
for transition metal ions.

Advantages and Disadvantages of Chitosan

Advantages of chitosan: Chitosan, which is derived from 
chitin, has wide biomedical and pharmaceutical advantages 
due to its widespread availability, biocompatibility, 
biodegradability, non-toxicity, and high drug-loading 
capacity. Chitosan is very important for drug delivery 
applications in the treatment of various diseases. It is also 
useful for improving patient compliance in infectious disease 
drug therapy (Rajitha et al. 2016).

Fig. 1: Optical micrographs of (a) chitosan emulsion templates with crosslinking time 30 min and (b) PEI-CS biosorbents; Optical micrographs of 
(c) CS biosorbents and (d) PEI-CS bio sorbents after adsorption equilibrium; The SEM micrographs of (e) the surface and (f) inner structures of a CS 
biosorbent, (g) the surface of a PEI-CS biosorbent and (h) a certain amount of PEI-CS biosorbents. The scale bar of insert images in (e)-(g) is 20 lm 

(Rodrigues et al. 2012).
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Techniques like emulsion cross-linking, which involves 
the emulsification of an aqueous solution of chitosan in oil, 
in the presence of an appropriate emulsifier, followed by its 
stabilization using crosslinkers to form nanoparticles enhance 
its application in forming nanoparticles for targeted drug 
delivery (Venkatesan et al. 2013, Rodrigues et al. 2012). 
Optical and SEM micrographs, shown in Fig. 1, highlight 
the structure and efficiency of chitosan emulsion templates 
and biosorbents, highlighting their potential in biomedical 
and environmental applications.

Another technique i.e. spray drying in which nanoparticle 
powder is obtained through a single-step process. The drug, 
dissolved in an aqueous solution of chitosan in acetic acid, 
is atomized with a crosslinker (Wang et al. 2011). This is 
also beneficial for the application in targeted drug delivery

Furthermore, chitosan demonstrates adhesive properties, 
with its amino and carboxyl groups forming hydrogen bonds 
with glycoproteins in mucus. This interaction improves 
drug bioavailability and ensures sustained drug release (Jin 
& Hu 2008).

Additionally, chitosan exhibits antitumor effects by 
interfering with cell metabolism and act on tumor cells to 
inhibit cell growth or induce apoptosis. It plays a vital role 
in enhancing the body’s immune function as an antitumor 
agent (Cao & Zhou 2005, Maeda & Kimura 2004). Studies 
have shown that low molecular weight chitosan and chito-
oligosaccharides can obstruct tumor growth in S180-bearing 
mice. Torzsas et al. (1996) demonstrated that a diet containing 
chitosan could reduce the formation of precancerous lesions 
in colon cancer.

Disadvantages of chitosan: Despite its advantages, chitosan 

faces limitations such as poor solubility in neutral and 
alkaline solutions, scalability challenges, and variability 
in its properties depending on its source and preparation 
method. Additionally, its performance can be affected by 
environmental conditions, requiring further research to 
optimize its stability and functionality in diverse applications.

GRAPHENE

Graphene has captured the interest of the scientific community 
due to its distinctive properties, which are not found in 
traditional materials. It is a two-dimensional material capable 
of maintaining a tensile elastic strain exceeding 20%, 
providing an exciting opportunity to tune its strain properties. 
This has opened a new field known as straintronics.

Known for its exceptional mechanical strength, high 
electrical and thermal conductivity, and large surface area, 
graphene stands as a revolutionary material in various 
fields. Its zero-band-gap nature and ability to undergo 
functionalization further enhance its applicability across 
a wide range of disciplines, from electronics to energy 
systems. One of the most significant advancements in 
graphene research is its application in photocatalysis and 
water splitting. To address the limitations posed by its zero-
band-gap property, graphene is often doped with heteroatoms 
or combined with metal and metal oxide nanoparticles, 
effectively enhancing its catalytic activity. This tailored 
approach allows graphene to serve as an effective catalyst 
for processes requiring high electron mobility and stability.

Recent advancements in characterizing and assembling 
graphene have made some approaches scalable, while others 
remain at the laboratory scale (Ghany et al. 2017).

 

Fig. 2: Synthesis of functionalization hydroxy graphene (Brodie 1859).
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Properties of Graphene

Graphene exhibits a wide range of unique properties that make 
it highly versatile for scientific and industrial applications. 
Its derivatives further enhance its functionality by 
introducing specific chemical and structural modifications. 
Below are the key properties of graphene:

Hydroxy graphene: Hydroxy graphene is synthesized 
through the hydroboration of graphene oxide, an addition 
reaction on carbon-carbon double bonds that results in an 
organoboron moiety. The preparation of graphol involves 
reacting fluorinated graphite or iodographene with sodium 
hydroxide under solvothermal conditions. This one-step 
process is simple and high-yielding, where hydrophilic 
hydroxyl substituents allow water molecules to penetrate 
the layers, leading to complex exfoliation.

Hydroxyl groups in graphene are critical for enhancing 
tribological properties by introducing hydrogen bonding 
within the layer lattice structure, improving inter-sheet 
shear resistance. Fig. 2 illustrates the synthesis of 
functionalized hydroxy graphene.

Carboxy graphene: For several applications, such as 
electrochemical sensing and transparent conductive films 
assembled with inorganics, the carboxylic acid functional 
group on the graphene structure is crucial. The carboxylic 
(COOH) functional groups are highly hydrophilic, 
significantly enhancing the stability of colloidal solutions 
and improving the dispersibility of graphene in water.

Carbon atoms located at the edges and defect sites of 
graphene are more reactive due to their higher volatility. 
These reactive sites are utilized to form covalent bonds 
with larger molecules, enabling control over graphene 
oxide (GO) separation and transport properties. This also 

enhances its sorption capacity for heavy metals, making it 
valuable for environmental remediation applications.

Additionally, the presence of COOH groups on GO 
improves its mechanical properties. These groups contain 
electronegative oxygen atoms, which strongly influence 
the electronic structure of the material (Jeon et al. 2012).

Functionalization of graphene oxide (GO): Like other 
chemical systems, stoichiometric derivatives exhibit a high 
degree of functionalization. In 2D material research, there is 
significant interest in structures with mixed compositions. 
Graphene oxide (GO) contains a non-stoichiometric number 
of oxygenated groups and graphene derivatives, where the
presence of carboxyl and hydroxyl groups is particularly
important.

For transformation and device implementation, 
graphene can covalently interact with other elements, such 
as hydrogen (graphane), fluorine (fluorographene), and 
sulfur (thiographene) (Pumera & Sofer 2017).

Electrical double-layer: Using the theory of the electrical 
double layer, the surface charge of graphene oxide (GO) 
can be described as a flat slab with two faces. At high 
electrolyte concentrations, the pH conditions and the 
presence of electrolytes determine the surface charge 
density, interactions between GO sheets, and the potential.

GO can orient and migrate in the presence of a magnetic 
field. The interaction between GO and the magnetic field 
will vary depending on the size of the GO sheets. These 
factors are crucial in influencing the separation of GO 
during electromagnetic separation (Fig. 3).

Interaction: Graphene oxide (GO) can be described as 
a single-layer graphite sheet with various hydrophilic 
oxygenated functional groups. The ionizable groups are 

Fig. 3: Study of electrical double layer (Zhao et al. 2011).
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Optoelectronic properties: Graphene is a conductive 
material that can replace traditional electrode materials such 
as indium tin oxide in optical and electrical devices. Its high 
optical transparency, low sheet resistance, and excellent 
mechanical properties make it ideal for use in transistors, 
light-emitting diodes, solar cells, and flexible devices. By 
altering the thickness of graphene films, sheet resistance, 
and visible light transmission can be independently adjusted 
to desired values, enhancing performance in transparent 
electrodes.

Engineering of graphene: Graphene has become an 
attractive material for transparent conductive electrodes 
due to its low optical absorption and high conductivity. 
Graphene films with high conductivity and low optical loss 
can be engineered by applying various methods to achieve:

 1. Development of graphene technology

 2. Surface modification of graphene films

 3. Doping of graphene films

Work function tuning: Recent investigational studies have 
revealed that work function engineering can be achieved 
by shifting the Fermi level of the graphene band structure 
through electric fields (Yu et al. 2009), dipole formation, 
and metal contacts (Giovannetti et al. 2018), in addition to 
doping. Controlling the graphene work function is essential 
for reducing the contact barrier in graphene electrode devices 
such as transistors, solar cells, and light-emitting diodes (Jo 
et al. 2010; Lee et al. 2011).

Chemical doping: Graphene, a two-dimensional material, 
consists of a single atomic layer of sp² carbon atoms. By 
shifting the Fermi level of the graphene band structure away 
from the Dirac point, the carrier concentration of the carbon 

located at the edges of the GO sheet, while the hydroxyl 
and epoxide groups are present on the basal planes.

The ionized carboxyl and phenol groups generate 
electrostatic repulsion between the GO sheets, preventing 
aggregation in an aqueous medium. By reducing the cross-
dimensional size of the GO sheet, the surface area-to-volume 
ratio increases. Due to the higher density of ionized groups, 
GO sheets exhibit enhanced solubility (Li & Muller 2008).

Stacking and structural variability: In graphene oxide 
(GO), the hydrogen, oxygen, and carbon atoms are organized 
into a monolayer with a thickness of approximately 1 nm, 
depending on the degree of hydration and the method used 
for its preparation, quantity, and thickness. The shape of GO 
particles can vary, appearing as flakes, quantum dots, sheets, 
ribbons, or plates, with dimensions ranging from nanometers 
(e.g., 4 nm) to millimeters (e.g., 3 mm).

GO membranes can be fabricated through the self-
assembly of hydrosol by evaporation or by spin coating to 
create ultra-thin GO foils, a few nanometers thick, suitable 
for radio frequency resonators (Thebo et al. 2018).

Applications of Graphene

Graphene is a conductive material that can replace 
traditional electrode materials, such as indium tin oxide, 
in optical and electrical devices. It also possesses several 
advantageous properties, including high optical transparency, 
low sheet resistance, and excellent mechanical properties. 
The following applications of graphene include electrode 
materials in transistors, light-emitting diodes, solar cells, 
and flexible devices. Through synthesis, modification, and 
doping strategies, the performance of graphene can be further 
enhanced.

 

Fig. 4: Doping process in graphene (Wu et al. 2011).
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layer is adjusted, which helps to improve the conductivity 
of the graphene films where the density is zero (Nistor et al. 
2011). To modulate the conductive properties of graphene, 
the desired rigid band shift can be induced through chemical 
doping (Bae et al. 2010; Huh et al. 2011), electrostatic gating, 
metal contact, or dipole formation (Li et al. 2010; Huang et 
al. 2011). For example, the achievement of elements such 
as B or N (Wang et al. 2009) can be accomplished through 
hole (p) or electron (n) doping, which directly substitutes into 
the carbon lattice during layer growth to donate or remove 
electrons from the delocalized pz-band. Fig. 4 illustrates the 
doping process.

Advantages and Disadvantages of Graphene

Advantages: Graphene nanoplatelets (GNPs) are added 
to epoxy resins, improving properties such as mechanical, 
thermo-mechanical, thermal diffusivity, electrical 
conductivity, hydrophobic behavior, and barrier properties. 
The accumulation of GNPs leads to a significant stiffening 
of thermosetting resins, with notable increases in thermal 
diffusivity and electrical conductivity. These properties 
are proportional to each other—when thermal diffusivity 
increases, electrical conductivity also rises. By measuring 
the contact angle of a water drop, it is observed that GNP 
addition enhances the hydrophobic behavior, which is an 
advantage of graphene. However, excessive accumulation of 
GNPs reduces the diffusion coefficient and increases water 
absorption. The addition of carbon nanotubes improves 
thermal and mechanical properties while also increasing 
electrical conductivity. Low thermal interference resistance 
and two-dimensional properties make these types of graphene 
effective fillers for manufacturing composite materials, 
enhancing thermal conductivity (Chatterjee et al. 2012, 
Prolongo et al. 2013).

Graphene also plays a crucial role in photocatalytic 
applications. It is used as an additive to semiconductor 
materials, improving photocatalytic activity by enhancing 
charge separation and light harvesting. These features make 
graphene highly effective in water splitting and solar fuel 
cell production (Albero et al. 2019).

Mateo et al. (2016) focused on the development of 
renewable fuels from solar light, which is a major challenge 
in energy science today. Over the past decade, hydrogen and 
oxygen have been produced from solar light and water using 
various photocatalysts. However, photon-to-hydrogen mole 
conversion remains a real application of solar fuel cells. 
Facet-oriented gold nanoplates or multilayer graphene films, 
placed on quartz, serve as highly active photocatalysts for 
water splitting, converting sunlight into oxygen and hydrogen 
in the absence of a sacrificial electron donor, achieving 

hydrogen production. Durable gold-graphene interaction 
occurs in the composite system, and photocatalytic activity 
arises from the preferential orientation. Additionally, it 
has been suggested that constructing three-dimensional 
permeable carbon foam, pretreated by glutaraldehyde cross-
linking and decorated with discrete molybdenum carbide 
(CF-Glu-MO) or co-doped FeNi carbonate hydroxide (CF-
Glu-CoFeNi), which is structurally derived from chitosan 
hydrogel, could further improve photocatalytic performance
(Ding et al. 2021).

Disadvantages: Despite its advantages, excessive 

accumulation of graphene nanoplatelets can lead to reduced 

diffusion coefficients and increased water absorption, 

limiting their effectiveness in certain applications. The high 

production cost of graphene materials remains a significant 

challenge, restricting their scalability for industrial use. 

Furthermore, maintaining consistent photocatalytic 

performance over extended periods requires addressing 

issues such as material degradation and efficiency 

losses.

GRAPHENE AND CHITOSAN AS SURFACE 

ENHANCERS

Sulfonated Graphene Oxide and  
Nanohybrid Membranes

Sulfonated graphene oxide (SGO), sulfonic acid, and 
nanosheets are synthesized using a facile distillation, 
polymerization, and precipitation method. These 
components are then incorporated into a chitosan matrix 
to prepare nanohybrid membranes. The physiological 
and microstructural properties of these membranes are 
extensively studied.

 Due to the strong electrostatic attraction between the 
SO₃H groups of SGO and the –NH₂ groups of chitosan, 
both GO-filled membranes and chitosan/SGO-filled 
membranes exhibit enhanced thermal and mechanical 
properties, which reduce the mobility of chitosan chains. 
This reduction in mobility decreases the swelling area of the 
SGO-filled membranes, thereby increasing their structural 
stability. Conductivity can be optimized by adjusting the 
content of chitosan and sulfonic acid groups. For example, 
incorporating 2% S4GO results in a 122% increase in 
hydrated conductivity and a 90% increase in anhydrous 
conductivity, compared to the control chitosan membrane. 
Other conduction properties show significant improvement 
in H₂ and O₂ cells, demonstrating that the nanohybrid 
membrane holds promise as a proton exchange membrane. 
Fig. 5 shows a polymer brush functionalized Janus graphene 
oxide/chitosan hybrid membranes.
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Application of Graphene in Water Splitting

Graphene-based materials as photocatalysts: Due to 

electronic band overlap, graphene is a zero-band-gap 

semiconductor. When electrons and holes recombine 

suddenly, the conductive properties of graphene block its 

application in photocatalysis. To address this, the band gap 

can be opened by doping with heteroatoms. In compari-

son to ideal graphene, graphene oxide (GO) and reduced 

graphene oxide (r-GO) both contain oxygen functionalities 

and act as semiconductor materials. Minor alterations to 

the oxygenated functional groups change the properties of 

graphene, converting the sp² carbon atoms into sp³. Due to 

low electron mobility, graphene oxide behaves as a p-type 

semiconductor. The band gap of graphene oxide ranges from 

2.4 to 3.4 eV, depending on the oxidation level (Liu et al. 

2014). The band gap increases with higher oxygen content. 

The valence band maximum (VBM) gradually shifts from 

the G π orbital to the oxygen 2p orbital, while the conduction 

band minimum (CBM) remains unchanged in the G π orbital  

(Ito et al. 2008).

Graphene for electrocatalytic water splitting:  Graphene, 

with a single layer of carbon atoms arranged in a honeycomb 

structure, has various applications in water splitting. Ideal 

graphene has a zero-band-gap property with poor catalytic 

activity. However, graphene offers many benefits for 

electrocatalytic water splitting. When doped, graphene can 

act as an effective catalyst for water splitting. When graphene 

is hybridized with an electroactive component, the following 

benefits occur:

	 •	 The conductivity of the graphene hybrid increases, 
accelerating charge transfer kinetics.

	 •	 It improves the dispersion of the loaded catalyst, 
providing more catalytic sites.

	 •	 It prevents catalyst degradation, aggregation, and 
sintering under severe reaction conditions, thereby
increasing the lifetime of the electrocatalyst.

•	 It regulates the electronic structure of the active center 
due to the combined interaction between graphene and 
transition metal catalysts (TM-Cs), improving their 
catalytic process.

Graphene hybrids for water splitting: Recent studies have 

shown that chemically doped graphene and graphene hybrids 

have superior catalytic activity and stability, making them 

well-suited for hydrogen evolution reactions (HER) and 

oxygen evolution reactions (OER). HER typically occurs 

in acidic electrolytes, while OER occurs in basic media. 

Both HER and OER are especially attractive for bifunctional 

catalysts (Sayama & Arakawa 1997).

From alkaline to neutral pH:  Transition metal clusters 
(TMCs) have been primarily studied as active catalysts in 
several pH environments. They show excellent OER activity
in alkaline media, which is useful for practical applications 
in alkaline water electrolyzers based on TMC bifunctional 
catalysts. In the OER catalyst family, Co-Pi/Co-Bi are the 
only potential catalysts that perform well in neutral media, 
but they are inert for HER. However, the development of a 
systematic bifunctional catalyst for overall water splitting in 
neutral media remains a significant challenge.

Fig. 5: Polymer brush functionalized Janus graphene oxide/chitosan hybrid membranes.
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From monofunctional her/oer electrocatalysts to 

bifunctional catalysts for overall water splitting:  Transition 
metal clusters (TMCs) possess bifunctional activity for 
both HER and OER. To improve the performance of TMC 
catalysts, graphene is considered a star material and is 
coupled with TMCs to create graphene hybrids. These 
hybrids act as bifunctional catalysts, providing superior 
performance for overall water splitting.

Application of Chitosan in Water Splitting

Enzymatic production of water-soluble chitosan: A 

chitinolytic enzyme complex produced by the gram-positive 

bacteria Streptomyces kurssanovii was immobilized on 

macroporous cross-linked chitin via physical adsorption. This 

biocatalyst was used to synthesize acid-free water-soluble 

chitosan with a molecular weight of 2-9 kDa through two-

step hydrolysis. The first hydrolysis, at pH 4.6, produced 

chitosan with a solubility of 22-24 kDa in water, while the 

second hydrolysis at pH 6.2 resulted in acid-free, water-

soluble chitosan (Gamzazade et al. 1985).

Immobilization of chitinolytic enzymes: The chitinolytic 
enzyme complex is produced by the Gram-positive bacterium 
Streptomyces kurssanovii, which is used for the enzymatic 
production of low-molecular-weight (LMW) chitosan 
(Ilyina et al. 1999). Unfortunately, the use of this chitosan 
for biomedical and food applications is restricted due to the 
pyrogenicity of the chitosan, which results from the presence 
of approximately 0.1% (w/w) of the protein enzyme complex.

Protein desorption:  The interaction between the enzyme 
and the polymer matrix complex (PMC) under optimum 
conditions involves weak hydrogen bonds in the chitosan 
solution, which is exposed to the immobilized enzyme 
for hydrolysis. In the first 3 hours, a significant decrease 
in intrinsic viscosity occurs. After the next 24 hours, only 
small changes are observed, but these do not result in LMW 
chitosan. The final product, 24 kDa, has low solubility in 
acid-free water (Tikhonov et al. 1998).

Biocatalytic stability and PMC chitin regeneration: A two-
step chitin hydrolysis method (3 hours at pH 4.6 and 0.5 hours
at pH 6.2) was repeated 80 times, with complete recovery of 
the PMC chitin matrix, allowing further immobilization of 
chitinolytic enzymes (Miller 1959). After a 50% loss of its 
initial catalytic activity, the second-step biocatalyst was used. 
The S. kurssano6ii enzyme complex is utilized in a large-
scale process suitable for the production of acid-free, water-
soluble LMW chitosan, which is physically adsorbed onto a 
stable, macroporous, cross-linked chitin matrix. This method 
allows the production of LMW chitosan oligosaccharides 
with minimal protein contamination.

Application of Graphene in Catalysis

Doped graphene in catalysis:  In several reactions, 

graphene materials are doped with various heteroatoms, 

which are being explored as effective metal-free catalysts 

(Kong et al. 2014). Among these, nitrogen (N)-doped 

graphene has been widely studied. N-doping is frequently 

achieved by reacting graphene oxide (GO) with ammonia 

(Li et al. 2009), lithium nitride (Deng et al. 2014), aniline, 

or by CVD (Wei et al. 2009) and arc discharge methods 

(Li et al. 2010). Nitrogen-doped graphene has most of its 

applications in oxidation-reduction reactions related to fuel 

cells (Lee et al. 2010, Lin et al. 2013). N-graphene behaves 

as an excellent metal-free catalyst for oxidation-reduction 

reactions in alkaline fuel cells. Other catalytic applications 

of N-graphene include the reduction of nitro compounds 

(Kong et al. 2013, Chen et al. 2012), peroxides (Long et al. 

2012), and the oxidation of glucose (Wang et al. 2010) and 

benzyl alcohol (Shao et al. 2010). Like N-graphene, sulfur-

doped graphene is also used as a metal-free catalyst with high 

stability and selectivity in oxidation-reduction reactions. For 

hydrolysis reactions, sulfur-doped graphene exhibits good 

water tolerance and high reactivity. The catalytic applications 

of sulfated graphene include the dehydration of xylose and 

the esterification of acetic acid (Lam et al. 2012, Liu et al. 

2012), among others.

Graphene in photocatalysis:  In photocatalysis, graphene-

based materials have significant applications, including 

reactions such as pollutant degradation, selective organic 

transformations, and water splitting for hydrogen energy 

production, with graphene being used as a photocatalyst 

(Zhang et al. 2012). The hybridization of graphene with 

various metal catalysts helps improve photocatalytic 

performance due to the extended light absorption range, high 

specific surface area, and excellent electron conductivity 

of graphene. By hybridizing graphene oxide with organic 

dyes or photocatalysts, photosensitization can be promoted 

through charge transfer across the graphene interface, 

producing a synergistic effect that enhances catalytic 

transformation.

Application of Chitosan in Catalysis

Chitosan-based Schiff Bases (CSBs): In heterogeneous 

catalysis, the role of CSBs as supports is crucial because 

they can attach catalytically active metal ions or metal 

nanoparticles, which provide effective reusability. These 

supports can be either organic polymers or inorganic 

materials. Polymers that are functionalized or have functional 

groups are preferred over other types of polymers, as their 

chemical interactions help prevent metal ion leaching from 

the support. Inorganic materials, such as silica, require very 
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strong reaction conditions to become functionalized, whereas

chitosan contains inherent NH2 groups that can easily form 

CSBs. In heterogeneous catalysis, chitosan proves to be 

an effective polymeric support due to its biodegradability. 

CSB catalysts are used in C-C coupling (Peng et al. 1998), 

oxidation reactions (Shen et al. 2017), reduction reactions 

(Gong et al. 2012), arylation, and cyclopropanation.

Enzymatic catalysis: The model for any chemical reaction 

aimed at achieving measurable yields under mild, energy-

efficient, low-cost, and safe conditions, with minimal 

separation steps and without the production of toxic or 

harmful substances, is catalyzed by enzymes. Chitosan 

dissolved in dilute organic acid solutions readily precipitates, 

forming inclusion complexes. Enzymes can be chemically 

attached to chitosan through reactive groups (-OH and –

NH2). Chitosan is non-toxic, has high protein affinity, and 

is also inexpensive (Zhao et al. 2015).

Limitations

•	 Graphene and chitosan in water splitting, particularly 
in hydrogen production, face stability challenges such 
as scalability, cost-effectiveness, and durability.

•	 Graphene has a high production cost, and its catalytic 
activity decreases over time.

•	 Chitosan is renewable and biodegradable, but it suffers 
from stability issues under water-splitting conditions.

•	 Chitosan has partial durability and large-scale cost 
execution challenges.

FUTURE PERSPECTIVES

Graphene and chitosan show promise for future research 
and development across various fields, including advanced 
biomedicine, sustainable technology, energy revolution, smart 
materials, high-performance composites, nanotechnology, 
digital transformation, and environmental remediation. 
Overall, graphene and chitosan hold significant potential for 
addressing global challenges and driving innovation across 
numerous sectors in the years to come.

CONCLUSIONS

The review highlights that the photocatalytic activity of 
graphene can be enhanced for water splitting when graphene 
is doped with various metals such as H, N, P, B, and S, 
which opens the band gap of graphene-based materials. The 
photocatalytic activity of graphene can further be improved 
by adding small amounts of metal nanoparticles to graphene-
based materials. Graphene, with its good chemical stability, 
can reduce catalyst bleaching, aggregation, and sintering 

under reaction conditions. Graphene-based materials 
and hybrids are beneficial for overall water splitting.
From the above discussion, it is clear that chitosan and its 
composite materials can be functionalized with considerable 
control. Chitosan is also useful for enzyme immobilization 
and enzymatic catalysis due to its low cost and non-toxic 
nature. Additionally, chitosan is employed as a biocatalyst 
for PMC chitin regeneration.
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      ABSTRACT

Geopolymers are an alternative and sustainable substitute for ordinary Portland cement 

(OPC) Geopolymers are being investigated as supplementary cementitious materials to lower 

carbon dioxide emissions in the building sector. To lower emissions, geopolymer concrete 

also improves the environment by substituting OPC with supplementary cementitious 

materials. In addition to keeping waste out of landfills, it produces lightweight, environmentally 

friendly building materials that fit the circular economy model. Geopolymer concrete reduces 

global warming as compared to traditional OPC concrete, offering sustainable solutions 

for construction applications and mitigating carbon dioxide emissions, thereby promoting 

sustainable development in the construction sector. In the building sector, geopolymer 

materials provide environmentally friendly substitutes for OPC materials by enhancing water 

absorption, lowering carbon dioxide emissions, and fostering environmental sustainability. 

In terms of mechanical qualities, robustness, and environmental sustainability, geopolymers 

have demonstrated encouraging outcomes.

INTRODUCTION

In the construction industry, the use of cement as a binding 

building material has enormous and serious impacts on 

the environment. Its preparation in the kiln takes place 

when the raw materials are heated for clinker production. 

However, firstly, these raw materials, because of their 

extraction from the environment, become reduced, and 

secondly, during the process of cement manufacturing, the 

large amount of energy usage produces a large amount of 

carbon dioxide, which causes an increase in temperature 

around the world, leading to global warming and influencing 

drastic effects on the environment, climate change, rising sea 

levels, pollution, severe health issues, and other global issues. 

The cement industry emits 8 percent of greenhouse gases; 

however, to keep global warming to 1.5°C and safeguard 

public health and welfare, immediate action is required. 

To ensure a sustainable future, carbon dioxide emissions 

must be reduced. So, to prevent these issues, there is a need 

to use industrial waste, such as fly ash or slag, because 

of their harmful nature. It is better to reuse them, so they 

react with alkaline solutions and generate the binding gel. 

However, supplementary cementitious materials, which are 

solid wastes that include aluminosilicate, can effectively 

substitute cement. They improve the properties of hardened 

concrete such as geopolymer (alkali activated) materials (de 

Oliveira et al. 2022), i.e., they are healthier, and more durable 

in both acidic and alkaline solutions, and because of their 

ability to absorb water, they can resist changes in temperature 

as well as freeze-thraw cycles (Alahmari et al. 2023) high 

mechanical strength, sustainable for the environment, lesser 

carbon dioxide emissions from these gases, and lower energy 

use (Chen et al. 2010, Mohamad et al. 2022, Sbahieh et al.

2023) with lower permeability, improving strength, and 

making concrete mixtures more cost-effective. It had been 

suggested that artificial binders, rather than natural stones, 

were used in the construction of the pyramids. Rather than 

being organized in layers like calcium remains, the blocks 

were arranged like an artificial binder (Davidovits & Cordi 

1979). Geopolymers are long-range, covalently bonded, 

non-crystalline networks made of inorganic ceramic and 

aluminosilicate; certain blends of geopolymers contain 

octahedral fragments. Their network structure is three-

dimensional, and they are inorganic polymers consisting of 

Al-O and Si-O in tetrahedral form linked with an oxygen 

bridge (Wan et al. 2017). To generate geopolymers based on 
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the chemical nature of these polymers, Davidovits proposed 

the term poly (sialate) as shown in Table 1. Sialate, which 

stands for silicon-oxo-aluminate, is made up of tetrahedra 

of SiO4 and AIO4 joined by oxygen atoms.

RAW MATERIALS FOR GEOPOLYMERS 

PRODUCTION

Clay minerals and other raw materials with high silica and 

alumina contents are used in the production of geopolymers. 

Because of its cohesive and pliable earthy structure, clay, 

an aluminosilicate salt with small particles, is an appropriate 

precursor for the synthesis of geopolymers.

Metakaolin, as shown in Table 2, a mineral, is a popular 

starting material for geopolymerization due to its predictable 

properties and chemical makeup. The natural minerals in 

which silica and alumina are present are more than 65% in the 

earth’s crust. MK is essentially a pozzolanic substance made 

from kaolin clay employing high-temperature calcination. 

When compared to OPC, metakaolin geopolymers improve 

mechanical properties, workability, and resistance to heat, 

corrosion, and water. When compared to alternative binding 

materials, they offered improved compressive and flexural 

strength. Even though metakaolin is a key product, its 

production is unable to keep up with the world’s demand for 

pozzolanic ingredients used in the manufacturing of cement 

and concrete. The geopolymerization of Al-Si minerals and 

clays, such as metakaolin and kaolinite, takes place (Xu & 

Van Deventer 2000). Metakaolin is the starting material for 

geopolymerization, but it is too soft and has too many water 

requirements. The thermal and mechanical processing of 

kaolin can increase its reactivity and surface energy while 

decreasing its crystallinity. This method can decrease gases 

and pollution i.e. released in heat treatment.

Despite their benefits, metakaolin-based geopolymers 

have restrictions in the areas in which they can be used due 

to their low mechanical strength and high water requirements. 

Much work has been done in the last few decades on the 

geopolymerization of Al-Si minerals and clays, especially 

metakaolin and kaolinite. However, these raw materials are 

naturally occurring and are primary sources. So, the usage of 

secondary raw materials such as fly ash, GGBS, etc. 

Table 1: Classification of geopolymers based on sialate composition and Si:Al ratios.

Polymer Type Chemical Composition Si:Al Ratio

Poly (sialate) Silicon-oxo-aluminate 1

Poly (sialate-siloxo) Silicon-oxo-aluminate with siloxo 2

Poly (sialate-disiloxo) Silicon-oxo-aluminate with disiloxo 3

Table 2: Primary raw materials.

Aluminosilicate source material Uses

Metakaolin

(2SiO2· Al2O3)

The thermal treatment of kaolinite at 600–800°C leads to the collapse 

of the original clay structure and the formation of metakaolin.

In ceramics production, but is used as cement in 

concrete replacement.

Raw

Materials

Amorphous 
Volcanic 

glass

or

perlite
Rice husk 

ash

(RHA)

Microsilica

or

Silica Fume

Red mud

Blast 
Furnace slag

(BFS)

Granulaed 
blast furnace 

slag

(GBFS)

Fly ash

(FA)

waste glass 
and steel 

slag

Fig. 1: Raw materials for Geopolymer production.
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Their nature is harmful, so it is better if we use and 

recycle them. And use them as a replacement for cement 

for construction purposes in buildings. However, these 

raw materials from aluminosilicate sources were created 

artificially, and although any silicate or hydroxide can 

be used, sodium hydroxide and sodium silicate are the 

main alkaline activators. Fly ash and blast furnace slag 

are examples of industrial wastes and products that can be 

used as raw materials to produce geopolymers in a more 

for geopolymer ecologically responsible way. On the other 

hand, the final product’s strength, setting times, slump, and 

shrinkage can all change if contaminants are included. 

Fly ash, as shown in Fig. 1, an anthropogenic element 

obtained by industrial waste from coal-fired power plants, 

is a valuable material for geopolymer synthesis due to its 

low water demand, high workability, and easy availability. 

The primary constituents of fly ash (FA) are SiO2 and Al2O3 

as shown in Table 3. It poses environmental issues. It is 

separated into two classes: Class F fly ash and Class C fly 

ash. Class F fly ash is a low-calcium fly ash derived from 

bituminous coal or anthracite, which is pozzolanic. Class 

C fly ash is a high-calcium fly ash derived from lignite 

or sub-bituminous coal. It possesses self-cementing and 

pozzolanic qualities. FA’s special qualities, like its mix 

of silicate and alumina, can be utilized in the synthesis of 

geopolymers (Guo et al. 2017), and its uses in construction, 

road replacement, brick production, and soil stabilization. 

So, to protect the environment, it is better to reuse it. 

Despite its availability worldwide, its utilization is limited. 

Geopolymerization can be an effective method to use fly 

ash, considering its heterogeneous nature and low reactivity. 

Mechanical activation and metakaolin addition can make fly 

ash an appropriate base material for geopolymers with high 

mechanical strength and enhanced durability (Duxson et al. 

2007, Rangan 2008).

Granulated blast furnace slag (GBFS) as shown in Fig. 1, 

is an iron-making byproduct that is glassy and granular and 

contains SiO2, CaO, Al2O3, and MgO as shown in Table 3. 

For more than 75 years, it has been utilized as a substitute 

material for the manufacturing of cement and geopolymeric 

systems (Duxson et al. 2007). At 0°C, it can still attain 

ideal reaction rates. Mix reactivity, strength, resistance to 

sulfate, and mineral structure are all enhanced by GBFS. 

(Katarzyna et al. 2020) Clinker requirements were decreased 

by using blast furnace slag in place of cement. Because of 

its high alumina and silica concentrations, it may also be 

used to produce geopolymers, providing a greener method 

of building.

Blast-furnace slag (BFS) as shown in Fig. 1, is produced 

by blast furnaces using iron ore, coke, and limestone to 

produce iron. Slag is removed, iron is transformed, and 

cooling occurs. The clinker requirements decreased with it.

Red mud (RD) as shown in Fig. 1, is a by-product of the 

Bayer process, which uses sodium hydroxide to dissolve

bauxite into alumina. It is composed of both metallic and 

solid oxides, with iron oxides making up more than 60% 

of its mass (Singh 2018). It is also an industrial waste 

generated during alumina extraction. Red mud leaching can 

be reduced by using geopolymers. It is appropriate for the 

manufacturing of geopolymers because of its high alkalinity 

and alumina content. Red mud geopolymers can also be 

utilized to make high-quality paving blocks when employed 

as cementitious materials in the construction of roads. Red 

mud (RM) is produced over 1 to 2.5 tons for every tonne of 

alumina extracted from bauxite. Its iron oxide content, which 

ranges from 20% to 60%, gives it its red color. Researchers 

investigated the use of RM in alkali-activated binder 

formulations and OPC production. It has been demonstrated 

that adding a tiny amount of RM to cement could improve 

its mechanical qualities.

Microsilica, or silica fume, as shown in Fig. 1, is a 

valuable by-product of ferrosilicon and silicon alloy 

production. Its compact size reduces permeability and 

increases strength, durability, and density by filling voids 

in the microstructure. Both natural and artificial sources 

could yield SF, a highly reactive pozzolan with chemical, 

mineralogical, and physical characteristics. It is a useful 

additional material for geopolymers in concrete applications 

due to its nano-porous formation. The addition of silica 

fume improved the properties of geopolymers and offered 

sustainable substitutes.

A filler known as rice husk ash (RHA), as shown in 

Fig. 1, is a byproduct of processing and growing rice that has 

special pozzolanic qualities and a high silica concentration. 

It is made by calcining rice husks, which poses a risk to the 

environment. When RHA is burned in a boiler, 100 kg of 

husks give 25 kg. The chemical composition is sensitive to 

the conditions of combustion; unburned carbon results in a 

grayish-black color and small, fine particles ranging in size 

from 3 to 75 µm (Singh 2018). In concrete, it could be applied 

to increase workability, decrease permeability, and lengthen 

the setting time. The potential of geopolymers to improve 

mechanical properties, durability, sustainability, and lower 

production costs when compared to regular polyethylene 

(OPC) intrigued RHA.

Amorphous volcanic glass, or perlite, as shown in Fig. 1,

is a raw material used in the manufacturing of geopolymers. 

In agriculture, perlite, which is high in SiO2 and Al2O3 as 

shown in Table 3, is utilized as a water absorbent. But it’s 

waste because of its porosity or tiny particle size. Waste 
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geopolymerized perlite can be utilized alone as a thermal 

insulator or in combination with fly ash to create building 

materials and immobilize hazardous waste (Vance et al. 

2009).

Waste glass, silica fume, and steel slag as shown in 

Fig. 1, are the materials that include amorphous structures 

and a large amount of silicate and aluminum components. 

Metakaolin and other waste materials can be added to 

geopolymer-based constructions to make them better. 

Particle fineness, oxide concentration, and composition of the 

amorphous phase all affect the microstructure of geopolymer 

materials (Helmy 2016). To generate a three-dimensional 

network of silico-aluminate, the geopolymer binding 

process involves dissolving aluminosilicate precursors to 

form reactive particles, restructuring and altering structures, 

releasing water, and polymerization/polycondensation. 

Aluminosilicate powder and an alkali solution are combined 

to create a geopolymer, which is a gel-like material with 

remarkable qualities like low density, high strength, thermal 

stability, fire resistance, and chemical resistance. These non-

polluting materials can have their excellent adhesive qualities 

enhanced by adding carbon fiber reinforcement.

In the geopolymerization reaction, as shown in Fig. 2, the 

waste products containing aluminosilicate mix with alkaline 

activators like sodium hydroxide or KOH and sodium silicate 

or potassium silicate. However, when Si-O-Si bonds break 

aluminum atoms penetrate them to form aluminosilicate 

gel. With more alkali, these gels harden into a geopolymer 

cement. This cement is mixed with aggregate and water to 

form geopolymer concrete. In geopolymerization, activator 

solutions play a critical role in promoting reactions and 

establishing the structure of the material. Strongly alkaline 

activators promote stable hydrates with limited solubility 

by accelerating the dissolution of aluminosilicate. Their 

chemical and physical characteristics have a big impact on 

the way the activated material performs. Alkali activators 

play a crucial role in the activation process of geopolymer 

materials, influencing their alkalinity, durability, resistance to 

Table 3: Raw materials and their composition.

Raw Material Composition The cement replacement percentage of these raw materials

Fly ash SiO2, Al2O3, Fe2O3and CaO      15-30% 

GBFS CaO, SiO, Al2O3, MgO Normal conditions 40-50% and for marine conditions 50-60%

BFS CaO, SiO2, Al2O3, small quantity of 

Fe, Ti, Mg and Mn (Li et al., 2022)

50-85% Gruyaert et al. 2013)

Red mud Fe2O3,Al2O3,TiO2 20% (Viyasun et al. 2021)

Microsilica SiO2 main impurities  C, SiC, and 

oxides of alkaline (earth) metals   

5% and 15% (Tak et al. 2023)

Rice husk ash (RHA) 90% Si, 5% C, 2% K2O 5% partial replacement of cement with RHA for structural concrete

15% for non-structural construction (Singh 2013) 
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Fig. 2: Mechanism of Geopolymer Concrete.
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characteristics, and resistance to chemical attacks Waste 

products such as silica fume, fly ash, and blast furnace slag 

can be used to make them. Recent investigations concentrate 

on improving qualities and broadening usage, providing a 

useful and sustainable substitute for conventional concrete 

(Xu et al. 2022). Geopolymers are being investigated as 

sustainable substitutes for conventional concrete because 

of their superior mechanical qualities and tolerance to high 

temperatures. They use waste materials as binders and 

lower carbon dioxide emissions. Geopolymer composites 

have promising qualities, are long-lasting, and have many 

beneficial applications. They are cost-effective, satisfy 

specification standards, and show resistance to acid, 

carbonation, and high temperatures (Noviks 2023). In this 

study, the research approach to geopolymers-alumino-

silicon gels manufactured from natural and artificial 

mineral components from Latvia-such as sand, clay, wood 

ash, and brick waste examined. Using sodium silicate and 

sodium alkali solutions, the study sought to ascertain that 

the content of the interacting components affected the 

geopolymer formation process at constant exposure factors. 

They concluded that geopolymers are inexpensive, green 

materials with superior mechanical, thermal, and chemical 

characteristics. Because composite geopolymer materials 

perform better, researchers are now concentrating on them. 

Because of their high specific surface area, porous structure, 

ion exchange capabilities, and compressive strength, 

geopolymers perform exceptionally well in adsorption. They 

are perfect for industrial uses in wastewater treatment, waste 

gas treatment, purification, separation, and pigment removal 

because of their high porosity, which enables pollutant 

interception and increased surface area. 

chemical attacks, and strength growth. Aluminosilicates are 

polymerized by it, resulting in GPC. The Si and Al atoms 

dissolved in alkaline solutions and were then reassembled 

into the geopolymeric network. The microstructure, 

mechanical characteristics, and activation efficiency of 

the material were all influenced by the type of activator 

used; sodium-based activators exhibit higher levels of 

efficiency. Research indicated that potassium compounds, 

as opposed to NaOH, can raise alkalinity in geopolymer 

systems. While acidic activators are sometimes used to 

activate geopolymers, alkali activators are typically used to 

do so. It was preferable to use acid-based activators rather 

than alkaline ones, which are formed from phosphate or 

humic acids. Phosphoric acid and aluminum phosphate-

based activators were two common phosphate-based 

activators. Silicate solutions, carbonates, and activators 

based on sodium or potassium are frequently utilized 

because they are readily available and reasonably priced. 

Sodium waterglass, ash from solid waste, and organic 

material can also be employed as activators; however, 

sodium-based activators exhibit higher activation efficiency 

in the formation of FA. In geopolymers, alkali activators 

are frequently utilized, while acidic activators are also

used in some compositions. The MK-based geopolymer 

exhibits better mechanical properties, increased temperature 

resistance, and compressive strength of up to 93.8 MPa. 

Geopolymers with phosphoric acid as a base could act as 

heat- or fire-retardants (Tchakouté & Rüscher 2017).

PROPERTIES OF GEOPOLYMERS 

An eco-friendly as shown in Fig. 3, cementless binder 

geopolymer with superior strength, strong mechanical 

lower carbon 

foot print , 

global warming 

and low costs 

and sustainable 

uses 

waste 

materials

ecofriendly

Fig. 3: Geopolymer cement.
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Geopolymers can have their surface charge and pore size 

changed to accommodate different purposes. Nevertheless, 

this characteristic necessitates high levels of alkali activator 

usage, high environmental conditions, and great experimental 

precision. This results in higher expenses and emissions, 

which makes the practical use of geopolymers difficult. New 

materials are being developed to address these challenges. 

The components of geopolymers have a considerable impact 

on material qualities, necessitating continued research and 

development. To create a thorough theoretical system, 

variables such as the ratio of raw materials and coupling 

agents should be investigated. Similar in structure to zeolite, 

geopolymers can be made from pure chemicals or naturally 

occurring minerals. Flat membranes, tubular membranes, 

multi-channel membranes, and single or multiple geopolymer 

membranes are only a few of the industrial uses for them. 

To apply geopolymer innovation to real-world uses, more 

study is required in the areas of performance, cost, emissions, 

and practical application (Noviks 2023). Recent studies 

have demonstrated the potential uses of metakaolin-based 

geopolymers as environmentally friendly building materials 

because of their quick coagulation, superior resilience, and 

compact structure which can be further increased by the 

appropriate use of cement. Applications include materials for 

pavement repair, heavy metal curing, silt solidification, and 

soil stability (Dai et al. 2023). With room temperature curing, 

the metakaolin-based geopolymer was created as a quick 

repair material. Improvements in bulk density, flowability, 

mechanical qualities, and consistency were achieved by 

adding Portland cement. The geopolymer’s strength was 

shown to be enhanced by a 40% cement component. Cement 

exhibited its promise in on-site geopolymer construction 

as the modified geopolymer created a compact skeleton 

structure (Wei et al. 2023). 

COMPRESSIVE STRENGTH OF GEOPOLYMERS

Geopolymers the composite materials known for their 

exceptional mechanical strength, endurance, stability in 

acidic and alkaline conditions, and heat resistance. A few 

examples of the variables that affect their compressive 

strength are the water content, contaminants, alkaline 

activator concentration, activator weight ratio, and curing 

temperature. Higher curing temperatures and periods are 

preferred for high-strength geopolymers with Si/Al ratios. 

On the other hand, contaminants and greater water content 

may weaken its compressive strength (Castillo et al. 2021, 

Teo et al. 2023).  The advancement of geopolymers with high 

compressive strength will help the building, geotechnical, 

and architectural industries. The weight ratios of the activator 

to the binder and the sodium silicate to the NaOH determine 

the compressive strength of geopolymers. The goal of this 

work is to predict the qumax by utilizing the chemical 

compositions of binders that combine SiO2, Al2O3, and

CaO (Teo et al. 2023). The compressive strength of zeolite-

based geopolymer which is made with different alkali to 

zeolite ratios and curing temperatures investigated in this 

work. The findings indicate that A/Z and curing temperature 

have a major impact on strength values, with 60°C being 

the optimal temperature for strength (Djamaluddin et 

al. 2022). An alternative to concrete manufacturing that 

produces less pollution is geopolymers, which are made 

by combining aluminosilicates with an alkaline solution. 

Tailings from copper flotation can be utilized as a starting 

material to make geopolymers, which have both financial 

and environmental advantages. The alkaline activator impact 

determined on the compressive strength of geopolymers 

based on copper flotation tailings was investigated at the 

Sustainable Mining Research Center (CIMS) of Engineering 

Consulting Company JRI. The highest compressive strength 

was found in 100% sodium silicate (SS) geopolymers, which 

reached 36.46 MPa after 7 days of curing at 90°C. The two 

geopolymers were impermeable and non-toxic. (Castillo et 

al. 2022). The impact of sodium silicate (Na2SiO3) on fly 

ash type F (low calcium) geopolymerization is examined 

in this work. Three sources of fly ash from power plants 

were characterized using varying quantities of Na2SiO3.

The 32% Na2SiO3 produced the best geopolymer, with a 

compressive strength of 21.62 MPa and a setting time of 

30 hours (Hidayati et al. 2021). In comparison to Portland 

cement concrete, geopolymer concrete has many benefits, 

such as increased fracture energy, corrosion resistance, 

superior bond strength, and stability at high temperatures, 

because of its polymer formwork. Based on compressive 

strength, research utilizing the finite element method and 

the 3D ATENA program determines ductility values. The 

highest ductility value was found in specimens at 25 MPa, 

with a value of 5.33, and in specimens at 45 MPa, with 

a value of 3.39 (Aziz et al. 2022). Geopolymer concrete, 

which employs industrial or agricultural by-product ashes 

as binder materials instead of Portland cement, is one 

way that the concrete industry is trying to become more 

environmentally friendly. The compressive strength of 

geopolymer concrete is affected by many factors, including 

an alkaline solution to binder ratio, binder type, chemical 

composition, aggregate, alkaline solutions, curing regime, 

and specimen age. A systematic assessment was carried 

out to determine the effect of these parameters on fly ash-

based geopolymer concrete (FA-GPC), and multi-scale 

models, such as artificial neural networks, were developed 

to predict the compressive strength of FA-GPC composites 

(Ahmed et al. 2023). A prediction model for the compressive 



423GEOPOLYMERS FOR CO₂ EMISSION REDUCTION

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

strength of geopolymer concrete is provided in this study, 

emphasizing the significance of different components and 

curing times. Variables including hydroxide concentration, 

the ratio of alkaline liquid to geopolymer solids, the ratio of 

sodium hydroxide to sodium silicate, temperature, curing 

time, water/geopolymer solids ratio, age, binder fineness, 

rest duration, admixtures, and aggregates are identified in the 

study (Faluyi et al. 2022). The composition and strength of the 

geopolymer paste and mortar specimens are the primary fields 

of investigation in this work. According to the investigation, 

the maximum compressive strength of 12.59 MPa and 21.75 

MPa at 28 days was obtained at 12M NaOH molarity and an 

alkaline ratio of 2.5. The study also discovered that longer 

setting times are caused by higher alkaline ratios and NaOH 

molarity. Green materials geopolymers have the potential 

to take the place of conventional cementitious materials 

(Chairunnisa & Nurwidayati 2023). For concrete, a building 

material, to perform as intended, a mixed design is needed. 

An alkaline solution is needed for the polymerization process 

in geopolymer concrete, an environmentally acceptable 

substitute for Portland cement that uses fly ash instead. 

Although there are no regulations governing mix design for 

geopolymer concrete, modeling can be done using the data 

already available. Concrete compressive strength is negatively 

impacted by water and NaOH, according to a regression model 

with a standard error of 9,60179 that was created using SPSS 

multiple linear regression (Karongkong et al. 2022). Because 

of its lower carbon dioxide emissions than Portland cement, 

geopolymer has gained popularity as a substitute. Because 

of its low cost and potential, fly ash (FA) is the most widely 

utilized binder material for geopolymer concrete. Using 247 

experimental datasets, this study created multiscale models 

to forecast the compressive strength (CS) of fly-ash-based 

geopolymer mortar. The models were assessed using R2, 

RMSE, SI, OBJ, and other statistical measures. The alkaline 

liquid-to-binder ratio and the SiO2% of FA were the most 

useful characteristics in the NLR model, which outperformed 

the LR and MLR models (Ahmed et al. 2022).

ADVANTAGES OF GEOPOLYMERS OVER 

TRADITIONAL CEMENT 

Because of their improved mechanical and physical qualities, 

geopolymers are a sustainable substitute for conventional 

cement. They offer good mechanical and thermal qualities, 

are safe for the environment, and can be used as building 

materials (Kočí & Černý 2022). Waste binders used in geo-

polymer composites provide excellent mechanical strength 

and resistance to corrosion. In addition, they are inexpensive 

and emit less CO2. To reinforce and fill gaps and cracks, 

grouting technology entails pumping a slurry made of cement 

into these areas. Although cement-based materials have many 

applications, high strength, and low cost, they also have high 

water separation rates, poor stability, and lengthy setting 

times. Made from industrial waste leftovers and volcanic 

ash, geopolymer materials have drawn interest due to their 

environmentally friendly qualities. Geopolymer materials are 

environmentally friendly, use little energy, and are efficient 

in recovering and reusing industrial waste residue. The char-

acteristics of geopolymer grouting cementitious materials 

are significantly influenced by temperature. The impact of 

these variables on the characteristics of geopolymer grouting 

cementitious materials is thoroughly investigated (Yang 

2022). Threats to current and future construction come from 

rising sea levels and erratic weather. Due to its lightweight, 

corrosion resistance, and magnetic neutrality, geopolymer con-

crete has drawn interest from researchers. Owing to the lower 

pH of alkali-activated materials compared to regular Portland 

cement, future projects requiring environmental proofing may 

find it feasible to use a dual system of suitable concrete and 

reinforcing bars (Pradhan et al. 2022). Compared to regular 

concrete, geopolymer concrete has greater strength, flexibility, 

and durability. In this work, ground granulated blast furnace 

slag and sugar cane bagasse ash are combined with alkaline 

liquids for reactivity to substitute ordinary Portland cement. 

Using the Taguchi method, the binder content, molarity, and 

alkaline activator-to-inder content ratios were the main areas 

of attention for geopolymer concrete optimization (Hadi et 

al. 2017). A dependable and long-lasting building material, 

concrete accounts for 5-7% of global CO2 emissions. A recent 

innovation is geopolymer concrete (GPC), which is made 

from fly ash, powdered granulated blast furnace slag, and 

silica fume. When compared to traditional concrete, GPC is 

less expensive and provides superior resistance to chemical 

attacks as well as strong early strength. The environment, 

human health, and land scarcity can all benefit from the reuse 

of industrial waste materials in GPC manufacture (Kakasor et 

al. 2022). When used as a binder, geopolymer concrete (GPC), 

which uses marginal materials like fly ash and ground-gran-

ulated blast furnace slag (GGBS), is a sustainable alternative 

to conventional concrete. According to the study, GGBS 

enhanced strength rapidly, peaking at 81.43 MPa after 28 

days. GPC was a high-resistance substitute for traditional 

concrete since it was resistant to water and chemicals and had 

a higher molarity. This environmentally friendly substitute for 

cement composites is essential for cutting carbon emissions 

(Bhikshma et al. 2012).

COMPARISON OF GEOPOLYMERS AND 

ORDINARY PORTLAND CEMENT IN TERMS  

OF CARBON DIOXIDE EMISSIONS 

Concrete, a widely used construction material, has become 

less environmentally friendly due to its high CO2 content in 
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the Portland cement manufacturing process. To replace OPC, 

fly ash is being used as a substitute. Geopolymer concrete, 

with 0% cement content, can reduce carbon emissions by up 

to 56.02% compared to normal concrete, which contains 

552.22 kg. This innovative approach is based on the A1-A3 

carbon factor value (Setiawan et al. 2023). Although Portland 

cement (PC) is a commonly used material in civil 

infrastructure engineering, 8% of global emissions are 

attributed to its manufacture. The utilization of agro-

industrial waste (AIW) in cement-based products is

examined. Geopolymers (GPs) have the potential to replace 

PC in the building industry entirely or in part, while also 

lowering carbon dioxide emissions. AIW and an alumina-

silicate phase are combined in GP technology to create GP-

cement, which has exceptional mechanical and durability 

properties. The mechanical qualities, longevity, and 

environmental sustainability of AIW-based geopolymer 

composites are encouraging, indicating that they have great 

potential as building materials in the future (Alawi et al. 

2023). To evaluate sustainability and identify environmental 

practices, this study examines the last seven years of research 

on geopolymer concrete. For SOx and NOx, the study 

indicated that emissions ranged from 1,865 g-SOx/m
3 to 

1,161 g-NOx/m
3, respectively. Nominal CO2-e equivalent 

emissions were observed to vary from 56 to 661 kg-CO2/m
3. 

For upcoming geopolymer research, the report suggests a 

straightforward way of determining the nominal carbon 

dioxide emissions value (Talaat et al. 2023). Climate change 

is seriously threatened by the carbon-intensive process used 

in the production of Portland cement (OPC), which produces 

large amounts of CO2 emissions. Carbon footprints may be 

decreased by using geopolymer, a binding material derived 

from industrial by-products like fly ash and GGBS. However, 

because of the risks associated with handling and mixing, it 

has not been extensively used. One-part geopolymer concrete 

emits about 65% less CO2 and 23% less than OPC concrete, 

according to research comparing it with OPC and other forms 

of concrete (Neupane 2022). The emission of carbon dioxide 

from Portland cement, the world’s most popular product, 

leads to pollution and climate change. A greener substitute 

is geopolymer cement, which is made from industrial waste 

that is high in silicon and aluminum. This study examines 

the mechanical characteristics, performance, and features of 

geopolymer concrete and concludes that it is on par with or 

superior to Portland cement in certain areas. Geopolymer 

exhibits great potential as a material of choice in the future 

(Ahmed et al. 2022). The carbon dioxide emissions from 

Portland cement, a common building ingredient, contribute 

to global warming. Alternative binders are required for the 

manufacturing of concrete to prevent this. A study employed 

an alkaline solution and a thermal power plant to make a 

low-calcium fly ash-based geopolymer. An alkaline solution 

to fly ash ratio enhanced the strength of the geopolymer 

concrete, indicating the possibility of using different binders 

while making concrete (Ryu et al. 2013). Ten percent of 

global warming is caused by the extremely energy-intensive 

building ingredient known as Portland cement (PC). 

Researchers are researching environmentally friendly and 

sustainable concrete substitutes, such as geopolymer concrete 

(GPC), which is stronger and more durable than regular 

concrete. Because of its workability and comparable strength, 

GPC is a green building material that lowers CO2 emissions 

and has shown effectiveness in structural applications. The 

mechanical qualities of GPC concrete are on par with or even 

superior to those of PC concrete, although many variables 

can impact its microstructure (Saeed et al. 2022). For fifty 

years now, concrete material that is widely used because of 

its affordability, adaptability, and water resistance has been 

crucial to the development of the world. Nonetheless, the 

process of making cement, which mostly entails burning

fossil fuels and decarbonizing limestone, increases carbon 

dioxide emissions. Reduced use of Portland cement is made 

in preference to geopolymer concrete and fly ash, two lower-

temperature alternatives, to protect the environment. This 

creative invention provides a low-cost, greener substitute for 

traditional concrete. According to the study, geopolymer 

concrete has the potential to be a sustainable substitute for 

regular Portland cement concrete because it may be utilized 

in similar circumstances (Farooq et al. 2021). In comparison 

to traditional OPC concrete, sustainable geopolymer concrete 

combinations have lower thermal energy and CO2 emissions, 

according to a life cycle analysis. The mixtures with fly ash 

binder and sodium silicate had the lowest CO2 emissions and 

thermal energy consumption. Alternatives to sodium 

hydroxide, a major source of energy and CO2 emissions, are 

being investigated by researchers (Saidjon & Bakhrom 

2021). Because of its significant CO2 emissions, Portland 

cement is one of the main greenhouse gas emissions and is 

being reduced. A well-liked substitute, geopolymer, gained 

attention for its qualities of fire resistance, low permeability, 

chemical resistance, and compressive strength. It investigates 

the microstructure and strength of fly ash and metakaolin-

based geopolymers (Barbhuiya & Pang 2022). The fire 

resistance of geopolymer concrete, an environmentally 

friendly building material, has been investigated because of 

its special three-dimensional mesh structure. This study 

examines the inorganic geopolymer concrete’s static 

characteristics at high temperatures, emphasizing the 

necessity for more investigation into the material and 

structural design requirements before the material’s use in 

engineering construction (Zhu & Zha 2023). The study 

investigates the application of geopolymer concrete, a fly 
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ash-based substitute for traditional concrete, to strengthen it 

and address environmental issues. Comparing geopolymer 

concrete to ordinary concrete, the study discovered that it 

had a slightly lower Poisson’s ratio but a greater modulus of 

elasticity, splitting tensile strength, and compressive strength. 

This creative method provides a sustainable substitute for 

conventional concrete (Indriyantho et al. 2023). Because of 

its better mechanical qualities, geopolymer concrete low-

carbon and environmentally friendly substitute for 

cementitious composites drew attention. The potential of 

fibers to increase compressive strength, splitting tensile 

strength, flexural strength, and fracture toughness lies in the 

analysis of the types and characteristics of fibers employed 

to increase the toughness of geopolymer concrete. The kind 

of fiber determines the ideal fiber volume rate, and aspect 

ratio and hybrid fiber combinations have a big influence on 

the geopolymer concrete’s characteristics (Wang et al. 

2023). This study investigates the use of fly ash, silica fume, 

manufactured sand, and ground granulated blast furnace slag 

as fine aggregate and binder in high-strength geopolymer 

concrete (HSGPC). The mix design methodology produced 

a maximum compressive strength of 104 MPa at 28 days, 

and all concrete grades showed promising mechanical 

properties. Microstructural analysis revealed a dense 

microstructure of various gel formations, and the 

environmental impact assessment of HSGPC revealed a 90% 

lower carbon emission than conventional concrete (Jagad et 

al. 2023). Fly ash, aggregates, and an alkaline activator are 

the three components of geopolymers, which were developed 

in response to environmental concerns. Fiber reinforcements 

made of carbon, basalt, glass, cotton, and PVA fibers are 

examples of recent innovations that concentrate on 

mechanical qualities and appropriate substitutes (Jat et al. 

2022). A green substance, geopolymer recycled aggregate 

concrete (GPRAC), uses recycled aggregates in place of 

Portland cement. By altering the curing temperature, utilizing 

various precursor materials, including fibers and 

nanoparticles, and establishing ideal mix ratios, it is possible 

to enhance the material’s mechanical qualities, durability, 

and microscopic features. GPRAC can help modern society 

move toward low-carbon and green development by lowering 

carbon emissions, energy loss, and environmental 

degradation. In order to offer recommendations for the 

implementation of GPRAC in geopolymer concrete, the 

research examines variables including curing temperature 

and the amount of recycled aggregate included (Zhang et al. 

2023). 

New substitute materials, such as Alccofine-1203(A), 

Metakaolin (MK), and Ground Granulated Blast-furnace 

Slag (GGBS), have been developed as a result of recent 

research in concrete technology. To create a geopolymer 

concrete mix, this study examined the interactions between 

the microstructure and the chemistry of the materials. 

Finer particles decrease voids and boost concrete strength, 

according to the study. SEM and EDAX were used to 

examine the microstructure of the mix, and the results 

showed good interlocking qualities that have a direct effect 

on the mechanical properties of the concrete (Karthikadevi 

& Saraswathi 2023). The mechanical characteristics of 

geopolymer concrete with a somewhat low alkali activator 

are examined in this study, with particular attention paid 

to the following: bond strength, shear strength, flexural 

strength, elastic modulus, compressive strength, and split 

tensile strength. The fly ash and alkaline activator ratios 

were changed during the experiment. The outcomes 

demonstrated that higher than 19 MPa could still be 

produced using geopolymer concrete with a 4% alkaline 

activator (Romadhon 2022). This study investigates the use 

of fly ash geopolymer concrete (GPC) instead of ordinary 

Portland cement (OPC) in the building sector, emphasizing 

the material’s durability and mechanical qualities as well 

as its capacity to lower CO2 emissions (Shebli et al. 2023). 

As a result of aggregate quarrying and Portland cement 

production’s energy inefficiency, the building industry 

is moving toward environmentally friendly materials. 

Geopolymer concretes can be made using construction and 

demolition waste (CDW), which eliminates the requirement 

for PC and natural aggregates. Using recycled aggregates 

and precursors such as bricks, tile, concrete, and glass, this 

study examined the durability of geopolymer concretes 

based on CDW. As compared to PC-based concrete, the 

results indicated no discernible loss of weight or compressive 

strength, and there was similar chloride penetration 

(Ozcelikci et al. 2023). Because ordinary Portland cement 

(OPC) emits hazardous amounts of carbon dioxide, it is 

not a good choice for concrete used in green infrastructure 

development. Despite being a superior material with 

sustainable qualities, geopolymer concrete (GPC) is not yet 

widely adopted because there is little knowledge regarding its 

long-term qualities. Twelve traits and twenty elements were 

found in a study on the durability of GPC over the previous 

thirty years, which also identified major and secondary 

affecting factors. The study also emphasized the gaps in 

the field’s understanding of global acceptance and the need 

for more GPC research (Pradhan et al. 2022). A sustainable 

substitute for ordinary Portland cement (OPC), geopolymer 

concrete is made using the geopolymerization process. 

With this environmentally friendly method, aluminosilicate 

materials such as fly ash and metakaolin may be converted 

into a geopolymer binder with just an alkaline activator. 

Promising findings have been found in studies on the 

durability of geopolymer concrete, particularly with regard 
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to its resistance to heat and chemical attack. It is a possible 

substitute due to its high compressive strength, resistance 

to acid attack, and low to medium chloride ion penetrability 

(Wong 2022). 

The longevity of metakaolin-based geopolymer concrete 

(MGPC) in harsh settings is examined in this work. The 

study examined four experimental factors: the duration of 

exposure to the hostile environment, the type of aggressive 

environment, the weight ratio of sand to metakaolin, and 

the curing temperature. The outcomes demonstrated that the 

performance of the MGPC was greatly impacted by each of 

the four parameters. It was discovered that the most effective 

weight ratios for harsh conditions were those that validated 

the tolerable durability of MGPC. The study emphasizes how 

crucial it is to take these things into account when designing 

geopolymer concrete (Forouzandeh Jounaghani et al. 

2023). This study assesses the durability of fly ash (FA) and 

ground-granulated blast furnace slag (GGBS) geopolymer 

concrete (GPC) that has been activated with sodium silicate 

and hydroxide. The mixes were put to the test for depth of 

water penetration, resistance to sulfate and acid attacks, and 

strength. In tests of water penetration, all GPC mixtures 

showed moderate permeability and good performance in

both acidic and alkaline environments. The findings imply 

that GPC mixes can successfully take the place of concrete 

made with ordinary Portland cement (OPC) in the building 

sector (Srividya & Kannan Rajkumar 2022). Concrete and 

geopolymeric cement are being used more frequently in 

the construction industry as substitutes for conventional 

OPC. Four variables that impact the characteristics of 

metakaolin-geopolymeric cement specimens are identified 

in this investigation. The findings demonstrate that the 

activator and metakaolin contents greatly increase the 

specimen’s durability. The optimal durability is obtained 

when the ratio of metakaolin to cement is 1.5 and the ratio 

of activator to cementitious material is 0.3, according to 

microscopic tests such as SEM and FT-IR (Feng & Liu 

2022). A dependable and long-lasting building material, 

concrete accounts for 5-7% of global CO2 emissions. A 

recent innovation is geopolymer concrete (GPC), which is 

made from fly ash, powdered granulated blast furnace slag, 

and silica fume. When compared to traditional concrete, GPC 

is less expensive and provides superior resistance to chemical 

attacks as well as strong early strength. The environment, 

human health, and land scarcity can all benefit from the 

reuse of industrial waste materials in GPC manufacture 

(Kakasor et al. 2022). Waste materials like GGBS, fly ash, 

and slag are increasingly being utilized to make geopolymer 

concrete, which is made by reacting silicate and aluminate 

minerals with a caustic activator. New materials, such as 

Alcofine, have been added recently by research, increasing 

its endurance even at room temperature. The higher strength, 

durability, and environmental sustainability of geopolymer 

concrete are attributed to its enhanced polymerization 

processes and improved resistance to chemical assault.

(Niveditha & Koniki 2020)

CARBON DIOXIDE EMISSION REDUCTION 

POTENTIAL 

The development of strategies to lower carbon dioxide 

emissions is essential in light of the seriousness of climate 

change. Waste material streams appropriate for the disposal 

of carbon-negative concrete were mapped by a study. 1.9 

Mt/a of total carbon dioxide uptake potential was revealed 

in the study, which is sufficient for the production of cement 

and concrete in Finland from secondary raw materials. 

Finland’s carbon dioxide emissions might be decreased from 

1.9% to a negative 1.3% if carbon-negative concrete were 

utilized (Mäkikouri et al. 2021). With its significant role 

in the world’s CO2 emissions, the cement industry needs a 

sustainable future. This study investigates the decrease of 

CO2 emissions in the Macedonian cement sector, which is a 

prospective member of the EU. The steps include removing 

CO2 from flue emissions, using additives to lower the ratio 

of clinker to cement, increasing energy efficiency, and 

switching from fossil fuels to alternative fuels. By 2020, 

these actions can enhance local environmental effects, 

cut emissions by 65-70%, and help Macedonia produce 

cement more sustainably (Mikulčić et al. 2012). The study 

investigates how CDM initiatives might improve energy 

efficiency in South Africa, Brazil, Indonesia, China, and 

India’s heavy industrial sectors. Promising project types are 

suggested, such as cement blending, ammonia manufacturing 

process integration, and near net shape casting. On the 

other hand, estimating the whole potential is challenging 

(Hayashi & Krey 2005). The population, urbanization, GDP 

per capita, energy intensity, and industrial structure of East 

and South Coastal China are among the elements analyzed 

in this research that have an impact on carbon emissions 

between 2000 and 2015. The findings indicate that while 

energy intensity lowers emissions, GDP raises them. Slightly 

over the national objective, carbon intensity was lowered 

by 48.5% in 2020 and 59.7% in 2030. It was higher in the 

advanced scenario, though. Mitigation strategies for carbon 

intensity include restructuring the industrial organization, 

optimizing energy structure, and increasing energy efficiency 

(Wang et al. 2018). India lags in technical management even 

though modern aircraft and engine technology may attain fuel

efficiency of 3.5 liters per 100 passenger kilometers. The 

sixth busiest air route in the world, from Delhi to Mumbai, 

produces 5.62 million tonnes of CO2, 3.03 million tonnes of 

NOx, 0.57 million tonnes of N2O, and 0.15 million tonnes 
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of CH4 emissions every liter of fuel used. Three strategies-

installing dryers, installing air units, and installing blended 

winglets-are how the lower CO2 emissions. The report 

focuses on the significant cost of flight delays between Delhi 

and Mumbai, as well as India’s technology management 

lag (Komalirani & Rutool 2012). The environment and 

society may suffer from excessive CO2 emissions. Though 

its steady linear structure presents obstacles, reducing CO2 

is one possible way to mitigate its effects. With distributed 

atomic catalysts exhibiting great efficiency, Cu/TiO2 has 

demonstrated potential for CO2 photocatalytic reduction. In 

supported single atom catalysts for CO2 reduction, surface 

oxygen vacancies and photoexcited electrons are important. 

Even at ambient temperature, the bending, anionic CO2 

production that is facilitated by Cu atoms with Ov allows for 

a rapid reduction of CO2 (Chen et al. 2018). The necessity 

of cutting-edge technologies to lower CO2 emissions in the 

connection between automobile transportation and climate 

change. It examines possible fuel-efficiency-boosting 

technologies as well as the effects of LPG, CNG, and battery-

electric cars as well as their compatibility and maturity (Krail 

& Schade 2011). The study calculates potential reductions by 

examining China’s energy and CO2 emissions intensity from 

2000 to 2013. The findings point to decreasing emissions, 

a less pronounced north-south distribution, and a slower 

trend in energy demand that will peak before 2030. China 

has enormous potential to reduce its carbon emissions; the 

most promising regions are Shanxi, Inner Mongolia, and 

Hebei (Chen et al. 2019).

CONCLUSIONS

In conclusion, when used in place of regular Portland cement 

in concrete, geopolymer cement has demonstrated the ability 

to cut carbon dioxide emissions by up to 80%, hence lowering 

the environmental effect of construction materials. Utilizing 

fly ash and other supplementary cementitious materials, 

geopolymer types of cement address environmental issues 

associated with standard cement production techniques and 

provide a sustainable way to lower carbon dioxide emissions 

in the construction industry. Through the reduction of CO2 

emissions and improvement of sustainability in construction 

operations, geopolymer technology presents an environmen-

tally benign substitute for traditional cement manufacture. 

This shift is in line with international initiatives to mitigate 

climate change and lower carbon emissions. In addition to 

being a more affordable option to traditional cement concrete, 

geopolymer concrete has several advantages over cement 

concrete in terms of the environment, strength, durability, 

and greenhouse gas emissions. This highlights the need of 

sustainable construction methods. In order to combat climate 

change and encourage greener building techniques, geopol-

ymer cements provide a viable way to lower carbon dioxide 

emissions throughout the cement-making process. They 

improve sustainability in the building sector by providing a 

viable substitute for conventional cement production.
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      ABSTRACT

The study was for the comparison and to know the choice of Models of appreciation of the 

mineralization of the two herbicides under the effect of two manures (cattle and sheep) in two 

agricultural soils of different textures. During this work, we used two types of manure, cattle 

F1 and sheep F2 with two doses. The application of respirometry for monitoring biological 

activity has been conducted in the laboratory. The treatments were measured for carbon-

labeled herbicides released (14CO2) after 1, 3, 7, 14, 28, 42, 60, 90, 120 and 150 days 

of incubation. Non-linear mathematical models have been developed for the study of the 

kinetics of the mineralization of herbicides under the effect of manures. The selection criteria 

for these fit models are R² and RMCE. The comparison of six models stated to choose 

the single-compartmental model to a first-order ascending exponential that best fits the 

experimental data.  These models show a strong positive correlation between labeled carbon 

and the biodegradation time of herbicides, especially in clay-textured soil.

INTRODUCTION

The repeated actions of the use of phytosanitary products 
intended to protect crops, over time lead to the sterilization 
of soils and consequently, the pollution of groundwater 
(Pimentel 1995, Auterives & Baran 2015). To do this, manure 
is added to degrade the herbicides into non-toxic substances 
to stimulate the native microflora (Entry &  Emmingham 
1995, Topp et al 1996, Savadogo et al 2008, Mansooreh  
2013, Olu-arotiowa & Agarry 2019). 

Our objective is to make mathematical modeling to 
predict the effect of manure spreading on the biodegradation 
of two herbicides in soils. Simulation of the results based on 
laboratory measurements of the labeled C of the herbicide.

To study the kinetics of carbon mineralization (14CHerbicide) 
of the herbicide glyphosate and 2,4-D, non-linear regression 
models were used. These are the zero-order models, then the 
first-order mono-compartmental exponential models, the two-
compartmental double-exponential and two-compartmental 
exponential and linear models, and finally, the Hyperbolic 
model. The latter is compared for monitoring and selecting 
the adapted model of the kinetics of the mineralization of the 
herbicides. The parameters of choice are R² and RMCE.

MATERIALS AND METHODS

Sampling

Sampling consisted of taking two samples of agricultural soil 
of different textures from a depth of 30 cm. These samples 
were subjected to granulometry and physico-chemical 
analysis (Table 1).

The study of the soil analysis results recorded in the 
Tables (Table 1), reveals that soil 1 has a clay-sandy texture 
(G.E.P.P.A texture triangle) (Baize 1995), a slightly alkaline 
pH (7.54), a very high Electrical Conductivity (EC). A 
very low scale rate and the retention capacity is 32.54 % 
(a little high). The cation exchange capacity is 72 meq/100 
g of soil. Organic Carbon is 2.13% and this gives the high 
organic matter rate of 3.66%, soil rich in humus. But the N c
ontent is average and reaches 0.18% (Table 1) which gives a 
C/N ratio is 11.83 and this indicates a fairly good biological 
activity.

The soil analysis results reported in Table 1 show that 
soil 2 has a sandy texture ( Baize 1995), a low alkaline pH 
(7.65), and an electrical conductivity (EC) of 50 µS/cm. The 
rate of limestone is very low (traces), the retention capacity 

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 16-08-2023

Revised:    13-12-2023

Accepted: 22-12-2023

Key Words:
Biodegradation of herbicides   

Numerical simulation

Modeling

Herbicides

Biodegradation
14CO2



432 Cheloufi R. et al.

Vol. 24, No. S1, 2025 • Nature Environment and Pollution Technology  This publication is licensed under a Creative 

Commons Attribution 4.0 International License

is 25.25% and the cationic exchange capacity is 16.65 
meq/100g soil. Carbon C is 0.8% giving the low organic 
matter level of 1.38% (Table 2), but the N content is (0.08%) 
very low (Table 1). The C/N ratio is 10 and this indicates 
healthy soil and a good activity of the telluric microflora, 
that is the well decomposed organic matter, which means 
the stable soil humus.

It is inferred that the soil C content varies from 0.8% to 
3.66%. The N content varies from 0.08 % to 0.18 %. The 
soils with the highest C and N content are clayey, and the C 
and N content of the soils is correlated with the clay content. 
The soil is low in clay (sandy), and has low C and N content.

Choice of Herbicides and Their Doses

The two herbicides most commonly used in the study area 
are Glyphosate (C3H8NO5P) and 2,4-D (C8H6Cl2O3). The 
agronomic dose (single) (D1) of 2.5 µg for glyphosate and 
2.1 µg for 2,4-D was used.

Manure Supply

We used two types of organic amendments. These are cattle 
manure (F1) and sheep manure (F2) of one year of age. The 
physico-chemical characteristics of the two manures are 
given in Table 2. The rate of the amendment is based on the 
organic matter content of the soil, which will be 5% for clay 

Table 1: Texture and physico-chemical characteristics of the soils studied. 

Physico-chemical characteristics Unit of measure Soil (S1) Soil (S2)

Granulometry % sand 35 78

Clay 15 10

silt 40 12

Texture classes Textured triangle (G.E.P.P.A) Sandy-clays Sandy

pH - 7.54 7.65

Electrical conductivity CE µS/cm 99.00 68

Water retention capacity CR % 32.54 25.25

total limestone % 0 0

K+ ppm 173.10 57

Na+ meq/100g 0.35 0.1

Mg+2 meq/100g 1.84 0.32

Ca+2 meq/100g 17.82 5.87

CEC meq/100g 72 16.55

P (Olsen) ppm 8.30 1.23

PT ppm 175 28.22

NT ppm 1800 800 

C % 2.13 0.8

OM % 3.66 1.376

C/N - 11.83 10

Table 2: Physico-chemical characteristics of the two manures. 

Characteristics Units Cattle manure F1 Sheep manure F2

F1D1 F2D1

Dry matter % 28.4 29.3

Corg 13.43 14.65

N g/kg 6.2 8.6

P2O5 1.41 1.8

K2O 5.93 11.03

pH - 7.9 8.3

C/N 21.66 17.03



433BIODEGRADATION OF HERBICIDES: PREDICTION & NONLINEAR MODEL COMPARISON

Nature Environment and Pollution Technology • Vol. 24, No. S1, 2025
This publication is licensed under a Creative 

Commons Attribution 4.0 International License

soil and 15% for sandy soil. Analytical results for cattle and 
sheep manure are presented in Table 2.

The pH values balance between slightly basic to basic 
levels with pH 7.9 to 8.3 respectively for cattle manure 
(F1) and sheep manure (F2), a dry matter rate of 28.4% and 
29.3% respectively for Cattle manure F1 and Sheep manure 
F2, which tells us about the pasty nature of these two types 
of manure. These two manures are moderately rich in total 
nitrogen with a content of 6.3 g/kg for F1 and 8.6 g/kg for F2. 
Levels 1.41 g/kg for F1 and 1.8 g/kg for F2 are considered as 
low P2O5. The organic fertilization guide GFOR in Chabalier 
et al. (2006) indicates that cattle manure is average (5.93 g/
kg) and sheep manure is rich (11.03 g/kg) for K2O.

The C/N ratio, which indicates the rate of decomposition 
of organic matter, is thus deduced. Indeed, F1 to C/N 
slightly high (21.66) will cause slow mineralization or 
immobilization of nitrogen by terrestrial microorganisms 
because of its low nitrogen content. However, the other has 
a C/N of 17.03.  According to  Chabalier et al. (2006) manure 
F2, once brought to the ground, will quickly mineralize by 
supplying a lot of mineral nitrogen.   

Preparation of the Samples of the Experimental Device 

and the Determination of the 14C of the Herbicides

The treatments for experimenting with the 14C mineralization 
of the two herbicides are:  

	 	 S1+H1, S1+H1+F1, S1+H1+F2 

	 	 S1+H2, S1+H2+F1, S1+H2+F2 

	 	 S2+H1, S2+H1+F1, S2+H1+F2  

	 	 S2+H2, S2+H2+F1, S2+H2+F2 

The radiorespirometric device used consists of a one-liter 
jar, in which is placed a 250 mL glass jar (cup) containing 10 
g of dry weight equivalent soil, a 20 mL liquid scintillation 
vial containing 5 mL of sodium hydroxide (NaOH 0.2 N) 
which traps the 14CO2 released during incubation at 28°C 
in the dark in flasks hermetically sealed with a rubber seal, 
is replaced regularly (after 1, 3, 7, 14, 21, 28, and 42, 60, 
90, 120 and 150 days of incubation) and a 20 ml liquid 
scintillation vial containing 10 mL of distilled water to 

saturate the atmosphere of the jar. Finally, the determination 
of radioactivity is carried out using a liquid scintillation 
meter ( Soulas 1993).

For each soil type, three radiorespirometric devices 
containing the soil treated with a glyphosate solution (2.5 µg
Glyphosate and 2000 Bq Glyphosate 14C per sample), and three 
radiorespirometric devices containing the soil treated with a 
2,4-D solution (2.1 µg of 2,4-D and 2000 Bq of 14C-2,4-D per
sample) were prepared. 14C-glyphosate and 14C-2,4-D were 
determined by the regional nuclear center of Algiers.

Statistical Treatment of Results

Nonlinear regression (NLR) is a method for determining a 
nonlinear model of the relationship between the dependent 
variable and a group of independent variables. This 
approach was used to model and simulate the carbon 
mineralization kinetics of the two herbicides, according 
to XLSTAT software. Six models were applied to 
estimate the mineralization potential of the two herbicides 
(Table 3). These are time-based mathematical models that 
use experimental results of herbicide biodegradation kinetics 
under the effect of both manures over a long incubation 
period (90 days).  

Where,

	 	 Cm: represents the amount of carbon mineralized at 
time t;

	 	 Co: the quantity of potentially mineralizable carbon;

	 	 k: as mineralization rate constant;

	 	 t: represents the time.

In this study, we will deal with the comparative aspect 
of nonlinear adjustment models.

RESULTS AND DISCUSSION

Comparisons and Selection of Models for Assessing 

Herbicide Mineralization by Non-Linear Regression

The results obtained in standardized laboratory conditions 
(temperature 28°C, soil humidity 2/3 CR) reveal, a favorable 

Table 3: The mathematical models used.

Model Equation Reference

M1: The single-compartment model (first-order exponential) Cm = Co*(1-exp (-k*t)) Murwira et al. (1988)

M2: The single compartmental model (zero order) Cm = Yt Riffaldi et al. (1996);

M3 : The bi-compatimental model (exponential + linear) Cm = Co*(1-exp (-k*t)) +h*t,  Nicolardot (1988) Houot et al. (1989) 

M4 : The bi-compatimental Linear model Cm = CoH*t/ (b.CoH+t) Blet-Chraudeau et al. (1990)

M5 : The bi-compatimental model double exponential Cm = C1 (1 - e-kt) + C2 (1 - e-ht) Delphin (1988)

M 6: Hyperbolic model Cm = CoH. t/(b + t)  Juma et al. (1984)
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effect of the two manures (F1 and F2) on the mineralization 
(14CO2) of glyphosate and 2.4-D in the different systems 
compared to controls without organic matter “S1H1, S1H2, 
S2H1 and S2H2” over an incubation period of 150 days 
(Table 4, 5, 6 and 7).

In order to model and simulate the results recorded in 
the previous Tables (Tables 4, 5, 6 and 7) of mineralization 
kinetics of the two herbicides according to the XLstat 
software, we used nonlinear regression methods that to 
say the statistical analysis consisted of standout nonlinear 
correlations. For the parameter prediction equations of the 
six herbicide mineralization kinetics models under the effect 
of the two manures, non-linear adjustment was used:

1. M 1: The single-compartment model (first-order 
exponential) 

2. M 2: The single compartmental model (zero order) 

3. M 3: The bi-compartmental model (exponential + linear)

 4. M 4: The bi-compartmental model (double Linear) 

 5. M 5: The bi-compartmental model (double exponential)

 6. M 6: Hyperbolic model  

The classification and selection criteria of the Models 
are the mean values of the indicators of the coefficient of 
determination R² and the square root of the mean squares 
of the RMCE deviations extracted from the equations of 
six nonlinear regression models cited above. This model
adequately describes the experimental data. The results 
obtained are recorded in the tables (Tables 8, 9, 10 and 11). 
Indeed, the chosen model has the highest mean value of R² 
and contains the smallest mean value of RMCE.

Effect of F1 and F2 on the Choice of Models (RNL) for 

Assessing the Biodegradation of Glyphosate and 2.4-D 

in the S1H1 System

For model 2 (M2) (zero order): No mathematical prediction, 

Table 4: Effects of two manures (F1 and F2) on the mineralization kinet-
ics of 14C-glyphosate in the soil of Beni Ammar (S1) during 150 days of 
incubation.

Time (days) S1+H1 S1+H1+F1 S1+H1+F2

0 0.100 2.000 2.500

3 3.000 9.530 16.750

7 8.750 19.220 40.890

10 13.150 34.750 64.090

14 26.120 48.170 78.080

21 28.270 59.120 82.100

28 29.190 64.920 86.790

42 30.190 72.210 89.190

60 32.130 77.120 90.230

90 70.930 79.550 91.130

120 42.37 82.21 92.21

Table 5: Effects of two manures (F1 and F2) on the mineralization kinetics 
of 14C-2,4-D in the soil of Beni Ammar (S1) during 150 days of incubation. 

Time (days) S1+H2 S1+H2+F1 S1H2F2

0 1.930 0.780 1.050

3 8.250 8.150 4.490

7 9.370 13.750 30.980

10 14.850 30.230 55.110

14 20.210 42.120 63.890

21 22.350 50.950 69.220

28 24.210 64.920 72.320

42 25.380 66.780 75.230

60 25.920 68.970 76.390

90 27.130 71.120 77.230

120 29.25 73.12 77.82

Table 6: Effects of two manures (F1 and F2) on the mineralization kinetics 
of 14C-glyphosate in the soil of Maiz el Bachir (S2) during 150 days of 
incubation.

Time (days) S2+H1 S2+H1+F1 S2+H1+F2

0 0.10 1.75 2.75

3 3.00 7.33 6.00

7 8.75 21.00 16.95

10 13.15 37.15 32.67

14 23.21 48.79 50.35

21 26.12 60.23 60.24

28 28.27 67.33 67.23

42 29.19 70.09 71.19

60 30.19 73.19 75.13

90 32.13 76.16 75.92

120 70.93 76.82 85.23

Table 7: Effects of two manures (F1 and F2) on the mineralization kinetics of 
14C-2.4-D in the soil of Maiz el Bachir (S2) during 150 days of incubation.

Time (days) S2+H2 S2+H2+F1 S2+H2+F2

0 0.03 1.25 1.35

3 1.75 4.35 6.25

7 6.38 7.39 11.79

10 11.59 16.07 27.67

14 18.76 29.93 38.21

21 20.23 44.28 51.33

28 20.82 54.33 60.23

42 22.20 60.09 64.10

60 23.55 62.12 67.92

90 25.13 63.82 70.10

120 66.28 76.01 78.13
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M1 model would be the model that adequately describes the 
experimental data.

Effect of F1 and F2 on the Choice of Models (RNL) for 

Assessing the Biodegradation of Glyphosate and 2.4-D 

in the S1H2 System

It was noted that M1 offers a relatively higher coefficient 
of determination (R2 = 0.93 in S1H2, 0.98 and 0.96 in 
S1H2F1eand S1H2F2 respectively) and relatively low 
RMCE values which leads to the conclusion that the M1 
mono-compartmental (first-order exponential) is prioritized 
in the S1H2, S1H2F1 and S1H2F2 systems and best adjusts 
to our data (Table 8). By comparing the different mean values 
of R2 and RMCE for the other models, we will conclude 
that these models are ranked in descending order M3, M5, 
M6 and M4. 

However, the M2 model remains unable to simulate the 
mineralization kinetics of 2.4-D (H2).

which translates into slashes in the Table (/), logical result 
because it is a linear function in the straight form (Cm 
= Yt). Note that the M1 model has the highest average 
R2 values of 0.930 in the S1H1 system. However, under 
the influence of manure 1 (F1) and manure 2 (F2), these 
coefficients of determination become 0.989 and 0.95 
respectively.  However, the smallest mean root value of 
the mean square deviations noted in model M1 is 199.16, 
80.65, and 195.61 for S1H1, S1H1F1D1, and S1H1F2D1  
(Table 8). 

About the four rest models, the choice according to the 
mean values of the adjustment parameters R2 (0.93 0.92, 
0.90, 0.64) and RMCE ranked as follows M5, M3, M6 
and M4 in S1H1. While for the two systems S1H1F1 and 
S1H1F2, the choice is classified in descending order M 3, 
M5, M6 and M4 according to R2 and RMCE

Finally, we conclude that the average values of R2 are 
the highest and RMCE the lowest, the mono-compartmental 

Table 8: Effects of two manure on model simulation evaluation parameters in S1H1 system.

Treatments Classification parameter Selected models

M1 M2 M3 M4 M5 M6

S1H1 R2 0.93 / 0.92 0.44 0.93 0.90

RMCE 199.16 / 193.98 9584.33 205.45 260.95

S1H1F1D1 R2 0.989 / 0.989 0.59 0.97 0.95

RMCE 80.65 / 89.73 2080.67 89.013 203.20

S1H1F2D1 R2 0.95 / 0.96 0.31 0.95 0.93

RMCE 195.61 / 444.46 2759.49 228.39 782.25

Table 9: Effects of two manure on model simulation evaluation parameters in S1H2 system. 

Treatments Classification 
parameter

Selected models

M1 M2 M3 M4 M5 M6

S1H2 R2 0.985 / 0.96 0.56 0.97 0.96

RMCE 14.62 / 14.15 936.16 0.973 32.29

S1H2F1D1 R2 0.98 / 0.98 0.64 0.98 0.55

RMCE 14.31 / 108.57 2141.68 116.89 123

S1H2F2D1 R2 0.973 / 0.95 0.43 0.948 0.924

RMCE 242.195 / 493.30 5600.024 522.161 721.52

Table 10: Effects of two manure on model simulation evaluation parameters in S2H1 system. 

Treatments Classification 
parameter

Selected models

M1 M2 M3 M4 M5 M6

S2H1 R2 0.93 / 0.69 0.392 0.91 0.821

RMCE 840.306 / 44.95 3346.51 769.052 627.027

S2H1F1D1 R2 0.966 / 0.973 0.183 0.955 0.949

RMCE 253.423 / 201.55 6372.96 229.637 361.688

S2H1F2D1 R2 0.76 / 0.66 0.23 0.55 0.54

RMCE 1090 / 198 434 564 546
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Finally, the effect of F1 and F2 on the average values 
of the potentially mineralizable carbon of H2 generated by 
the nonlinear regression of the mono-compartmental model 
characterized by the largest R2 (0.98 and 0.97) while the 
lowest RMCE (4.31 and 242.195).

Effect of F1 and F2 on the Choice of Models (RNL) for 

Assessing the Biodegradation of Glyphosate and 2.4-D 

in the S2H1 System

The various indicators of the quality of the adjustments testify 
to the good-made optimizations (Table 10). The different 
mean of regression coefficients obtained on the dataset of 
M1, M5, and M6 are strong, that’s to say they are the best, 
and the highest in M1. However, R2 for the M4 model is very 
low, this poor fit (M4) when it is a linear bi-compartmental, 
which may be due to positions related to the majority of the 
points being gold of the two lines.

The RMCE values decrease less in M1 than those of 
M5, M6, and M3, which means that the simulation by the 
mono-compartmental model at an ascending exponential is 
better than those of the others. By against, the M2 remains 
incapable of affecting the results, because the latter resembles 
a straight line (linear regression).

Effect of F1 and F2 on the Choice of Models (RNL) for 

Assessing the Biodegradation of Glyphosate and 2.4-D 

in the S2H2 System

For soil (S2) system +2.4-D, the models have generated 
relatively high average R2, either R2 is equal to 0.91, 0.90, 
0.88 and 0.82 respectively for M1, M5, M6 and M3, while 
the M4 model is generated from very low R2 (Table 11).

Under the effect of the bovine amendment, the average 
values of R2 are high. Indeed, R2 is equal to 0.96, 0.95, 0.85 
and 0.90 respectively for M1, M5, M6 and M3. In parallel,

  under the effect of ovine, these coefficients (R2) are 
also higher, being 0.977, 0.94, 0.96 and 0.94 respectively 
for M1, M5, M6 and M3. 

However, for the linear bi-behavioral M4 model, 
R² is low under the effect of the two manures and what 
concerns the M2 model is still unable to simulate the effect 
of manure on the mineralization kinetics of the 2.4-D 
herbicide.

For the second parameter, we distinguish the average 
value of RMCE as the smallest in M1, either 185.81 (Table 
11). Finally, the M1 model has a higher value of R² and a 
lower value of RMCE.

For this reason, we deduce that a priori it is the M1 model 
which offers a better adjustment of the experimental data and 
which simulates well the effect of cattle manure and sheep 
manure on the kinetics of mineralization of glyphosate and 
2.4-D. In light of the results (Tables 8, 9, 10 and 11), the 
mono-compartmental model with an ascending exponential 
is best suited to describe this biodegradation. This model is 
expressed by the equation:
 14Cm= C0 [1-exp (-K*t)]

Or,

	 		Cm: Quantity of mineralized carbon in a given time t;

	 	 C0: Quantity of easily mineralizable carbon;

	 		 k: Mineralization rate constant.

CONCLUSIONS

To simulate our experimental data, mathematical nonlinear 
regression methods were adjusted. We tried to test six 
models; indeed, we carried out with the statistical software 
XLSTAT 2009. These models used to predict the degradation 
and disappearance of herbicides mixed with manures in 
the agrosystem are frequently used. The two parameters 
of choice are the highest coefficients of determination R2

and the lowest roots of the mean of the squared deviations 
(RMCE) to the point of making it possible to retain the best 
model of the biodegradation of the two herbicides under the 
effect of manures in the agricultural soils of the Bounamoussa 
irrigable perimeter.

Table 11: Effects of two manure on model simulation evaluation parameters in S2H2 system.

Treatments Classification 
parameter

Selected models

M1 M2 M3 M4 M5 M6

S2H2 R2 0.91 / 0.82 0.30 0.90 0.88

RMCE 185.81 / 554.05 2373.10 635.03 702.65

S2H2F1D1 R2 0.96 / 0.90 0.10 0.95 0.85

RMCE 228.13 / 224.94 6485.65 237.65 315.91

S2H2F2D1 R2 0.977 / 0.94 0.203 0.94 0.96

RMCE 183.28 / 182.56 5935.52 162 .2 272.93
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For the prediction equations of the parameters of the 
nonlinear adjustment, six models of the mineralization 
kinetics of the herbicides under the effect of these manures 
were used, which are the first-order exponential model (M1), 
the zero-order model (M2), The exponential + linear model 
(M3), the bi-compartmental Linear model (M4), the double 
exponential model (M5) and Hyperbolic model (M6).

The mathematical prediction model that best met these 
two conditions is the mono-compartmental model with 
a first-order ascending exponential. Although this model 
faithfully expresses the kinetics of the disappearance 
(mineralization) of glyphosate and 2.4-D in soils, the active 
ingredient of the herbicide needs a single degradation rate. 
It appears that this model is designed to reproduce reality 
because it gives the description, explanation, and prediction 
of this process.
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      ABSTRACT

Acid gas is a type of natural gas or any other gas mixture that contains significant quantities of 

hydrogen sulfide, carbon dioxide, sulfur oxides, nitrogen oxides, hydrogen halides, or similar 

acidic gases. Acid gases form acidic solutions when dissolved in water. A major cause of 

acid rain is emissions of sulfur dioxide and nitrogen oxide, which react with water molecules 

in the atmosphere to produce acids. Acid rain refers to a mixture of wet and dry precipitation 

from the atmosphere that contains more than normal amounts of nitric and sulfuric acids. In 

this study, the data of the European Center for Medium-Range Weather Forecasts (ECMWF) 

as total precipitation (Tp), as well as the Vertical Column amount of SO2 from the Giovanni 

Center were adopted. The purpose of the research was to find the relationship between rain 

and sulfur dioxide in Baghdad, Mosul, and Basra cities for the period (2003-2016). The study 

was carried out for monthly and annual (or yearly) data variations. To find the correlation 

strengths of the relationship between Total precipitation (Tp) and sulfur dioxide, the correlation 

coefficients of Spearman’s rho test (rs) were used. It was found that the relationship between 

(Tp Vs. CO2) and (Tp Vs. SO2) for Mosul station was inverse and positive, with a value of 0.7 

that’s due to sulfur water eyes. Also, CO2 was found throughout all months but with different 

ratios, where the highest concentration was in 2016 in all the stations.

INTRODUCTION

The definition of acid gases Carbon dioxide (CO2) and 

hydrogen sulfide (H2S) are the two most prevalent types 

of acid gas, but there are others as well, such as hydrogen 

chloride (HCI), hydrogen fluoride (HF), sulfur oxides (SO2 

and SO3), and nitrogen oxides (NOx). Which means it has a 

low PH and high concentrations of hydrogen ions. Negative 

effects could befall water plants, wildlife, and infrastructure. 

Sulfur dioxide and nitrogen oxide emissions cause acid rain 

because they mix with water molecules in the atmosphere to 

produce acids (Chestnut & Mills 2005). Some governments 

have successfully worked since the 1970s to reduce the 

quantity of sulfur dioxide and nitrogen oxide discharged 

into the environment. Nitrogen oxides can also naturally be 

produced by lightning, while volcanic eruptions can naturally 

produce sulfur dioxide (Hajer 2002). It has been shown that 

acid rain has bad effects on freshwater, soil, and life. It also 

affects human health and causes paint to peel, corrodes steel 

structures like bridges, and weathers stone buildings and 

statues (Grennfelt et al. 2020). 

Sources of Acid Gases

Carbon dioxide and sulfur dioxide are the two principal 

causes of acid gases (Hajer 2005, Yehia et al. 2022). These 

gases are by-products of high-temperature combustion 

operations (such as factory and auto exhaust, forest fires, 

and fertilizer manufacturing) as well as chemical industries 

(Larssen & Carmichael 2000).

Sulfur Dioxide (SO2): Sulfur-containing fossil fuels that 

are burned release sulfur dioxide, an invisible gas. Several 

industrial processes, including the production of iron and 

steel, factories, and crude oil manufacturing operations, 

produce this gas (Livingston 2016). 

Natural catastrophes can cause sulfur dioxide emissions 

into the atmosphere, which make up about 10% of the total 

sulfur dioxide emissions from volcanoes, seawater spray, 

plankton (organisms suspended in water), and decaying 

plants (Abbood & Al-Taai 2018). Sulfur dioxide is typically 

created by industrial combustion at a rate of 69.4%. In terms 

of transportation, it is accountable for 3.7% of sulfur dioxide 

emissions (Ahmed et al. 2021, Al-Jaf & Al-Taai 2019).

Carbon Dioxide (CO2): The biosphere, aquifer, rocky 

atmosphere, and atmosphere of the Earth’s atmosphere all 

contain carbon dioxide. The carbon element that is important 

for the existence of life on the Earth’s surface is in the case 

of an exchange between the Earth’s casing in the so-called 

carbon cycle (Al-Taai et al. 2021). There is an estimated 

800 gigatons of carbon dioxide in the atmosphere, and the 
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water envelope is 38,000 gigatons, in the form of physically 

dissolved gas in the form of bicarbonate and carbonate, while 

the carbon dioxide in the lithosphere is chemically linked to 

rocks Carbonates such as calcite and dolomite, which contain 

an estimated 60,000 tons of carbon dioxide (Hashim et al. 

2023, Nassif et al. 2021). 

Acid rain is created when sulfur-containing gases react. 

When sulfur dioxide and oxygen mix with UV radiation 

from the sun, the most significant of these processes produce 

sulfur trioxide, which reacts with atmospheric water vapor to 

make sulfuric acid (Al-Taai & Abbood 2020). Which remains 

suspended in the air as a fine mist that the wind carries from 

one area to another, and which may combine with some 

airborne gases, such as ammonia, to create a new chemical 

called ammonia sulfate (Abbood et al. 2023). Acid rain is 

created when sulfur and ammonia sulfate particles dissolve in 

rainwater and fall to the earth’s surface and nitrogen oxides 

and sulfur oxides both contribute to the formation of acid 

rain (Mahdi et al. 2021).

These particles remain suspended in still air and appear 

as a light mist, especially when conditions are favorable for 

rain (Abbasi et al. 2013). When oxygen and ultraviolet light 

are present, nitrogen oxides are converted into nitrogenous 

acid (Abbood & Al-Taai 2020).

MATERIALS AND METHODS

The reason for choosing sulfur oxides and carbon in this 

study is because the main factor in the formation of acid rain 

and the main reason for choosing the three governorates of 

Baghdad, Basra, and Mosul, were different due to population 

density, human activities, and land use, Mosul was similar 

to the behavior of the Anbar governorate, which includes 

many sulfurs Springs. 

Forms of Acid Rain or Acid Precipitation

Wet Sedimentation: is acid rain where the sulfuric and nitric 

acids that form in the atmosphere fall to the ground mixed 

with precipitation such as rain, swell, hail, or fog(Al-Taai 

& Abbood 2020, Hames et al. 2002).

Dry Sedimentation: When there is no moisture in the 

atmosphere, labor particles and gases remain suspended in 

the atmosphere (Chan et al. 2018). The particles and acid 

gases may be deposited on the surfaces of water bodies, 

plants, and buildings quickly, or they might interact while 

being transported by air to create larger particles that could 

be dangerous to people’s health (Chen et al. 2013). The 

accumulating acids are removed by rain. This water is 

corrosive and rushes over and across the ground, harming 

vegetation and wildlife. The amount of rain that the area 

receives determines how much acidity in the atmosphere 

is deposited by dry precipitation (Zhang et al. 2012). For 

example, in desert areas, the percentage of dry precipitation 

is higher than that of wet precipitation because of the low rate 

of rain during the year (Nagase & Silva 2007). Numerous 

studies detail the function of sulfur dioxide on rain acid for 

certain stations as well as the biological effects that were 

discovered. Structures and items built by humans are also 

harmed by acid rain (Singh & Agrawal 2007, Nassif et al. 

2023).  

RESULTS AND DISCUSSION

The Behavior of the Monthly and Yearly Rate of Tp for 

Iraqi Stations (Baghdad, Basra, and Mosul)

Figs. 1, 2, and 3, show the highest monthly amount of Tp 

recorded in November, December, January, February, March, 

and April months for Baghdad, Basra, and Mosul stations 

over 2003-2016. In 2013, the highest TP concentration was 

recorded in Baghdad and Basra stations, while in Mosul 

station, the highest concentration was in 2006. The weather 

is erratic and can generate heavy to moderate rain in areas 

with a wide range of cloud types. During this period, Iraq 

was distinguished by its different types of clouds, including 

low, medium, and high clouds. Low and medium clouds had 

heavy rain during the months of winter and spring. This is 

brought on by climatic changes, surface characteristics, and 

atmospheric and astronomical causes. Fig. 4, shows the high 

annual Tp concentration of the three selected stations during 

the tested period.

The Manner of the Monthly and Yearly rate of Carbon 

Dioxide in Iraqi Stations for 2003-2016

Figs. 5 and 6 show the CO2 concentration during all months 

of the study period. The concentration of carbon dioxide 

showed different ratios during the tested years, with the 

highest concentration appearing in 2016 in all stations. 

The majority of fossil fuels that are high in carbon 

and hydrocarbons, such as coal, peat, oil, and natural gas, 

as well as the exhalations of humans and other aerobic 

animals, volcanoes, organic matter decomposition, during 

the fermentation of sugars, as a byproduct for burning wood 

and sugars, and organic matter decomposition are to blame 

for this (Singh & Agrawal 2007). In addition to car smoke, 

fires, factories, and many other sources of pollution.

The Behavior of the Monthly and Yearly Mean of Sulfur 

Dioxide for Iraqi Stations

Figs. 7 and 8 show the concentration rates of sulfur dioxide 

gas during all months of the study period, which show 
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Fig. 1: The high monthly average of Tp of Mosul station.
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Fig. 2: The high monthly average of Tp of Baghdad station.
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Fig. 3: The high monthly average of Tp of Basra station.
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Fig. 4: The high yearly average of Tp for Iraqi stations (Mosul, Baghdad, and Basra) for the period (2003-2016).

 

 

Fig. 5: The monthly average of Carbon Dioxide for Iraqi stations (Mosul, Baghdad, and Basra).
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Fig. 6: The year average of Carbon Dioxide for Iraqi stations (Mosul, Baghdad, and Basra) for the period (2003-2016).

different rates of concentrations of sulfur dioxide gas, 

indicating that the highest concentration rate was in October 

2016, which is found in the atmosphere and is often found 

in large quantities in industrial and urban environments. The 

burning of fossil fuels is the primary source of sulfur dioxide, 

as its pollution reaches hazardous levels in and around 

industrialized areas, close to coal-fired power stations, and 

oil refineries. Exposure to sulfur dioxide increases the risk 

 

 

Fig. 7: The monthly mean of sulfur dioxide for the Iraqi stations (Mosul, Baghdad, and Basra).
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Fig. 8: The year means of sulfur dioxide for Iraqi stations (Mosul, Baghdad, and Basra) for the period (2003-2016).

 

 

Fig. 9: The relation between the monthly average of CO2, SO2, and Tp for Iraqi stations (Mosul, Baghdad, and Basra).
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Table 1: The relationship between CO2, SO2, and Tp for the 14 years over Iraq.

Linear Regression SimpleSpearman-rhoRelation.Station

InterpretationP-valueCorrelationR

Linear0.0001Very Low-0.10CO2 vs TpMosul

Linear0.0006High+0.70SO2 vs Tp

Linear0.0001Very Low-0.10CO2 vs TpBaghdad

Linear0.0013Low+0.40SO2 vs Tp

Linear0.0001Very Low-0.10CO2 vs TpBasra

Linear0.0034Medium-0.50SO2 vs Tp

of early mortality and illnesses like lung cancer, asthma, 

heart disease, and stroke. Additionally, it causes breathing 

problems, particularly for people with chronic illnesses 

(Singh & Agrawal 2007).

The Relationship Between the Monthly Rate of CO2, 

SO2, and Total Precipitation for Iraqi Stations for 

2003-2016

Fig. 9, and Table 1 present the nature and degree of the 

correlation between Tp, CO2, and SO2 at the stations in 

Baghdad, Basra, and Mosul for the period from 2003 to 

2016.  The findings showed that the relationship between 

Tp with CO2 and Tp with SO2 for Baghdad station is inverse 

and positive. 

The relationship between Tp with CO2 and Tp with SO2 

for Basra station is inverse and the relationship between 

Tp with CO2 and Tp with SO2 for Mosul station is inverse 

and positive. That indicates a strong relation due to when 

solar radiation incident on sulfur water eyes will acts on 

water evaporate then cloud this led to form acid rain. Also, 

meteorological factors, and the nature of the region. The 

large presence of gases led to acid rain, which is caused by 

many pollutants.

CONCLUSIONS

Acid rain is created when sulfur-containing gases react. 

When sulfur dioxide and oxygen mix with UV radiation 

from the sun, the most significant of these processes 

produce sulfur trioxide, which reacts with atmospheric 

water vapor to make sulfuric acid. The relationship between 

Tp with CO2 and Tp and SO2 for Mosul station is inverse and 

positive was 0.7 due to sulfur water eyes. CO2 was found 

throughout all months but with different ratios and the highest 

concentration in the 2016 year for all the stations. The largest 

amount of Tp occurred in November, December, January, 

February, March, and April months for Mosul, Baghdad, 

and Basra stations for the period (2003-2016). While was 

the highest amount of Tp occurred in 2013 in Baghdad and 

Basra. And 2006 in Mosul SO2 was found throughout all 

months but with different ratios and the highest concentration 

in October Month and 2016 year. The large presence of gases 

led to acid rain, which is caused by many pollutants.
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