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Bioaccessibility and Health Risk Assessment of Heavy Metals in Dust of the Urban Areas of Guiyang, Guizhou, China

Xinjie Yu, Xiongfei Cai, Ji Wang†, Shuai Zhang, Shuai Zhao and Die Xu
School of Geographic and Environmental Sciences, Guizhou Normal University, Guiyang, 550025, China
†Corresponding author: Ji Wang; chuliu0610@163.com (Xinjie Yu)

ABSTRACT

To investigate what health risks the heavy metals in dust will bring to the human body after they enter humans through different exposure pathways—breathing inhalation and hand-to-mouth ingestion, this study took the old urban area of Guiyang as the study area to grasp the heavy metal concentrations of surface dust, in recreative squares main streets, hospitals, residential areas, and schools in the urban area, and the bioaccessibility in the simulated lung and simulated gastrointestinal. The results showed that the concentrations of Cu, Pb, Zn, Cd, Ni, and Cr in the dust were higher than the background values. Particularly, the Zn concentration exceeded the background value by 9.71 times. The bioaccessibility results indicated that the most soluble heavy metals in the simulated lung, simulated stomach, and simulated intestine were Zn, Ni, and Cu, respectively, and the bioaccessibility of most heavy metals was significantly higher in the gastric phase than that in the intestinal phase, and only the bioaccessibility of Cu was higher in the intestinal phase than that in the gastric phase. The linear results fit showed that the total amount of heavy metals alone could not be used for predicting the human intake of heavy metals in the dust. Human health risk assessment based on bioaccessibility showed that children had higher non-carcinogenic and carcinogenic risks than adults in terms of both hand-to-mouth ingestion and respiratory inhalation exposure pathways, but none of these figures exceeded the limit values.

INTRODUCTION

Cities are now where people spend the majority of their time, and their rapid development has led to numerous environmental health problems (Li et al. 2019a). As an inorganic pollutant, heavy metals are featured by bioconcentration and difficult degradation and can cause a variety of hazards after entering the human body through different exposure pathways (Tang et al. 2017). Dust is an important carrier for the attachment of heavy metals and various pollutants. Since dust is at a different environmental interface and can bring important source-sink effects (Renata et al. 2021). Therefore, many scholars have studied the sources and spatial distribution of heavy metals in dust, and most of the findings show that the sources of heavy metals in dust are mainly related to vehicle exhaust emissions, wear and tear of the vehicles, and aging of pavement materials, while the spatial distribution is related to the source of pollution (Han et al. 2020, Yu et al. 2021, Jose et al. 2021).

Bioaccessibility refers to the ratio of the amount of contaminants released in the gastrointestinal fluid to the total amount after the contaminants in the soil and food enter the human digestive system. Compared with the traditional assessment methods, bioaccessibility can more accurately reflect the heavy metals in the human body scientifically and reasonably. There has been a lot of research on bioaccessibility at home and abroad, but the researches mainly focus on soil heavy metals and metal mining areas, etc. (Du et al. 2020, Sultana et al. 2020). Although the bioaccessibility of heavy metals in dust has been reported, the simulated digestion phase is only limited to the gastrointestinal phase, and there are few studies on the bioaccessibility of the simulated respiratory system in vitro. Therefore, this study used in vitro simulated human digestive system and respiratory system to conduct the bioaccessibility study, and it is significant to carry out a health risk assessment on the urban populations based on bioaccessible concentration.

With the rapid development of the economy and the continuous expansion of urban transportation, Guiyang’s ecological and environmental problems have become increasingly prominent. The main objective of this study was to evaluate the total heavy metal concentrations in Guiyang city. In vitro simulation method was used to simulate the leaching of heavy metals from dust in human lungs and gastrointestinal tract respectively, to explore the bioaccessibility of heavy metals. Finally, according to the bioaccessibility of heavy
metals in different stages, these data could be used to conduct non-carcinogenic and carcinogenic health risk assessment studies for adults and children in the city.

**MATERIALS AND METHODS**

**Study Area**

Guiyang city (106°07′-107°17′E, 26°11′-27°22′N), as it is known in Fig. 1, is located in the central part of the Guizhou province. The old urban areas of Guiyang City were selected for this research: Yunyan District and Nanming District. These old urban areas have been developed for a long period, and there have been historical residues of heavy metals in the dust on the surface of old urban areas due to the expansion of traffic and the construction of a large number of high-rise buildings in its long history course. Therefore, urban residents living in the old city are facing potential health risks from dust and heavy metal exposure.

**Sampling and Sample Preparation**

A total of 71 dust sampling points were shown in Fig. 1. The sampling sites covered recreational squares, main streets, hospitals, residential areas, schools, and other areas where most people locate. The dust samples are collected from April to May 2021, and it was ensured that the humidity in the city was not high and the weather was clear during the sampling period. All dust samples were packed in individually labeled polyethylene sealed plastic bags and were transported back to the laboratory for processing afterward. Before the experiment, extra materials, such as hairs, sand, grit, and plant residues, were removed from samples through a 1 mm nylon screen. Finally, samples were sieved through a 200 μm mesh nylon screen, labeled, and prepared to be tested.

**Gamble Analysis**

In vitro simulated respiratory system mainly uses the Gamble analysis method (Zoitos et al. 1997). The simulated lung fluid was added to each reactor with a solid-liquid ratio of 1:1000, and the temperature was kept at 37°C, the normal temperature of the human body. The solution oscillated at 100 r·min⁻¹ for 24 h in a constant-temperature oscillator, centrifuged at 5,000 r·min⁻¹ for 10 min, and filtered through a 0.45 μm filter membrane. Finally, the contents of Cu, Pb, Zn, Cd, Ni, and Cr in the filtrate were measured by inductively coupled plasma mass spectrometry (ICP-MS, PerkinElmer NexION 2000).

**Physiologically-Based Extraction Test (PBET) Analysis**

The PBET method has become the most typical in vitro method for simulating the digestive system (Ruby et al. 1993). The method was based on the physiological characteristics of the human body to simulate the digestion stage of the stomach and the absorption stage of the small intestine. The simulated gastric liquid was added to each reactor at a 1:100 solid-to-liquid ratio and was oscillated in a constant-temperature oscillator at 100 r·min⁻¹ for 1 h. In the intestinal phase, saturated NaHCO₃ solution was added until the pH of the solution reached 8.0, and then 0.14 g of bile salt and 0.04 g trypsin were added into the constant, and the mixture oscillated under the same conditions as the simulated stomach for 4 h. Then the supernatant was collected, centrifuged, and filtered.

![Fig. 1: Sampling points and map of the study area.](image-url)
Bioaccessibility in the gastric or intestinal stages could be calculated based on the following equation:

\[ BAC(\%) = \frac{C_{IV} \times V_{IV}}{T_S \times M_S} \times 100\% \quad \ldots (1) \]

Where \( BAC \) is the bioaccessibility for heavy metals; \( C_{IV} \) means the concentration of heavy metals in the soluble state in the lung dissolution, gastric digestion, and intestinal absorption phases for the simulated experiment (mg.L\(^{-1}\)); \( V_{IV} \) refers to the volume for the reaction solution in each reactor (L); \( T_S \) is the total amount for heavy metals in the sample (mg.kg\(^{-1}\)); \( M_S \) is the mass for the sample in the reactor (kg).

### Human Health Risk Assessment

Considering that human exposure to heavy metals in the dust is mainly through two exposure routes: respiratory inhalation and hand-to-mouth ingestion, this study was mainly based on the bioaccessibility of simulated lungs and simulated gastrointestinal tracts to calculate the average daily exposure and the corresponding non-carcinogenic and carcinogenic risks for adults and children under these two routes. The average daily exposure (ADD) and risk values were mainly calculated in the following form:

\[ \text{ADD}_{\text{inh}} = \frac{C_{\text{dust}} \times \text{InhR} \times \text{EF} \times \text{ED}}{\text{PEF} \times \text{BW} \times \text{AT}} \quad \ldots (2) \]

\[ \text{ADD}_{\text{ing}} = \frac{C_{\text{dust}} \times \text{IngR} \times \text{EF} \times \text{ED} \times \text{CF}}{\text{BW} \times \text{AT}} \quad \ldots (3) \]

The physical meaning and values of the specific formula parameters are listed in Table 1.

Heavy metals accumulate in the human body under different exposure pathways and cause chronic non-carcinogenic risks. Cd, Ni, and Cr mainly cause cancer in people. The human health risks caused by respiratory inhalation, hand-mouth ingestion, and dermal exposure in this study are expressed as HI and CR, respectively (USEPA 2007).

\[ HQ = \frac{\text{ADD}}{RfD} \quad \ldots (4) \]

\[ HI = \sum HQ_i \quad \ldots (5) \]

\[ CR = \sum \text{ADD}_i \times SF_i \quad \ldots (6) \]

where HQ (Hazard Quotient) is the single non-carcinogenic risk; \( \frac{RfD}{\text{ADD}} \) means the reference dose at different pathways (mg·kg\(^{-1}\)·d\(^{-1}\)). HI represents the total non-carcinogenic risk due to all heavy metals; CR (Cancer Risk) represents the total carcinogenic risk due to all heavy metals; SF refers to the slope for carcinogenicity (mg·kg\(^{-1}\)·d\(^{-1}\)).

The Environmental Protection Agency (EPA) believes the risk is low when HQ or HI < 1 and some non-carcinogenic risk is produced when HQ or HI >1; the carcinogenic risk is negligible when CR is below 10\(^{-6}\), within the acceptable range, that is, between 10\(^{-6}\) and 10\(^{-4}\), and above 10\(^{-4}\), the carcinogenic risk can be regarded as a serious one. The physical meaning and values of the specific formula parameters are listed in Table 2.

### Data Analysis

The data were compiled by Excel 2016, and the spatial...
distribution for sampling points was performed by ArcGis 10.2. The visualization of the data was plotted by OriginPro 8.0. The fitting relationship between the total amount of heavy metals in dust and the bioaccessibility in different simulation stages was performed by SPSS 16.0. The degree of fit could reflect the correlation between the total amount and the bioaccessible amount.

RESULTS AND DISCUSSION

Total Metal Concentration

The concentrations of Cu, Pb, Zn, Cd, Ni, and Cr in 71 dust samples in this study were shown in Fig. 2 and Table 3. From Table 3, all heavy metal concentrations of dust were significantly above the background values, which were 5.16, 1.82, 9.71, 2.92, 3.41, 4.99, and 1.72 times the background values, respectively. The concentrations were ranked as follows: Zn > Cu > Cr > Ni > Pb > Cd. Although the concentration of Pb in this study exceeded the background value, it was significantly reduced compared with previous studies on heavy metals in urban road dust. It could be speculated that the Pb concentration in this study was less than limited levels probably because of the widespread use of unleaded gasoline. However, the reason why it was higher than the background value might be due to the relatively long development history of the old city, some of the Pb was deposited in the dust or might be related to the wear of automobile materials (Zheng et al. 2020). Among the investigated heavy metals, Zn content significantly exceeded the standard of other heavy metals. According to our analysis, the main sampling sites in this study were located near the main roads and parking lots of residential areas. Some studies suggested that the high concentration of Zn was related to the wear and tear of car parts and tires (Goix et al. 2016). According to the statistical principle, the larger the coefficient of variation (C.V), the greater the degree of dispersion of the pollutant, and the greater the influence of external factors. From Table 3, it could be seen that the coefficient of variation was ranked from high to low as Pb > Cd > Zn > Cr > Cu > Ni so it could be seen that Pb, Cd, and Zn showed a higher level of variation, indicating that these three heavy metals were uniformly distributed spatially compared with each other and were more influenced by external factors. At the same time, the conclusion in this study is consistent with the conclusion drawn by Fan et al. (2020).

In Vitro Stimulation of the Respiratory System

The bioaccessibility of Cu, Pb, Zn, Cd, Ni, and Cr in the simulated lung was shown in Fig. 3 and Table 4. Among the six elements involved in this study, Cr had the lowest bioaccessibility of Cd in simulated lung fluid was similar to that of Cr and was at a lower level (Li et al. 2004). Some researchers extracted different forms of Cr using Tessier sequential extraction method and found that Cr was mainly in the insoluble residual fraction and the soluble fraction was relatively low. However, some studies had shown that the bioaccessibility of Cd in simulated lungs was at a higher level. The reason for the difference may be related to the components in the simulated lung fluid, pH, extraction time, and the source of Cd (Zhang et al. 2019). The bioaccessibility percentages of the other three heavy metals Cu, Pb, and Ni in the simulated lung were 12.99%, 15.51%, and 10.54%, respectively. The concentrations were ranked as follows: Cu > Pb > Zn > Cd > Ni > Cr. Although the concentration of Pb in this study exceeded the background value, it was significantly reduced compared with previous studies on heavy metals in urban road dust. It could be speculated that the Pb concentration in this study was less than limited levels probably because of the widespread use of unleaded gasoline. However, the reason why it was higher than the background value might be due to the relatively long development history of the old city, some of the Pb was deposited in the dust or might be related to the wear of automobile materials (Zheng et al. 2020). Among the investigated heavy metals, Zn content significantly exceeded the standard of other heavy metals. According to our analysis, the main sampling sites in this study were located near the main roads and parking lots of residential areas. Some studies suggested that the high concentration of Zn was related to the wear and tear of car parts and tires (Goix et al. 2016). According to the statistical principle, the larger the coefficient of variation (C.V), the greater the degree of dispersion of the pollutant, and the greater the influence of external factors. From Table 3, it could be seen that the coefficient of variation was ranked from high to low as Pb > Cd > Zn > Cr > Cu > Ni so it could be seen that Pb, Cd, and Zn showed a higher level of variation, indicating that these three heavy metals were uniformly distributed spatially compared with each other and were more influenced by external factors. At the same time, the conclusion in this study is consistent with the conclusion drawn by Fan et al. (2020).

In Vitro Stimulation of the Respiratory System

The bioaccessibility of Cu, Pb, Zn, Cd, Ni, and Cr in the simulated lung was shown in Fig. 3 and Table 4. Among the six elements involved in this study, Cr had the lowest bioaccessibility of Cd in simulated lung fluid was similar to that of Cr and was at a lower level (Li et al. 2004). Some researchers extracted different forms of Cr using Tessier sequential extraction method and found that Cr was mainly in the insoluble residual fraction and the soluble fraction was relatively low. However, some studies had shown that the bioaccessibility of Cd in simulated lungs was at a higher level. The reason for the difference may be related to the components in the simulated lung fluid, pH, extraction time, and the source of Cd (Zhang et al. 2019). The bioaccessibility percentages of the other three heavy metals Cu, Pb, and Ni in the simulated lung were 12.99%, 15.51%, and 10.54%, respectively. The concentrations were ranked as follows: Cu > Pb > Zn > Cd > Ni > Cr. Although the concentration of Pb in this study exceeded the background value, it was significantly reduced compared with previous studies on heavy metals in urban road dust. It could be speculated that the Pb concentration in this study was less than limited levels probably because of the widespread use of unleaded gasoline. However, the reason why it was higher than the background value might be due to the relatively long development history of the old city, some of the Pb was deposited in the dust or might be related to the wear of automobile materials (Zheng et al. 2020). Among the investigated heavy metals, Zn content significantly exceeded the standard of other heavy metals. According to our analysis, the main sampling sites in this study were located near the main roads and parking lots of residential areas. Some studies suggested that the high concentration of Zn was related to the wear and tear of car parts and tires (Goix et al. 2016). According to the statistical principle, the larger the coefficient of variation (C.V), the greater the degree of dispersion of the pollutant, and the greater the influence of external factors. From Table 3, it could be seen that the coefficient of variation was ranked from high to low as Pb > Cd > Zn > Cr > Cu > Ni so it could be seen that Pb, Cd, and Zn showed a higher level of variation, indicating that these three heavy metals were uniformly distributed spatially compared with each other and were more influenced by external factors. At the same time, the conclusion in this study is consistent with the conclusion drawn by Fan et al. (2020).

In Vitro Stimulation of the Respiratory System

The bioaccessibility of Cu, Pb, Zn, Cd, Ni, and Cr in the simulated lung was shown in Fig. 3 and Table 4. Among the six elements involved in this study, Cr had the lowest

Table 3: Concentrations of heavy metals (mg·kg⁻¹) in surface dust.

<table>
<thead>
<tr>
<th>Element</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Median</th>
<th>Mean ± SD</th>
<th>C.V. [%]</th>
<th>Background value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>100.67</td>
<td>315.72</td>
<td>156.98</td>
<td>165.41 ± 47.37</td>
<td>28.64</td>
<td>32.0</td>
</tr>
<tr>
<td>Pb</td>
<td>11.24</td>
<td>163.34</td>
<td>45.82</td>
<td>64.41 ± 44.28</td>
<td>68.76</td>
<td>35.2</td>
</tr>
<tr>
<td>Zn</td>
<td>157.44</td>
<td>1793.91</td>
<td>996.21</td>
<td>966.61 ± 373.19</td>
<td>38.61</td>
<td>99.5</td>
</tr>
<tr>
<td>Cd</td>
<td>0.13</td>
<td>3.62</td>
<td>1.99</td>
<td>1.924 ± 0.89</td>
<td>46.41</td>
<td>0.659</td>
</tr>
<tr>
<td>Ni</td>
<td>73.72</td>
<td>187.52</td>
<td>127.82</td>
<td>133.26 ± 26.39</td>
<td>19.81</td>
<td>39.1</td>
</tr>
<tr>
<td>Cr</td>
<td>54.91</td>
<td>325.86</td>
<td>162.64</td>
<td>164.86 ± 53.69</td>
<td>32.57</td>
<td>95.9</td>
</tr>
</tbody>
</table>
bioaccessibility (3.81%) and Zn had the highest bioaccessibility (38.97%). The high dissolution of Zn in simulated lungs might be related to the special characteristic of Zn. Studies had shown that car tire wear is an important source of ZnO in dust, and the low bioaccessibility of Cr might also be related to the occurrence of ZnO (Adachi & Tainosho 2004). Some researchers extracted different forms of Cr using Tessier sequential extraction method and found that Cr was mainly in the insoluble residual fraction and the soluble fraction was relatively low. Therefore, the bioaccessibility of Cr in simulated lung fluid was the smallest. In this study, the bioaccessibility of Cd in simulated lung fluid was similar to that of Cr and was at a lower level (Li et al. 2019b). However, some studies had shown that the bioaccessibility of Cd in simulated lungs was at a higher level. The reason for the difference may be related to the components in the simulated lung fluid, pH, extraction time, and the source of Cd (Zhang et al. 2019). The bioaccessibility percentages of the other three heavy metals Cu, Pb, and Ni in the simulated lung were 12.99%, 15.51%, and 10.54%, respectively.

**In Vitro Stimulation of the Digestive System**

In this study, the bioaccessibility of heavy metals in dust in the simulated stomach and intestine stage was shown in Fig. 3 and Table 4. It could be seen that the bioaccessibility of Cu, Pb, Zn, Cd, Ni, and Cr in the stomach and intestine of 71 samples. Table 4 summarized the range, average concentration, and median of the bioaccessibility of heavy metals in dust samples. The heavy metals with high bioaccessibility in the gastric phase were Cu, Zn, Cd, and Ni, which all were more than 40%. Cr had the lowest dissolution rate of 4.19%. In the intestinal phase, the average of heavy metals bioaccessibilities was as follows: Cu>Zn>Ni>Cd>Pb>Cr. Compared with the bioaccessibility of the gastric phase, the bioaccessibility in the intestinal phase was significantly reduced, Pb bioaccessibility decreased from 23.89% to 13.26%, Zn
Table 4: Bioaccessibility of heavy metals in the lung phase, gastric phase, and intestinal phase of dust.

<table>
<thead>
<tr>
<th>Heavy metals</th>
<th>Lung (%)</th>
<th>Gastric (%)</th>
<th>Intestinal (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range</td>
<td>Median</td>
<td>Mean</td>
</tr>
<tr>
<td>Cu</td>
<td>6.68-20.36</td>
<td>12.36</td>
<td>12.99</td>
</tr>
<tr>
<td>Pb</td>
<td>2.26-29.61</td>
<td>15.01</td>
<td>15.51</td>
</tr>
<tr>
<td>Zn</td>
<td>20.54-57.69</td>
<td>37.67</td>
<td>38.97</td>
</tr>
<tr>
<td>Cd</td>
<td>0.57-14.03</td>
<td>2.82</td>
<td>3.88</td>
</tr>
<tr>
<td>Ni</td>
<td>4.99-19.34</td>
<td>10.04</td>
<td>10.54</td>
</tr>
<tr>
<td>Cr</td>
<td>1.47-9.33</td>
<td>3.39</td>
<td>3.81</td>
</tr>
</tbody>
</table>

bioaccessibility from 45.22% to 26.49%, Cd bioaccessibility from 43.07% to 20.17%, and Ni from 46.16% to 25.32%. The bioaccessibility of Cr from the stomach stage to the intestine stage changed little, while Cu increased from 41.85% in the stomach stage to 53.62% in the intestine stage. In general, the bioaccessibility of most heavy metals was significantly higher in the gastric stage than in the intestinal stage. Some research showed that heavy metals, such as Pb, Zn, Cd, and Ni, were more active and easily soluble and digested under acidic conditions in the stomach (Soltani et al. 2021, Zhao et al. 2020). After the heavy metals dissolved in the gastric stage (acidic) enter the intestinal stage (alkaline), the adsorption and precipitation reaction occurred and the solubility of heavy metals decreased. The small degree of change in Cr might be mainly because Cr was mainly in the form of residues and the dissolution rate was not high in simulated human gastrointestinal fluid (Li et al. 2019b). The reason for the increased Cu bioaccessibility was that Cu could be complex with trypsin and bile salts, thus showing a higher solubility effect in the intestinal absorption phase (Xu et al. 2018).

Relationships Between the Bioaccessibility and the Total Concentrations

The linear relationships between the total amount of Cu, Pb, Zn, Cd, Ni, and Cr in dust and bioaccessibility in the simulated lung phase, gastric phase, intestinal phase were presented in Fig. 3, Fig. 4, Fig. 5. Linear coefficients ($R^2$) of the total concentrations were 0.0076, 0.8137, 0.8044, 0.0367, 0.0201, and 0.0269, respectively. Only Cu showed a moderately positive correlation, and there was no significant correlation for Cr. The linear coefficients of the gastric phase were 0.6057, 0.8003, 0.8074, 0.6868, 0.7151, and 0.1168, respectively. The concentration of Pb, Zn, and Ni in the gastric fluid extract stage showed good correlations with the total amount in dust, Cu and Cd showed moderately positive correlation, and there was no significant correlation for Cr.
amount of each heavy metal in the dust and bioaccessibility in the simulated lung phase were 0.0076, 0.8137, 0.8044, 0.0367, 0.0201, and 0.0269, respectively. Only the total amount of Pb ($R^2$=0.8137) and Zn ($R^2$=0.8044) showed a significant correlation with the concentration of the lung fluid extract, while other heavy metals had no significant linear relationship with the total concentration. The linear coefficients ($R^2$) of each heavy metal in the gastric phase were 0.6057, 0.8003, 0.8074, 0.6868, 0.7151, and 0.1168, respectively. The concentration of Pb, Zn, and Ni in the gastric fluid extract stage showed good correlations with the total amount in dust, Cu and Cd showed moderately positive correlation, and there was no significant correlation for Cr. The linear coefficients ($R^2$) of each heavy metal in the simulated intestinal phase were 0.6279, 0.6276, 0.5085, 0.4501, 0.4135, and 0.1244, respectively, and the total amount of heavy metals showed a moderately positive correlation with the concentration of the intestinal extract stage except for Cr. It could be seen from the linear fit relationships in different phases that the total amount of Pb and Zn could only be used to simply estimate the digestive dissolution in the human lung and stomach, but most of the total heavy metals could not greatly affect the bioaccessibility. Since human mainly intakes heavy metals through the intestine, therefore, the previous health risk using the total amount of heavy metals had some errors and could not accurately reflect the absorption of heavy metals in the human body or carcinogenic and non-carcinogenic risk values (Sun et al. 2018).

**Health Risk Assessment of Heavy Metals Based on Bioaccessibility**

According to Table 5, the average daily non-carcinogenic exposure for children was higher than that for adults in both pathways, and the daily average non-carcinogenic was also higher than that for adults. The daily average exposure of non-carcinogenic heavy metals for hand-to-mouth intake was shown as follows: Zn>Cu>Ni>Pb>Cr>Cd. Zn could reach 8.29E-04, and Cd was the smallest among all these heavy metals, reaching 1.21E-06. Thus, in comparison, the number of heavy metals absorbed in the intestine was higher, and the non-carcinogenic risk by hand-oral intake was also much higher than that through respiratory inhalation (Shahab et al. 2018). However, the non-carcinogenic risks for Cu, Pb, Zn, Cd, Ni, and Cr in both exposure pathways did not exceed 1, which was below the standard values, indicating that no non-carcinogenic risks were caused. Although both children and adults had the highest daily average exposure to Zn by these two pathways among all these metals, Pb was the non-carcinogenic element with the greatest risky value in the non-carcinogenic risk assessment results. According to Table 3, children had the highest average daily exposure of Ni for children reached 4.99E-10 under the respiratory inhalation pathway, the total carcinogenic risk for children was 6.38E-07 under the two pathways, and the total carcinogenic risk value for adults was 8.71E-10. Furthermore, the carcinogenic risk values of Cd, Ni, and Cr for children were
Table 5: Health risk assessment on heavy metals based on bioaccessibility in dust for adults and children.

<table>
<thead>
<tr>
<th>Heavy metals</th>
<th>Children</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADD&lt;sub&gt;inh&lt;/sub&gt;</td>
<td>HQ&lt;sub&gt;inh&lt;/sub&gt;</td>
</tr>
<tr>
<td>Cu</td>
<td>1.48E-04</td>
<td>3.69E-03</td>
</tr>
<tr>
<td>Pb</td>
<td>2.51E-05</td>
<td>7.15E-03</td>
</tr>
<tr>
<td>Zn</td>
<td>8.29E-04</td>
<td>2.76E-03</td>
</tr>
<tr>
<td>Cd</td>
<td>1.21E-06</td>
<td>1.22E-09</td>
</tr>
<tr>
<td>Ni</td>
<td>1.12E-04</td>
<td>5.58E-03</td>
</tr>
<tr>
<td>Cr</td>
<td>1.62E-05</td>
<td>5.41E-03</td>
</tr>
<tr>
<td>Total</td>
<td>1.13E-03</td>
<td>2.58E-02</td>
</tr>
</tbody>
</table>

Cancer risk(CR)/ mg·kg<sup>-1</sup>·d<sup>-1</sup>

<table>
<thead>
<tr>
<th>Heavy metals</th>
<th>Children</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADD&lt;sub&gt;inh&lt;/sub&gt;</td>
<td>HQ&lt;sub&gt;inh&lt;/sub&gt;</td>
</tr>
<tr>
<td>Cd</td>
<td>1.04E-07</td>
<td>6.35E-07</td>
</tr>
<tr>
<td>Ni</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cr</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>1.04E-07</td>
<td>6.35E-07</td>
</tr>
</tbody>
</table>

6.35E-07, 1.40E-10, and 2.76E-09, respectively. According to the calculation results, the carcinogenic risk of children could also be ignored. The carcinogenic risk values of Cd, Ni, and Cr in adults reached 1.46E-11, 4.19E-10, and 8.28E-09 respectively, which were below the standard values of 1E-06, indicating that the risk of cancer in adults was negligible. Based on the evaluation results, although the non-carcinogenic and carcinogenic risks did not reach the risk values, the exposure to heavy metals was highest under the hand-to-mouth pathway of ingestion, so people who need to travel should take protective measures, such as wearing a mask and washing hands regularly.

**CONCLUSIONS**

In this study, the total amount of Cu, Pb, Zn, Cd, Ni, and Cr in surface dust in the old urban area of Guiyang city was...
investigated. The study aimed to study the bioaccessibility and health risk assessment of the two exposure routes of inhalation and hand-to-mouth ingestion were studied. The results indicated that (1) The total amounts of Cu, Pb, Zn, Cd, Ni, and Cr in surface dust in the old urban area of Guiyang exceeded the background values of Guizhou Province, showing different degrees of pollution. Especially, the extent of Zn exceeded the standard greatly, 9.71 times the background value. The coefficient of variation indicated that Pb, Zn, and Cd were mainly disturbed by human activities and external factors. (2) Subsequently, bioaccessibility experiments on heavy metals in dust were conducted in the simulated lung, stomach, and intestine. According to the results, among the heavy metals with the highest dissolution in the simulated lung stage, Zn (38.97%) had the highest bioaccessibility and Cd (3.81%) had the lowest dissolution. In the gastric phase, the highest bioaccessibility was Ni (46.16%) and the lowest dissolution was Cr (4.19%). In the intestinal phase, Cu (53.62%) had the highest bioaccessibility while Cr (3.09%) had the lowest dissolution. (3) Thirdly, a linear fit was shown between the total amount of heavy metals in dust and the bioaccessible amount of Pb and Zn in different simulation stages, which proved that only the bioaccessibility of Pb and Zn had a better correlation with the total amount in the simulated lung and gastric phases. In the simulated intestine stage, the heavy metals had no significant correlation with the total amount in this study, showing that the total amount of heavy metals alone could not help predict the human intake of heavy metals in the dust. (4) The results of health risk assessment based on bioaccessibility showed that the non-carcinogenic and carcinogenic risks for children were higher than those of adults under both hand-to-mouth intake and respiratory inhalation exposure pathways, and the non-carcinogenic and carcinogenic risk values for Cu, Pb, Zn, Cd, Ni, and Cr did not exceed the limits, indicating that the health risks of children and adults in this region were within acceptable limits. However, the non-carcinogenic and carcinogenic risks did not reach risk values, the risk under the hand-to-mouth pathway was higher than those under the respiratory inhalation pathway so people living in this urban area need to take certain protective measures.
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INTRODUCTION

The Xiliao River Plain is located in the western part of northeast China, most of which is in the semi-arid area, with low annual rainfall and high evaporation, relatively poor surface water, and abundant groundwater which is easy to exploit and utilize. With the development of agriculture, industry, and economy in the region, the lack of surface water can hardly meet the needs of normal production and life, and the rich local groundwater resources become the main source of water supply in the region (Zhong et al. 2018). Long-term sustainable utilization of groundwater is the basis of economic development and agricultural production in this region. Therefore, ascertaining the characteristics of groundwater recharge and the safety of groundwater quality is critical to the effective management of local water resources and the ecosystem that depends on groundwater. (Macdonald & Edmunds 2014, Zhang & Wang 2021)

Research shows that groundwater nitrogen pollution is a common environmental problem in China, and the concentration of NO₃-N in shallow groundwater is close to 10 mg.L⁻¹ (the maximum pollution scale of EPA in the United States). Excessive use of nitrogen and phosphorus in agricultural production in an irrigated farming area will cause groundwater pollution through eluviation. (Hansen et al. 2017, Soldatova et al. 2021) Compared with non-point source pollution of surface water, the pollution of groundwater by nitrogen and phosphorus is more serious to human health in the Xiliao River Plain, where groundwater is the main source of water supply. At present, the Xiliao River Plain is faced with many water resources problems, such as river drying up, surface water pollution, groundwater overexploitation, etc. (Zhong et al. 2018). Groundwater quality in some areas of the basin has been polluted to different degrees, especially nitrogen pollution, the detection rate, and the variation trend both show an upward trend, and three kinds of nitrogen (NH₄-N, NO₂-N,
NO$_2^-$-N) are often detected at the same time. The potential threat of nitrogen pollution to groundwater security is more serious in an irrigated farming area of the Xiliao River Plain where groundwater is the main source of water.

Eluviation is considered to be one of the main ways of nitrogen loss in agricultural production, especially in irrigation systems of farmland. The results showed that precipitation and irrigation amount influenced the eluviation process of nitrogen and phosphorus (Williams et al. 2021, Hao et al. 2015), nitrogen eluviation is easy to occur in places with high nitrogen application rate and shallow rooting depth (Halvorson et al. 2008, Fan et al. 2010). The transport process of NO$_3^-$-N is related to soil properties (Liu et al. 2021, Iqbal et al. 2019). The clay layer in the soil profile tends to form saturated soil, which is conducive to delaying and attenuating the process of water infiltration, to reduce the amount of NO$_3^-$-N leaching into groundwater (Li et al. 2018). In addition, the time point of fertilization and type of fertilizer, the type of land use, and the thickness of the percolation zone also significantly affected the storage of soil nitrogen salts and the concentration of groundwater nitrogen salts (Robertson et al. 2017, Suchy et al. 2018). With the increasing demands for water in irrigation areas and the development of irrigation technology, under the background of “Water-saving and grain-increasing”, drip irrigation under mulch has been widely promoted in the Xiliao River Plain (Wang et al. 2014). Drip irrigation under mulch is a technology combining film mulching and drip irrigation, which makes the limited water cycle between soil and mulching, and changes the original hydrological cycle (Wang et al. 2014, Jia et al. 2021). The large-scale promotion of drip irrigation under mulch has also changed the underlying surface conditions in an irrigated farming area of Xiliao River to a certain extent, and new characteristics of water transport and solute transport have emerged. Therefore, the study on the characteristics of solute transport under drip irrigation under mulch is helpful to more comprehensively evaluate the comprehensive effect of drip irrigation under mulch as a water-saving measure.

At present, the research on drip irrigation under mulch mainly focuses on crop yield, effective water utilization coefficient, and salt and water utilization above the root length of crops, while less attention is paid to the storage, movement, and attenuation process of inorganic nitrogen in deep soil layers (Mil et al 2018, Chen et al 2015). Because of the difficulty of sampling, the potential reserves and retention time of inorganic nitrogen in deep soil layers have not been determined, posing a potential threat to the quality of future groundwater in some areas (Ascott et al. 2017). At present, numerous methods have been applied to monitor the characteristics of water and solutes, such as field in-situ experiments, monitoring equipment (time domain reflectometry, etc.) (Aharoni et al 2017), and tracer experiments and stable isotopes (Xiang et al. 2019). Field in-situ experiment is widely used because of their authenticity and accuracy.

The experimental area of this study is located in the Jianping Irrigation Experimental Station, Chaoyang City, Liaoning Province, China. Through field, in-situ observation experiments, the soil water content, and nitrogen content in different soil depths under three kinds of soil surface conditions, including drip irrigation under mulch, border irrigation, and bare area were observed during the whole crop growth period. The main objectives of this study were to (1) describe, analyze the effects of drip irrigation under mulch on different distribution characteristics of soil water and nitrogen content, and (2) analyze the effect of drip irrigation under mulch on nitrogen migration. From the perspective of hydrology and water resources, this paper reflects a more comprehensive evaluation of the performance of drip irrigation under mulch in the hydrologic cycle and provides more references for making water resource development strategies in similar areas.

**MATERIALS AND METHODS**

**Site Description**

The experimental area is located in the Jianping Irrigation Experimental Station, Chaoyang City, Liaoning Province, China (E119°18', N 41°47'), on the east bank of the Lao-Ha River and has an elevation of 461m. It is located in the transitional zone of oceanographic monsoon climate to a continental climate, which belongs to the semi-arid monsoon continental climate. This area is a typical semi-arid area with the characteristics of a vertical hydrological cycle. Rainfall rarely forms surface runoff, and the infiltration is intense. Rainfall is the main source of groundwater recharge. The average annual rainfall is 440mm, 80% of the rainfall is concentrated from June to August. The average annual evapotranspiration is 1800-2100mm, and the evaporation is the largest in April-June, accounting for 45%-50% of the total annual evaporation. The sunshine duration is long, and the annual average sunshine duration is 2868-3111h. The average temperature for many years is 5-6°C. The hydrologic cycle and climate-related characteristics of the experimental area are representatives, which can represent the Xiliao River basin.

Field irrigation methods in the experimental area are mainly border irrigation and drip irrigation under mulch. The soil is dominated by loamy sandy soil and sandy with some sandy loam interbedded between layers. The concentrations of inorganic nitrogen (NH$_4^+$-N, NO$_3^-$-N, NO$_2^-$-N) in ground-
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Water were 0.590 \text{mg.L}^{-1}, 12.889 \text{mg.L}^{-1}, and 0.004 \text{mg.L}^{-1}, respectively. Among them, the NO$_3$-N concentration exceeds the maximum pollution scale of THE US EPA. According to the actual local planting situation, maize (Liaodian 1211) was selected as the research object in this experiment.

**Design of Experiments**

In the planting area of the experimental area, two irrigation methods were set, one was drip irrigation under mulch and the other was border irrigation. At the same time, the bare area (non-planted crops) was set as blank control, and there were three kinds of underlying surface forms. To exclude the error caused by soil spatial variability and experimental contingency, the experiment was repeated several times. Due to the impermeability of drip irrigation and mulching under the plastic film and the rain-catching effect of furrows, water will move sideways (Zhang & Wang 202). In the drip irrigation area under mulch, two monitoring sections were set up, namely, the middle position of plastic film (MPF) and the middle position of furrow (MF). Water infiltration under drip irrigation was changed from one-dimensional infiltration to two-dimensional infiltration. To eliminate errors, the moisture and solute contents were calculated using MBF and MF. A separate monitoring section, called MBI, MBA, is set up in border irrigation and flat bare areas, respectively, as shown in Fig. 1.

The experiment began on April 29, 2019, and ended on October 22, 2019. Border irrigation was carried out irrigation before sowing on May 9, with the irrigation amount of 600 m$^3$.hm$^{-2}$, sowing on May 15, and seedling on May 25. Drip irrigation under mulch was carried out irrigation before sowing on May 9, with the irrigation amount of 300 m$^3$.hm$^{-2}$, sowing on May 9, and seedling on May 21. Border irrigation was applied with DAP (diammonium phosphate) (N 18%) 187.5 kg.hm$^{-2}$ on May 15 and urea (N 46%) 375.0 kg.hm$^{-2}$ on June 28. Drip irrigation under mulch was applied with DAP (N 18%) 187.5 kg.hm$^{-2}$ and slow-release fertilizer (N 20%) 450.0 kg.hm$^{-2}$ on May 9. To explore the characteristics of soil water and inorganic nitrogen migration in different growth periods of crops, typical time points of crop growth were selected for measurement, namely, April 29 (Initial state), June 5 (Early stage of crop growth), July 9 (Rapid growth stage of crop growth), August 23 (Middle stage of crop growth) and October 10 (Late stage of crop growth). The rainfall, irrigation, and sampling time points during the test are shown in Fig. 2.

**Design and Measurement**

During the experiment, the groundwater level in the experimental area was maintained at about 320 cm. To better explore the characteristics of water and solute transport between crop roots and groundwater levels in deep soil layers, the research depth was set at 300 cm. Soil samples at different depths were sampled with a soil sampler, and soil samples were taken every 20 cm. To eliminate the errors caused by soil spatial variability and experiment contingency, repeated tests and multiple selection sites were carried out.

The soil mass moisture content was measured by oven drying method and converted to soil volume water content, the formula is shown below.

\[
\theta_m = \frac{M_w}{M_s} \quad \text{(1)}
\]

\[
\theta_v = \theta_m \cdot \frac{\rho_b}{\rho_w} \quad \text{(2)}
\]

Where \(\theta_m\) is the soil mass moisture content (g·g$^{-1}$), \(\theta_v\) is the soil volume water content (cm$^3$·cm$^{-3}$), \(M_w\) is the mass of water in the sample (g), \(M_s\) is the mass of soil in the sample (g), \(\rho_b\) is soil bulk density (g·cm$^{-3}$), \(\rho_w\) is the bulk density of water, \(\rho_w = 1.0 \text{ g·cm}^{-3}\).

The soil samples were extracted with KCl solution and analyzed with Auto Discrete Analyzers (CleverChem380) for NH$_4$-N (lower detection limit 0.005 mg.L$^{-1}$), NO$_3$-N (lower...
detection limit 0.003 mg.L⁻¹), and NO₂⁻ (lower detection limit 0.002 mg.L⁻¹). Use the following formula to make the conversion.

\[ \theta_m = \frac{M_w}{M_s} \]  

Where \( C \) is soil solute concentration (mg.kg⁻¹), \( C_T \) is the concentration of sample solution (mg.L⁻¹), \( V \) is the volume of KCL solution (mL), \( M_s \) is the mass of soil in the sample (g).

**RESULTS**

**Soil Property**

Undisturbed soil was taken from 0-40cm, 40-70 cm, 70-110 cm, 110-250 cm, and 250-300 cm in the test area, and the basic physical properties of soil (bulk density, field capacity, and saturated soil water content) were obtained through experiments. Soil particle analysis was carried out to determine the soil type according to the American soil classification standard. The test results are shown in Table 1. The soil texture in the test region is mainly loamy sandy soil and sandy, with some sandy loam interbedded between layers. From the results of soil particle analysis, it can be seen that the sand content in the experimental area is large and the infiltration capacity is strong. Previous studies have also proved that the soil in the experimental area has a strong infiltration capacity.

---

### Table 1: Physical properties of soil in the test area.

<table>
<thead>
<tr>
<th>Soil depth (cm)</th>
<th>Volume weight [g·cm⁻³]</th>
<th>Field capacity [cm³·cm⁻³]</th>
<th>Saturated soil water content [cm³·cm⁻³]</th>
<th>Soil type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-40</td>
<td>1.54</td>
<td>0.21</td>
<td>0.44</td>
<td>Loamy sand</td>
</tr>
<tr>
<td>40-70</td>
<td>1.65</td>
<td>0.35</td>
<td>0.44</td>
<td>Sandy loam</td>
</tr>
<tr>
<td>70-110</td>
<td>1.59</td>
<td>0.24</td>
<td>0.43</td>
<td>Sand</td>
</tr>
<tr>
<td>110-250</td>
<td>1.62</td>
<td>0.14</td>
<td>0.41</td>
<td>Sand</td>
</tr>
<tr>
<td>250-300</td>
<td>1.51</td>
<td>0.10</td>
<td>0.36</td>
<td>Sand</td>
</tr>
</tbody>
</table>

---

**Soil Water Content**

The distribution of soil water content with soil depth in border irrigation, drip irrigation under mulch, and the bare area are shown in Fig. 3.

Since the roots of maize are mainly distributed in 0-80cm soil, the ability of root water uptake in the region below 80 cm was relatively weak, the soil was divided into two parts with a limit of 80 cm. Above 0-80 cm, the water content of drip irrigation under film was high. At 40 cm, the maximum water content of drip irrigation under mulch was 24.54%, which was greater than that of bare area (22.39%) and far greater than that of border irrigation (17.91%). At 80cm-300 cm, the average water content of drip irrigation under mulch was 7.94%, which was close to that of bare area (7.68%) and greater than that of border irrigation (6.35%). Soil water content firstly increases and then decreases. The reason for this phenomenon is related to soil properties at different depths. The soil at the depth of 40 cm had better water preservation, while the soil below 80 cm had better infiltration capacity.

The results showed that the water content of drip irrigation under mulch was higher than border irrigation in the soil about 40 cm and below 80 cm. The reason for this phenomenon was that under the influence of the local hydrological cycle, the film mulching did not reduce the infiltration amount.
of rainfall and made the water vapor circulation under the film, which reduced the evaporation of soil water to a certain extent. Due to the rain-catching effect of ridging, more water is absorbed into the deep soil. Under the comprehensive influence of the strong infiltration capacity of the local soil, Compared with border irrigation, drip irrigation under mulch could save about 50% of irrigation water and get more water into deep soil, which was beneficial to the process of groundwater infiltration and recharge, and alleviated the downward trend of local groundwater level to a certain extent.

The Content of NH$_4^-$-N

The distribution of NH$_4^-$-N content with soil depth in border irrigation, drip irrigation under mulch, and bare area during the whole growth period is shown in Fig. 4.

As can be seen from Fig. 4, the contents of NH$_4^-$-N in the soil under the three underlying surface conditions all decreased gradually with the increase of soil depth. Under drip irrigation under mulch, the average content of NH$_4^-$-N was 2.85 mg.kg$^{-1}$ at 0-80 cm depth and 1.24 mg.kg$^{-1}$ at 80 cm-300 cm depth during the crop growth period. Under border irrigation, the average content of NH$_4^-$-N was 1.90 mg.kg$^{-1}$ at 0-80 cm and 0.97 mg.kg at 80 cm -300 cm. Under bare area the average content of NH$_4^-$-N was 1.44 mg.kg$^{-1}$ at 0-80cm and 0.55 mg.kg$^{-1}$ at 80-300 cm. This was because the solute transport was easily affected by soil properties, the shallow soil layers in the experimental area contained much more clay and silt than the deep soil layers. The negatively charged colloids in the shallow soil layers tended to adsorb the positively charged NH$_4^-$-N ions, thus hindering the further downward movement of NH$_4^-$-N, resulting in a higher content of NH$_4^-$-N in the shallow soil layers. Only when the soil water content was close to the saturated water content or reached the upper limit of the adsorption capacity of colloidal particles, NH$_4^-$-N would be driven by infiltration to the deep soil layers.

During the whole growth period, the average content of NH$_4^-$-N in 0-300 cm under drip irrigation under mulch was 1.63 mg.kg$^{-1}$, which was higher than that under border irrigation (1.20 mg.kg$^{-1}$). However, due to the lack of nitrogen fertilizer supplement, the content of NH$_4^-$-N in flat bare land was low and hardly changed over time, with the average content maintained at about 0.77 mg.kg$^{-1}$. The reason for this phenomenon was that the film mulching reduced the ammonia volatilization from the surface soil, and at the same time, drip irrigation under mulch got more water into the soil due to the rain-catching effect and impermeability of plastic film. The leaching effect was increased. This caused more NH$_4^-$-N to migrate from the surface to the deep soil layers.

The Content of NO$_3^-$-N

The distribution of NO$_3^-$-N content with soil depth in border irrigation, drip irrigation under mulch, and bare area during the whole growth period are shown in Fig. 5.

As can be seen from Fig. 5, the contents of NO$_3^-$-N in the soil under the three underlying surface conditions all increased with the increase of soil depth, and there was an obvious increase process at 60cm-120cm. Under drip irrigation under mulch, the average content of NO$_3^-$-N was 0.37 mg.kg$^{-1}$ in 0-80 cm and 2.73 mg.kg$^{-1}$ in 80 cm – 300 cm during the crop growth period. Under border irrigation, the average content of NO$_3^-$-N was 0.16 mg.kg$^{-1}$ in 0-80 cm and

Fig. 3: Distribution of water content.
1.99 mg.kg$^{-1}$ in 80 cm-300 cm. Under border irrigation, the average content of NO$_3$-N was 0.08 mg.kg$^{-1}$ at 0-80 cm and 0.86 mg.kg$^{-1}$ at 80-300 cm. This was because the soil property in the experimental area was relatively sandy, with a strong ability for infiltration. The leaching effect of rainfall and irrigation was strong, which made a large amount of NO$_3$-N in the shallow soil layers migrate to the deep soil layers. At the same time, considering the absorption and utilization of crops, the NO$_3$-N content in shallow soil layers was less, while the NO$_3$-N content in deep soil layers was more.
During the whole growth period, the average content of NO$_3$-N in 0-300cm under drip irrigation under mulch was 2.14 mg.kg$^{-1}$, which was higher than that under border irrigation (1.54 mg.kg$^{-1}$). However, due to the lack of nitrogen fertilizer supplement, the content of NO$_3$-N in flat bare land was low, and changed little over time, with the average content maintained at about 0.67 mg.kg$^{-1}$. This was because drip irrigation under mulch made more water enter the soil, enhanced the leaching effect, and made more NO$_3$-N migrate to the deep soil layers.

The Content of NO$_2$-N

The distribution of NO$_2$-N content with soil depth in border irrigation, drip irrigation under mulch, and bare area during the whole growth period are shown in Fig. 6.

As can be seen from Fig. 6, the contents of NO$_2$-N under the three underlying surface conditions hardly changed with the increase of soil depth, and the contents of NO$_2$-N fluctuated only in the surface soil above 40cm at different growth stages. The content of NO$_2$-N in the soil below 40cm was unchanged and low.

In drip irrigation under mulch, border irrigation, and bare land, the NO$_2$-N content was 0.040 mg.kg$^{-1}$, 0.035 mg.kg$^{-1}$ and 0.031 mg.kg$^{-1}$, respectively. As the content of NO$_2$-N in soil was low, and as an intermediate product of nitrification and denitrification, it was unstable in soil, so no further discussion would be made.

DISCUSSION

Relationship Between Inorganic Nitrogen Content and Water Content

“Salt with water” is the basic law of solute transport. Drip irrigation under mulch changed the underlying surface of farmland. Under the comprehensive effects of local soil properties and the characteristics of the hydrological cycle in a semi-arid area, new characteristics appeared in the process of water infiltration, that was, more water entered deep soil under drip irrigation under mulch. Therefore, exploring the relationship between inorganic nitrogen and water content is crucial to understand the process of nitrogen transport in the experimental area.

The relationship between the average content of NH$_4$-N and NO$_3$-N and the average water content was obtained by weighting the content of NH$_4$-N and NO$_3$-N and water content. The results are shown in Fig. 7 and Fig. 8.

As can be seen from Fig. 7, there was no clear correlation between NH$_4$-N content and water content in the soil above 60cm. In the soil below 60cm, the content of NH$_4$-N and water fluctuated in some areas, but the overall change trend with soil depth was the same. This was because there were many factors affecting the content of NH$_4$-N in shallow soil layers, including the application of nitrogen fertilizer and ineffective volatilization, the effects of root absorption and utilization, rainfall, irrigation, and the negatively charged...
colloidal adsorption in shallow soils, which all affected the migration of NH$_4$-N. Therefore, there was no clear correlation between the content of NH$_4$-N in the shallow soil layers and water content. However, for the deep soil layers, the soil properties of each layer were the same, which were mainly sand particles, and the colloidal adsorption is weak. The infiltration of soil water becomes the main factor affecting the migration of NH$_4$-N. Therefore, the variation trend of NH$_4$-N content with soil depth was consistent with the variation trend of water content with soil depth.

As can be seen from Fig. 8, there was no clear correlation between NO$_3$-N content and water content in the soil above 80 cm. The variation trend of NO$_3$-N content and water content in the soil below 80 cm was the same as the soil depth. The reason for this result was the same as that for NH$_4$-N, except that the soil in the experimental area was sandy and there was no clay layer with a certain thickness in the shallow soil layers. During irrigation or rainfall, saturated soil could not be formed in the shallow layer to delay and attenuate water infiltration, so NO$_3$-N in the shallow layer rapidly migrated to the deep layer, and the content of NO$_3$-N increased with the increase of soil depth.
The Change of NH$_4$-N and NO$_3$-N Content at Different Depths

The content of NH$_4$-N and NO$_3$-N in each growth period was weighted, and the initial state content value was subtracted to obtain the change of NH$_4$-N and NO$_3$-N content in each growth period. The vertical migration of soil inorganic nitrogen could be reflected by the changes of NH$_4$-N and NO$_3$-N contents at different depths. The content changes of NH$_4$-N and NO$_3$-N at different depths under drip irrigation under mulch and border irrigation are shown in Fig. 9. Due to the lack of nitrogen fertilizer application, the change value of soil NH$_4$-N and NO$_3$-N content was small, so it was not further discussed.

As can be seen from Fig. 9, in the soil above 80 cm, the change of NO$_3$-N content under drip irrigation under mulch and border irrigation was small, but the increased value of NH$_4$-N content under drip irrigation under mulch was significantly greater than that under border irrigation.

In the soil below 80 cm, the change value of NH$_4$-N content under drip irrigation under mulch and border irrigation decreased with the increase of soil depth. Although the increase of NH$_4$-N content under drip irrigation under mulch was slightly greater than that under border irrigation, the increase of NH$_4$-N content under two conditions below 220 cm was almost the same. It can be seen that with the increase of groundwater depth, the amount of NH$_4$-N entered into groundwater will gradually decrease. When the depth of groundwater is more than 220 cm, the amount of NO$_3$-N entered into groundwater decreases with the increase of depth below 220 cm. However, in the whole interval below 80 cm, the increment of NO$_3$-N content under drip irrigation under mulch was significantly greater than that under border irrigation. It can be seen that when the local groundwater depth is less than 220 cm, the amount of NO$_3$-N entered into the groundwater will gradually decrease. When the depth of groundwater is more than 220 cm, the amount of NO$_3$-N entered into groundwater under drip irrigation under mulch was significantly greater than that under border irrigation.

It is worth noting that the NO$_3$-N and NH$_4$-N distributed in the area between the soil level below 80 cm and the groundwater level above cannot be effectively utilized by crops, and will move further to the groundwater under the leaching effect of rainfall and irrigation. In this area, the contents of NH$_4$-N and NO$_3$-N in drip irrigation under mulch were higher than those in border irrigation. The promotion of drip irrigation under the mulch will increase the risk of nitrogen pollution in local groundwater.

CONCLUSION

Compared with traditional border irrigation, drip irrigation under mulch not only saved irrigation water but also made more water infiltrate into deep soil layers, which increased...
the infiltration recharge of groundwater and had a positive effect on alleviating the decrease of local groundwater level.

The average content of NH$_4^+$-N and NO$_3^-$-N under drip irrigation under mulch was higher than that under border irrigation because drip irrigation under mulch increased the infiltration of water into the deep soil, it intensified the leaching effect of irrigation and rainfall on inorganic nitrogen. This phenomenon was especially obvious in deep soil layers. The average content of NH$_4^+$-N was 1.24 mg.kg$^{-1}$ at 80 cm-300 cm under drip irrigation under mulch and 0.97 mg.kg$^{-1}$ under border irrigation. The average content of NO$_3^-$-N was 2.73 mg.kg$^{-1}$ at 80 cm-300 cm under drip irrigation under mulch and 1.99 mg.kg$^{-1}$ under border irrigation.

According to the analysis of the relationship between soil NH$_4^+$-N, NO$_3^-$-N contents, and water content, the deep soil layers’ water content has been significantly impacted by the contents of NH$_4^+$-N and NO$_3^-$-N. The change value of NH$_4^+$-N content in deep soil layers decreased with the increase of soil depth. The change value of NO$_3^-$-N content increased with the increase of soil depth above 220 cm and decreases with the increase of soil depth below 220 cm. The increment of NH$_4^+$-N and NO$_3^-$-N contents in deep soil layers under drip irrigation under mulch was greater than that under border irrigation, and the increment of NO$_3^-$-N content was significantly greater than that under border irrigation.

This study analyzed the distribution of NH$_4^+$-N, NO$_3^-$-N, and NO$_2^-$-N in different soil depths during the whole growth period under three underlying surface conditions, including drip irrigation under mulch, border irrigation, and bare area through field in-situ observation experiment, and analyzed the influence of drip irrigation under mulch on inorganic nitrogen transport in deep soil layers. The results showed that drip irrigation under mulch saved the amount of irrigation water and increased the amount of groundwater recharge, but increased the risk of nitrogen pollution in local groundwater. From the perspective of hydrology and water resources, this paper provides a more comprehensive evaluation of the performance of drip irrigation under mulch in the hydrological cycle and also provides more basis for similar areas to formulate water resources development strategies.
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ABSTRACT
An attempt has been made in this paper to conduct an Electrokinetic (EK) enhanced large-scale model study to analyze the heaving phenomena observed in fields. The application of the EK technique on fields to study alkali-induced heaving has been simulated in the laboratory using a rectangular and circular model. The EK technique was mainly employed to facilitate alkali soil interaction. Analysis of the geometry of the model boundary on the various physiochemical as well as geotechnical properties of the soil was conducted. Before that, a simple heaving analysis was also performed in an oedometer without the EK technique. Compare to the maximum heaving of 5.55% observed in the oedometer the soil in EK-equipped circular and rectangular models showed the heaving of 5.42% and 4.21% respectively. The heaving pressure recorded for the oedometer was 67.5 t.m\(^{-2}\) while for the circular and rectangular models these values were 37.7 t.m\(^{-2}\) and 18.8 t.m\(^{-2}\) respectively. Further, the value of unconfined compressive strength of soil decreases from 141 kPa to 80 kPa after interaction with alkali and the decrease was more prominent in the circular EK model. However, there was an increase in the friction angle and a decrease in cohesion value after alkali interaction. The structural alteration due to alkali solution was examined by SEM and XRD analysis.

INTRODUCTION
Electrokinetic (EK) is a newly developed technique for soil stabilization. Casagrande first introduced this method in 1940 to stabilize railway embankments (Casagrande 1949). This technique is based on three basic principles, electromigration, i.e., transport of material due to movement of charged ions, electrophoresis i.e., movement of dispersed particles, and electroosmosis i.e., movement of pore fluid across a porous material. Since the movement of fluid is a big challenge in the case of heterogeneous or low permeable soil, all these phenomena involve the application of voltage gradient across the material. The electrokinetic technique is the best suitable method for injecting pore fluids in such soils under a potential gradient (Alshawabkeh & Bricka 2000).

For in-situ stabilization of soil/sites, the EK technique can be a great option for civil engineers. It may involve minimal disturbance to the existing structures, unlike conventional methods, which are expensive, time-consuming, and maybe challenging to implement at developed sites. The potential of the EK technique is being investigated by several researchers in context to their vital role in various geotechnical solutions such as rapid dewatering of clayey soil which have very high moisture retention capacity (Dizon & Orazem 2020, Jian et al. 2019, Liu et al. 2018, Martin et al. 2019, Shang 1997, Shen et al. 2020) chemical stabilization of low shear strength soil (Estabragh et al. 2019, 2020, Moayedi et al. 2014, Nordin et al. 2013, Lakshmi & Sivarajani 2014), bio-grouting of soft soil to improve its geotechnical properties (Keykha & Asadi 2017, Keykha et al. 2014, 2015) and removal of heavy metals from the soils (Cameselle et al. 2021, Kim et al. 2001, Ma et al. 2018, Sivapullaiah et al. 2015, Yi et al. 2017). The efficiency of the EK technique is a function of several parameters such as the electrode materials (Méndez et al. 2012, Xiao & Zhou 2019), spacing between the electrode (Rittirong et al. 2008, Turer & Genc 2005, Wan et al. 2021), voltage gradient (Fu et al. 2019, Mu’azu et al. 2016) and rate of chemical addition. It has been reported that out of metals and non-metals which are generally used as electrodes, metal electrodes are more efficient. However, it also has several drawbacks, such as its proneness to corrosion on exposure to an acidic environment which may also lead to soil pollution. To overcome such problems, several experimental investigations were carried out by wrapping the electrodes with polymeric materials. Among various materials, geotextiles were proved to be satisfactorily efficient in reducing the
corrosion of the electrodes (Azhar et al. 2018, Glendinning et al. 2005).

Furthermore, alkali contamination in soils is also a problem that has been receiving great concern owing to its detrimental effects on the existing structures. Alkali contamination causes heaving of the soils and may also impact their engineering properties (Ashfaq et al. 2019, Irfan et al. 2018; Reddy et al. 2017, Vindula & Chavali 2018, Vindula et al. 2019). It has also been reported that alkali contamination causes mineralogical and morphological changes in the soil matrix (Chavali et al. 2017, Sivapullaiah & Manju 2005, Sivapullaiah et al. 2010). A number of works have been reported to study alkali-induced heaving (Chavali et al. 2017, Reddy et al. 2017). All the studies reported till now were conducted at small scale set up in oedometer apparatus. But in practical scenarios, there can be significant variations in the implementation of the process and the results too. For instance, inundation of alkali solution through the soil specimen is possible on a small scale. However, in large-scale models, fluid transport through the sample can be difficult because of the low permeability of the soil. To the author’s knowledge, no work has been conducted till now to study the alkali-induced heaving of soil using the EK technique in a large-scale model.

In this paper, an attempt has been made to conduct EK equipped large-scale model study to analyze the heaving phenomena observed in fields. The effect of the model geometry has also been taken into account by using a rectangular and circular-shaped model. The results were compared in terms of percentage heaving and heaving pressure. Further, the effect of boundary geometry in EK-equipped models was analyzed in terms of variations in voltage. The effect of alkali interaction using the EK technique on the engineering properties of the soil was also compared for both models.

MATERIALS AND METHODS

Soil

In the present study, the soil samples were collected by open excavation upto a depth of 3 m from the natural ground level at the Banaras Hindu University Campus. Wet sieving was performed in which the soil sample was first washed through a 75µm sieve and the fraction coarser and finer than 75µm were collected and oven dried separately. Following it, mechanical sieving and hydrometer methods were used as per (Astm D6913-04R2004) to analyze coarser fractions and finer fractions respectively. A semi-log curve was plotted between the percentage finer and diameter of a particle in mm as shown in Fig. 1. Based on the Unified Soil Classification System (USCS), the soil was classified as CL (Clay with low plasticity). Before the experiment, the collected soil samples were oven-dried and sieved. The physical properties

![Fig. 1: Particle size distribution curve of soil.](image)
and chemical composition of soil are listed in Table 1 and Table 2 respectively.

**Experimental Set-up and Test Procedure**

The whole experimental analysis was conducted in three different sets up the details of each type of experimental setup are explained in detail in the subsequent sections.

**Oedometer Test**

One dimensional free swell test was performed in Oedometer in accordance with ASTM D2166 (2020) to study the heaving behavior of soil inundated with 16 M NaOH solution. The virgin soil was compacted in the consolidation ring of 6 cm diameter and 2 cm height at the density corresponding to the optimum moisture content. Porous stones with filter papers were placed on both sides of the soil specimen extruded in the ring after compaction, which is then placed into the oedometer assembly. The soil sample is inundated with 16
M NaOH solution and is kept free from any type of load application. Here, in this case, the flow of NaOH as the pore fluid takes place without the effect of any potential gradient. Soon after the interaction with NaOH, the soil starts heaving. The amount of heaving in the vertical direction with the time was recorded using a dial gauge. The test was continued till the time no significant change in dial gauge reading was observed with time. The percentage heaving in the vertical direction was then calculated as the ratio of the actual heaving to the initial height of the specimen.

The principle mechanism behind heaving due to alkali interaction is the increase in the pH of the soil which leads to an increase in negative charge on the surface of the soil. These charges create greater repulsion between the soil particles and thus cause heaving (Paulose et al. 2017).

Rectangular Electrokinetic Model

The second phase of the experiment involved a large-scale model testing in studying the heaving behavior of alkali-interacted soil. The movement of the NaOH as the pore fluid takes place under the influence of an electric potential gradient. The schematic of the elevation and plan of the model testing tank has been shown in Fig. 2 and Fig. 3. Fig. 4 shows the image of a rectangular EK model showing the position of the dummy electrode, dial gauge, and proving ring. The testing tank was rectangular with dimensions of 1300 mm × 750 mm × 1000 mm fabricated brick masonry. The tank was divided transversally into three parts comprising three chambers, namely, the anode chamber, the cathode chamber, and the soil chamber. The length of the soil chamber was 1000 mm, while that of both the electrolyte chambers was 150 mm. A 20 mm thick perforated acrylic sheet was placed between the electrolyte chamber and soil chamber to ensure a uniform flow of the electrolyte. The top surface was kept open where the soil heaving was measured. The electrodes were made up of a brass net sandwiched between two geotextile sheets which were then fixed against the acrylic sheets. This brass net was used to apply a voltage gradient between the anode and cathode. A potential difference of 100 V across the two ends of the soil chamber was maintained throughout the experiment. The effect of NaOH on the percentage heaving, heaving pressure, voltage, unconfined compressive strength, and shear behavior of the soil was evaluated across the soil specimen.

Dial gauges were placed at nine different locations at the top soil surface as shown in Fig. 4(b), to measure the surface heaving. The nine-dial gauge was placed in sets of three at a distance of 250 mm, 500 mm, and 750 mm from the anode. Three proving rings were placed at the central line to measure the heaving pressure exerted by the soil. The voltage sensors 9 in number, were placed inside the soil sample to measure voltage and temperature change throughout the experiment as shown in Fig 4(a). The voltage sensors can be regarded as dummy electrodes.

Circular Electrokinetic Model

The third phase of the experiment was conducted in a large-scale circular model made of RCC, the elevation and plan of which are shown in Fig. 5 and Fig. 6, respectively.

The anode, cathode, and soil chambers were in the form of three concentric compartments. The outermost chamber...
Dial gauges were placed at nine different locations at the top soil surface as shown in Fig. 4(b), to measure the surface heaving. The nine-dial gauge was placed in sets of three at a distance of 250 mm, 500 mm, and 750 mm from the anode. Three proving rings were placed at the central line to measure the heaving pressure exerted by the soil. The voltage sensor and temperature sensor, each 9 in number, were placed inside the soil sample to measure voltage and temperature change throughout the experiment as shown in Fig. 4(a). The voltage sensors can be regarded as dummy electrodes.

Circular Electrokine|tic Model
The third phase of the experiment was conducted in a large-scale circular model made of RCC, the elevation and plan of which are shown in Fig. 5 and Fig. 6, respectively. The anode, cathode, and soil chambers were in the form of three concentric compartments. The outermost chamber was the anode chamber. The middle compartment was for soil specimens, while the inner compartment was the cathode chamber. The diameter of the soil compartment and anode chamber was 600 mm and 150 mm, respectively, as shown in Fig. 6, while the height of the tank was 750 mm. The flow of the fluid was radially inwards from the anode chamber to the cathode chamber. Perforations were made on the walls of the anode chamber for the uniform flow of solution. Like in the case of a rectangular setup, the electrodes were made by sandwiching a brass net between two Geosynthetic sheets and were placed on the inner wall surface of the soil chamber.

Fig. 7 shows the image of a circular EK model with a dummy electrode, dial gauge, and proving ring. Dial gauge and proving rings were placed at the top surface of the soil for measuring the heaving and heaving pressure, respectively. As
can be seen from Fig. 7(c), the four dial gauges were placed at the mid-point of the anode and cathode. Furthermore, four voltage sensors were placed at the mid-depth just below the four dial gauges to monitor the change in the voltage and temperature sensors as shown in Fig 7(b). The cathode chamber was connected to a drain pipe at the bottom from where the electrolyte was drained out at regular intervals, while the anode chamber was refilled at regular intervals.

Sample Preparation

Preparation of the soil bed in the testing tank was a challenging task as any sort of non-homogeneity was not desirable. The soil bed was prepared at the bulk density corresponding to the optimum moisture content. A pre-calculated amount of soil was mixed with the water corresponding to the OMC, and this soil was compacted in the tank in 5 layers. The bottom two layers were given a little less compactive effort as compared to the upper one to incorporate the settlement due to overburden stresses. Once the soil bed was prepared, Cone Penetration Test (CPT) was conducted at different locations to check for uniformity in the prepared soil bed. The results were plotted in terms of penetration of the cone in mm per blow which is termed as Dynamic Penetration Index (DPI). In the case of the rectangular tank, CPT tests were conducted at the four corners, while in the case of the circular tank, it was conducted at two diametrically opposite locations.
points. The results of the tests are shown in Fig. 8. Fig. 8(a) shows the CPT results for the rectangular model, while Fig. 8(b) shows the CPT results for the circular model. The CPT profiles for both types of the model were almost uniform for all locations except a slight decrease was observed at the bottom owing to the densification due to overburden stresses.

RESULTS AND DISCUSSION

Surface Heaving

The time vs heaving profiles for all the three test setups are shown in Fig. 9, Fig. 10, and Fig. 11. The soil sample was mixed thoroughly with distilled water at optimum moisture content and compacted statically to the desired depth to achieve density nearest to maximum dry density. Fig. 9 shows the percentage heaving with time recorded in the oedometer tests. The heaving showed a continuous increase with time.

![Fig. 8: CPT Test results for (a) Rectangular model and (b) Circular model.](image)

![Fig. 9: Heave in soil inundated with 16 M NaOH solution in Oedometer test.](image)
The maximum percentage of heaving was 5.55% which was achieved in approximately 40 days after which no significant heaving was observed. Similarly, Fig. 10 shows the heaving recorded in the nine-dial gauges in the rectangular electro-kinetic test setup. The graph is evidence of an obvious increase in the heaving with time for all the dial gauges. However, when the distance from the anode was increased, the percentage of heaving decreased. The maximum value of heaving in the case of rectangular test setup was 4.39% which was observed in the dial gauges nearest to the anode. The reason could be attributed to the fact that the soil nearer to the anode gets rapidly interacted with NaOH as the flow of the electrolyte is from anode to cathode. Further, it was also observed that the heaving shown by the dial gauges at the edges was slightly higher than those at the middle for a fixed distance from the anode. The possible reason behind this particular observation could be that the flow of electrolytes along the model boundaries would be faster due to less resistance offered at the soil-boundary interface. The time-heaving profile obtained from the four dial gauges in the circular test setup is shown in Fig. 11. It was seen that the heaving in the case of the circular electro-kinetic model was increasing sharply with increasing interaction time. The maximum heaving observed, in this case, was 5.42%. The heaving in the four dial gauges did not show much deviation since the radial inward flow of electrolyte causes uniform

![Fig. 10: Heave in soil inundated with 16 M NaOH solution in rectangular EK model.](image1)

![Fig. 11: Heave in soil inundated with 16 M NaOH solution in circular EK model.](image2)
soil-alkali interaction at a particular radial distance from the anode.

It is also worth noticing that the rate of heaving, represented by the slope of the time-heaving curves, is maximum in the case of the circular model where the electrolyte flow was radial. Moreover, the rate of heaving in the case of an oedometer increases initially and becomes constant after 25-30 days. In the case of the rectangular model, the rate of heaving increases initially up to 30-35 days, reduces thereafter, and becomes constant after 50-55 days. Unlike in the above two experiments, the rate of heaving in the case of the circular model shows a sharp increase with time and did not show any reduction up to 60 days.

A comparison of the percentage heaving in the case of all the three setups is shown in Fig. 12. From the fig. it can be observed that the percentage heaving was maximum in the case of the oedometer test followed by the circular EK model and then the rectangular EK model. When heave is considered, the soil weight contributes an additional component of vertical load (Merifield et al. 2009). It could be possible that in the case of the large-scale EK models, a portion of the heaving at the bottom layers is suppressed by the overburden pressure of the overlying soil. This effect would not be prominent in the case of an oedometer as a relatively very less amount of soil is used in the specimen.

## Heaving Pressure

The heaving pressure in EK models was measured through a proving ring which is placed on the surface at three different locations which are already shown in their respective plans. On the other hand, the heaving pressure in the oedometer is the total amount of load required to bring back the deflection in the dial gauge to its original position. A comparative bar chart depicting the heaving pressure obtained for all both EK tests is shown in Fig. 13. Again, the maximum heaving pressure was observed in the oedometer test which is 67.5 t.m^{-2} while the heaving pressure in the circular EK model and rectangular EK model is about 37.8 t.m^{-2} and 18.8 t.m^{-2} respectively. The heaving pressure in all three proving rings in the circular model is approximately the same while in the case of the rectangular model, the heaving pressure reduces as the distance from the anode increases.

### Comparison of Rectangular and Circular EK Model

The sections that follow give a comparison of the variation of the various factors in the rectangular EK model and the circular EK model.

## Variation of Electric Potential

The plot of the electric potential versus time as measured during the EK tests in rectangular and circular EK models are shown in Fig. 14 and Fig. 15 respectively. The electric potential was measured using voltage sensors at the mid-depth just below the dial gauges. Fig. 14 shows the variation of electrical potential in the rectangular EK model. The recorded electric potential showed a decrease in moving from anode to cathode. The electric potential increases as the flow start from the anode to the cathode and then decreases with the precipitation of sodium ions across the soil specimen.

![Fig. 12: Effect of model boundaries on percentage heaving.](image-url)
The sections that follow give a comparison of the variation of the various factors in the rectangular EK model and the circular EK model.

**Variation of Electric Potential**

The plot of the electric potential versus time as measured during the EK tests in rectangular and circular EK models are shown in Fig. 14 and Fig. 15 respectively. The electric potential was measured using voltage sensors at the mid-depth just below the dial gauges. Fig. 14 shows the variation of electrical potential in the rectangular EK model. The recorded electric potential showed a decrease in moving from anode to cathode. The electric potential increases as the flow...
However, a non-uniformity in electric potential variation was observed due to the non-uniform flow of electrolytic solution in the soil sample. This non-uniformity in flow may occur due to the large volume of soil and non-uniform precipitation of sodium ions in the soil sample.

Likewise, Fig. 15 depicts that in the circular EK model, a similar electric potential profile was observed with time for all four locations which indicates the uniformity in flow at every location. As the experiment continues, the electrical potential increases due to the movement of ions from the anode to the cathode. After 15 days, a linear decrement in electrical potential was observed with time which occurs due to the precipitation of sodium hydroxide into the soil. After the precipitation of sodium hydroxide, the electric potential becomes constant across the soil sample. Therefore, it is apparent that the change in electrical potential of the circular EK model was approximately the same, however in the rectangular EK model the electrical potential varies as we move from anode to cathode.

Unconfined Compressive Strength

The unconfined compressive strength (UCS) test was conducted in accordance with ASTM D2166 (2016) to analyze the change in the strength of soil specimens after alkali interaction. The UCS value of the virgin soil conducted before its interaction with NaOH was found to be 141 kPa. Fig. 16(a) shows the UCS values of alkali interacted soil in a circular EK model collected from the mid-depth below the location of dial gauges. The UCS value was in the range of 84-93 kPa for all four specimens after an interaction period of 60 days. Similarly, Fig. 16(b) shows the UCS value of alkali interacted soil in a rectangular EK model collected from the mid-depth below the location of dial gauges. The UCS values were in the range of 90 to 124 kPa after an interaction period of 60 days. The samples collected from the mid-section showed the highest UCS value as compared to the left and right sections. This particular observation can be related to the percentage of heaving where the lowest heaving was observed at the midsection.

The reduction in UCS value with respect to virgin soil after alkali interaction can be attributed to the dissolution of clay minerals in an alkaline environment and the formation of new compounds (Sivapullaiah & Manju 2005). From the UCS graph of circular and rectangular EK models, it was
also observed that the UCS value in the circular model at all four sampling points was similar whereas, in a rectangular model, the reduction in the UCS values was less pronounced on moving from anode to cathode. This was because the intensity of the alkali interaction was not the same at all the points at a given time as the flow of electrolyte from anode to cathode causes the electrolyte to reach different sampling points at different times.

**Shear Strength Parameters**

Unconsolidated Undrained triaxial tests were also conducted in accordance with ASTM D2850 (2015) at the collected specimens at three confining stresses of 50 kPa, 100 kPa, and 150 kPa. The shear strength parameters calculated from the obtained results for the rectangular EK model are shown in Fig. 17. Fig. 17(a) shows the variation of friction angle with the distance from the anode along all three sections. The cohesion and internal friction angle of an un-interacted soil sample is obtained at 55 kPa and 13º. The interaction of NaOH causes an increase in the friction angle. The friction angle is reduced as the distance from the anode increases. Furthermore, the cohesion decreased as the interaction of the NaOH increased as can be seen from Fig. 17(b). Higher decrement in cohesion values was found for the samples nearer to the anode. These changes in cohesion values decrease as the distance from the anode increases. Similarly, Fig. 18(a) and Fig. 18(b) show the variation of friction angle and cohesion respectively for the circular EK model. The values of friction angle and cohesion were almost similar for all the soil samples. However, there was a definite change in the cohesion as well as in the friction angle of the soil after its interaction with NaOH.

**Fig. 16:** Variation of UCS in (a) circular EK model and (b) rectangular EK model.

**Fig. 17:** Variation of (a) Angle of Friction (b) Cohesion in rectangular EK model.
changes in cohesion values decrease as the distance from the anode increases. Similarly, Fig. 18(a) and Fig. 18(b) show the variation of friction angle and cohesion respectively for the circular EK model. The values of friction angle and cohesion were almost similar for all the soil samples. However, there was a definite change in the cohesion as well as in the friction angle of the soil after its interaction with NaOH.

In an attempt to find the possible reason behind such a change in the friction angle and cohesion, it was realized that the pH value is a vital parameter that may potentially influence the mechanical response of the clayey soils. As reported by (Gratchev & Sassa 2009), the edge surface of the clay particle is highly dependent on pH. In a highly alkaline medium when pH is very high, these edges become more negative due to the adsorption of OH$^-$ ions. This induces the face-to-face association of the particles which is responsible for the change in the shear strength parameters.

**Scanning Electron Microscopy**

The morphological changes in the soil matrix under alkali interaction were studied by scanning electron microscopy. After the interaction period of 60 days, samples were collected for SEM analysis. The SEM images of the virgin soil and the soil interacting with 16M NaOH solution are shown in Fig. 19. Distinct flaky particle structure of the virgin soil can be observed in Fig 19 (a). The SEM image of soil interacting with alkali shown in Fig. 19(b) shows some disintegration or weathering. This morphological change in the soil supports the formation of a new compound due to alkali interaction which causes heaving.

**X-ray Diffraction Analysis**

XRD analysis was performed to check for the formation of any new products in the soil after its interaction with the 16M NaOH solution. The soil specimens were collected soon after the completion of the 60 days interaction period. These specimens were dried and ground to a fine powder with a mortar and pestle. X-ray diffractometer was used to scan the sample and identify the mineral composition of the soil specimen corresponding to XRD peak position and intensities using JCPDS software. The X-ray diffraction patterns for virgin and alkali interacted soil are shown in Fig 20. New peaks corresponding to NASH have been observed by the XRD analysis which is a mineral of zeolite group (Sodium aluminum silicate hydrate) which is responsible for the heaving of soil.

Fig. 18: Variation of (a) Angle of Friction (b) Cohesion in circular EK model.

Fig. 19: SEM images of virgin soil (a) Virgin soil (b) Alkali interacted soil.
with alkali shown in Fig. 19(b) shows some disintegration or weathering. This morphological change in the soil supports the formation of a new compound due to alkali interaction which causes heaving.

**X-ray Diffraction Analysis**

XRD analysis was performed to check for the formation of any new products in the soil after its interaction with the 16M NaOH solution. The soil specimens were collected soon after the completion of the 60 days interaction period. These specimens were dried and ground to a fine powder with a mortar and pestle. X-ray diffractometer was used to scan the sample and identify the mineral composition of the soil specimen corresponding to XRD peak position and intensities using JCPDS software. The X-Ray diffraction patterns for virgin and alkali interacted soil are shown in Fig 20. New peaks corresponding to NASH have been observed by the XRD analysis which is a mineral of zeolite group (Sodium aluminum silicate hydrate) which is responsible for the heaving of soil.

**CONCLUSIONS**

The following conclusions can be drawn from the experimental analysis conducted in the present study:

- Interaction of soil with an alkali causes an unexpected heaving in the soil. The maximum percentage of heaving due to alkali interaction was observed in the oedometer test followed by the circular EK model and rectangular EK model. More uniform alkali interaction was achieved in the case of the circular EK model when compared to the rectangular EK model in low permeable soil.

- A considerable decrease in the unconfined compressive strength of the virgin soil was observed after its interaction with the alkali solution. In the case of the rectangular EK model, the effect of alkali on the UCS value was reduced as the distance from the anode was increased.

- Variation of electrical potential with time in the soil shows the flow of alkali solution into the soil is uniform in the case of the circular EK model.

- Alkali interaction causes an increase in the friction angle and a decrease in cohesion value. The respective change was directly proportional to the intensity of the alkali interaction which is a function of the time of interaction and flow of the electrolyte.
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INTRODUCTION

Heavy metals are defined as metals with high atomic weight or high density (Briffa et al. 2020). Heavy metal discharge from various industrial activities is of global environmental challenge. The heavy metal ions such as Cr(VI), As(III) and Pb (II) that are present in wastewater have dangerous impacts on life. Especially, pollution by chromium ions is more common in developing countries. The chromium ions are widely used in many industrial processes such as leather tanning, electroplating, metal coating, etc. (Sun et al. 2016). Currently, a lot of tons of Cr-bearing solid or liquid wastes are getting discharged from anthropogenic sources (Bedemo et al. 2016). The methods such as chemical precipitation, coagulation, flocculation, Electrochemical treatment (ECT), Electrocoagulation, Electro-flotation, Electro-oxidation, Ion-exchange, Membrane filtration, Electrodialysis, Bioremediation, and Phytoremediation have been widely used for the removal of chromium ions from aqueous solutions. However, these methods have some major drawbacks such as low efficiency, high-energy requirements, production of toxic sludges, and sensitive operating conditions. Compared to other techniques, the adsorption process has revealed a higher percentage of metal ion removal from water and wastewater hence it is widely used for the treatment of industrial effluents and solid or liquid waste containing complex metal ions (Abdolali et al. 2014). The commercially available adsorbents have been widely used for the removal of chromium ions from the aqueous solution (Renu et al. 2017). In recent times, nanoparticles are receiving more attention than conventional materials in the adsorption process due to their high surface area and faster adsorption rates. Carbon-based nanomaterials, carbon nanotubes, graphene, and metal oxide-based nanomaterials have been widely used as adsorbents for the removal of heavy metals from water and wastewater (Sadegh et al. 2017).

The nanoparticles can be synthesized using various physical and chemical processes however the green synthesis of nanoparticles is getting wider attention among researchers and scientists. The green synthesis of nanoparticles does not require any toxic substances. It consumes less energy and produces safer products and by-products (Usman et al. 2019). Generally, plant extract, enzymes, microorganisms, and organic wastes are used as reducing agents for the production of nanoparticles. However, the prediction of the
ad sorption data with statistical tools is very limited. Few studies such as the adsorption of boron on calcium alginate gel beads (Ruiz et al. 2013), Zinc ion adsorption on mango leaf powder (Kaushal & Singh 2017), ascorbic acid removal by activated carbon (Ozdemir & Onal 2013) were reported. In this study, the tea waste extract was used as a reducing agent for the synthesis of ZVIN and MIN nanoparticles. The ZVIN and MIN particles were then tested for their efficacy in the adsorption of trivalent chromium ions. The main aim of this research is to statistically analyze the adsorption data of chromium ions by ZVIN and MIN nanoparticles.

**MATERIALS AND METHODS**

**Materials**

The chemicals such as chromium (III) nitrate nonahydrate [Cr(NO$_3$)$_3$ . 9H$_2$O], ferric chloride (FeCl$_3$), ammonia (NH$_3$.OH), and sodium dodecyl sulfate (NaC$_{12}$H$_{25}$SO$_4$) were used in the experimental program. They were obtained from SDFCL (Sdfine-Chem Limited) and all were analytical reagent grade. The tea waste, sugarcane bagasse, and neem leaves were collected from Vellore, Tamil Nadu, India. The statistical analysis was performed using XLSTAT and SPSS software.

**Preparation of Nanoparticles**

The Zerovalent Iron Nanoparticles (ZVIN) and Magnetic Iron oxide Nanoparticles (MIN) were green synthesized using effective and novel methods. The detailed preparation of nanoparticles was explained in our previous study (Arthy & Phanikumar 2016). Fig. 1 shows the schematic representation of the synthesis of nanoparticles. Briefly, the ZVIN nanoparticles were prepared by mixing 17 mL of 0.1% SDS with 100 mL of tea waste extract (2.6 g of tea waste was boiled in 100 mL of DIW), and the solution was continuously stirred at a temp of 60°C. To the above mix, 0.1 N FeCl$_3$ was added till the color of the solution changed from orange to black. After color changes, the solution was stirred for 15 min and was oven-dried at 80°C for 24 h. The dried particles were washed several times with ethanol and water and again it was oven-dried at 80°C. The MIN nanoparticles were prepared by adding 15 mL of 0.1% sodium dodecyl sulfate solution to 5 mL of Iron/tea solution (2 g of tea waste was boiled in 100 mL of 0.2M FeCl$_3$ solution). To the above solution, 50 mL of 16.5% of ammonia was added dropwise by continuously stirring it at 60°C. The solution turned black immediately. The particles were separated using the magnet and coated with neem leaf extract (6.7 g of fresh neem leaves were boiled in 100 mL of DIW). The particles were then washed several times with water and ethanol and were oven-dried at 80°C for 15 h.

**Characterization of Nanoparticles**

The nanoparticles were characterized using UV-Visible spectroscopy, BET surface area analysis, XRD, FTIR, SEM, EDX, AFM, VSM, and pH$_{pzc}$. The size of the nanoparticles was found to be 53.7 nm and 16.3 nm respectively for ZVIN and MIN. The instrumentation analysis of ZVIN and MIN was reported in our previous work (Arthy & Phanikumar 2016, Arthy & Phanikumar 2015).

**Batch Adsorption Tests**

The effect of independent variables such as adsorbent dosage, pH, time, initial metal ion concentration, and temperature was studied on the adsorption response of uptake capacity (mg/g) and removal efficiency (%). The batch adsorption process was carried out by varying the independent variables such as adsorbent dosage (0.05 to 0.125 g), pH (2-7), time (5-120 min), initial metal ion concentration (50-300 ppm), and temperature (30, 45 and 60°C). The metal ion concentration after the adsorption process was measured using Varian AA240 atomic adsorption spectrometer (Arthy & Phanikumar 2015). The metal ion uptake capacity and removal efficiency of ZVIN and MIN was calculated using the following equations:

Uptake Capacity ($q_e$, $q_t$) = ($C_i - C_e$) / $M_i$ x $V$  …(1)

Removal Efficiency Y (%) = ($C_i - C_e$) / $C_i$ x 100  …(2)

Where V is the volume of solution (mL), M is the mass of the dry adsorbent (g), and $C_i$ and $C_e$ are the initial and equilibrium concentrations of Cr$^{3+}$ in the aqueous solution (mg/L). All the experiments were performed in duplicate and the mean values were considered for analysis.

**Principal component analysis (PCA) and Agglomerative Hierarchical Clustering (AHC)**

PCA is a dimensionality reduction method that is used to reduce the dimensions of a large data set. Reducing the number of variables will reduce the accuracy of the data set whereas reducing the dimensionality will still contain most of the information in the data set.

Before performing PCA and HCA, the data must be standardized using the following equation:

$$Z = (X-\mu) / \sigma \ \ \ \ \ (3)$$

Where X is the score of original variables, $\mu$ is the arithmetic mean of the variable and $\sigma$ is the standard deviation of the variable (Frescura et al. 2020). In this study, the Z score was calculated using SPSS software. To access the differences and similarities between the factors, HCA was used. PCA performs the principle component analysis on the adsorption data set which converts the original data into new variables called principal components.
Statistical Prediction of Adsorption Data

The prediction of uptake capacity and removal efficiency was done by different models MLR, PLS, and PCR. Multivariate analysis is an efficient tool for developing a quantitative relationship, between the predictor variables X (pH, initial metal ion concentration, temperature, time, and adsorbent dosage) and a dependent variable Y (uptake capacity, removal efficiency). In this study, the generalized equation of MLR and PLS model was given by equation 4 whereas the generalized equation for PCR is given by equation 5.

Uptake capacity/Removal Efficiency = β₀ + β₁ × pH + β₂ × Time + β₃ × Initial metal ion conc + β₄ × temperature + β₅ × adsorbent dosage

... (4)

Uptake capacity/Removal Efficiency = β₀ + β₁ × F₁ + β₂ × F₂ + β₃ × F₃ + β₄ × F₄ + β₅ × F₅

... (5)

where,

β₀ - β₅ represents the coefficients estimated by MLR, PLS, and PCR models

RESULTS AND DISCUSSION

The maximum experimental uptake capacity of ZVIN and MIN were found to be 231.19 and 232.59 mg/g respectively. The removal efficiency of ZVIN and MIN were found to be 92.6% and 93% respectively (Arthy & Phanikumar 2016).

Analysis of Data
Principal Component Analysis (PCA)

A principal component consists of a score vector and a loading vector. The score vector contains information on how the adsorbents are related to each PC. Loading vectors define the reduced dimension space and contain information on how the variables relate to each PC (Alvarez-Uriarte et al. 2011). The influence of variables such as pH, initial metal ion concentration, temperature, time, adsorbent dosage, uptake capacity, and removal efficiency on factors is given by factor loadings. It helps in the identification of the most important variables which has a significant influence (positive or negative) on the factors. The factor loading higher than 0.5 was assumed to be significant (Alvarez-Uriarte et al. 2011). Hence, the factor loading of less than 0.5 was not reported in this study.

Fig. 2(a) illustrates the factor loading of ZVIN particles on the adsorption of trivalent chromium ions. Factor 1 has high positive loading for pH (0.921), uptake capacity (0.911) and removal efficiency (0.929). Factor 2 has high positive loading for initial metal ion concentration (0.826) and high negative loading for adsorbent dosage (-0.578). Factor 3 has high positive loading for adsorbent dosage (0.624) and temperature (0.735). Factors 4 and 5 have high positive loading for time (0.998) and temperature (0.577) respectively.

Fig. 2(b) shows the scree plot of ZVIN particles, totally of seven factors were extracted for the adsorption of trivalent chromium ions using ZVIN particles. The Eigenvalue of the factors were found to be 2.743, 1.380, 1.098, 1.001, 0.733, 0.042 and 0.004 respectively for factor 1, factor 2, factor 3, factor 4, factor 5, factor 6 and factor 7. The percentage of variability was found to be 39.188%, 19.717%, 15.682%, 14.293%, 10.47%, 0.593% and 0.057% respectively for factor 1, factor 2, factor 3, factor 4, factor 5, factor 6 and factor 7.

Fig. 2(c) illustrates the factor loading of MIN-particles on the adsorption of trivalent chromium ions. Factor 1 has high positive loading for pH (0.934), uptake capacity (0.907), and removal Efficiency (0.934).
for time (0.508) Initial metal ion concentration (0.785) and negative loading for adsorbent dosage (-0.5). Factor 3 has high positive loading for adsorbent dosage (0.661) and temperature (0.724). Factor 4 has high positive loading on time (0.701) and negative loading on initial metal ion concentration (-0.552). Factor 5 has high factor loading on temperature (0.584). Fig. 2(d) shows the scree plot of MIN- particles which resulted in seven factors, the Eigenvalues of the factors were found to be 2.738, 1.460, 1.120, 0.899, 0.734, 0.045, and 0.004 respectively for factor 1, factor 2, factor 3, factor 4, factor 5, factor 6 and factor 7. The percentage of variability was found to be 39.117%, 20.859%, 15.999%, 12.847%, 10.481%, 0.647% and 0.050% respectively for factor 1, factor 2, factor 3, factor 4, factor 5, factor 6 and factor 7.

Eigenvalues indicate the importance of the factors. Thus, the factors with an Eigen value greater than one were assumed to be significant. Similarly, the percentage of variability should also be greater than 10 (Alvarez-Uriarte et al. 2011). Hence, the number of factors retained for ZVIN and MIN was found to be 4 and 3 respectively. For ZVIN and MIN particles, Factor 3 showed high positive loading for temperature when compared with Factor 5 hence it is not considered. The cumulative variance of ZVIN and MIN were found to be 88.88% (four factors) and 75.97% (three factors), while the minimum decisive factor of the satisfactory analysis is 70% (Cvejanov & Skrbic 2017, Sciutto et al. 2017). Agglomerative Hierarchical Clustering (AHC)

Agglomerative hierarchical clustering is an iterative classification method, which clusters the dissimilarities between objects together. The type of dissimilarity depends on the nature of the data and the subject studied. The result of AHC is shown in the dendrogram which shows the progressive
Table 1: AHC Result analysis by class of ZVIN.

<table>
<thead>
<tr>
<th>Class</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objects</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Sum of weights</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Within-class variance</td>
<td>6.074</td>
<td>1.466</td>
</tr>
<tr>
<td>Minimum distance to the centroid</td>
<td>0.698</td>
<td>0.319</td>
</tr>
<tr>
<td>Average distance to the centroid</td>
<td>2.141</td>
<td>0.918</td>
</tr>
<tr>
<td>Maximum distance to the centroid</td>
<td>3.695</td>
<td>1.518</td>
</tr>
</tbody>
</table>

Fig. 3(a) and 3(b) show the dendrogram of ZVIN and MIN particles respectively. The dendrogram has been majorly classified into two clusters C1 and C2 for both ZVIN and MIN particles. The AHC was used to examine the different operating conditions of adsorbents in the removal of trivalent chromium ions. The elements belonging to the same group are similar to each other and the elements in different groups are heterogeneous in relation to the same variables (Vandeginste 1998). In this study, cluster C2 belongs to the observations on pH for both ZVIN and MIN particles. The cluster C1 belongs to the observations of other input variables like time, temperature, initial metal ion concentration, and adsorbent dosage. The result indicates that, when compared with other independent variables, the pH influences more the removal of trivalent chromium ions by ZVIN and MIN nanoparticles. Table 1 and Table 2 show the AHC result by class respectively for ZVIN and MIN particles. The C2 is more homogeneous than the C1. This is validated by the result of the Within-class variance shown in Table 1 and Table 2 of ZVIN and MIN. The within-class variance of C1 is found to be 6.074 and 3.646 respectively for ZVIN and MIN which is higher than C2.

**Modeling of Adsorption Data**

**Multiple Linear Regression Analysis**

The purpose of multiple linear regression is to learn the relationship between the predictor variable and the dependent variable. In linear regression, models of the unknown parameters are estimated from the data using linear models. Linear regression has many practical applications such as prediction, forecasting...etc. It can be used to fit a predictive model to an observed set of input x and output y values. The generalized equation of MLR is given by equation 6.

\[ Y_i = \beta_0 + \beta_1 X_{i1} + \ldots + \beta_n X_{in} \]  

Where, \( \beta_i \) (i = 0,...,n) are the parameters generally estimated by least squares and \( X_{i} \) (i =1,...n) are the explanatory variables (predictors) (Sousa et al. 2007). Multiple linear regression analysis (MLR) is one of the most widely used methodologies for expressing the dependence of a response variable on several independent variables. Despite its success in many applications, the regression approach can face serious difficulties when the independent variables are correlated with each other (McAdams et al. 2000). Multicollinearity, or high correlation among the independent variables in a regression equation, can make it difficult to correctly identify the most important contributors to a physical process. In this study, the linear regression was calculated using the ‘Forward’ model. Eq. 7 and 9 show the MLR model for uptake capacity of ZVIN and MIN respectively whereas Eq. 8 and 10 show the MLR model for removal efficiency of ZVIN and MIN respectively.

Uptake capacity of ZVIN - 0.789 pH + 0.525 IMIC - 0.351 Adsorbent dosage

Removal Efficiency of ZVIN - 0.949 pH

Uptake capacity of MIN - 0.792pH + 0.510 IMIC - 0.346 Adsorbent dosage

Removal Efficiency of MIN - 0.95 pH

**Principal Component Regression**

Principal component regression (PCR) combines principal component analysis (PCA) and multiple linear regression (MLR). In PCR, instead of directly using dependent variables on the explanatory variables, the principal components of explanatory variables are used as regressors. The principal components with higher variances are selected as regressors. The PCR is used to overcome the multicollinearity problem. Eq. 11 shows the generalized equation of PCR.

\[ Y_i = \beta_0 + \beta_1 F_1 + \ldots + \beta_n F_n \]  

Where, \( \beta_i \) (i = 0,..., n) are the parameters generally estimated by least squares and \( F_i \) (i =1,...n) are the factors calculated by principal component analysis. Eq. 12 and 14 show the PCR model for uptake capacity of ZVIN and MIN respectively whereas Eq. 13 and 15 show the PCR model for removal efficiency of ZVIN and MIN respectively. In
this study, the linear regression of principal components was calculated using the ‘Forward’ model.

Uptake capacity of ZVIN - \(0.534 \times F1 + 0.321 \times F2 \) ...(12)
Removal Efficiency of ZIVN - \(0.545 \times F1 - 0.270 \times F2 \) ...(13)

Uptake capacity of MIN - \(0.534 \times F1 + 0.303 \times F2 - 0.124 \times F3 \) ...(14)
Removal Efficiency of MIN - \(0.549 \times F1 - 0.224 \times F2 + 0.117 \times F3 \) ...(15)

**Partial Least Square**

Partial least square is a rapid, well-organized, and best regression method based on covariance. It is a technique that decreases the predictors to a lesser set of uncorrelated components and achieves least square regression on these components, instead of on the original data. PLS is used to find a relationship between explanatory variables \( (X) \) and independent variables \( (y) \). The generalized equation for PLS is given by the following equation

\[ Y = Xb \]  ...(16)
Where \( b \) is the calibration vector. Eq. 17 and 19 show the PLS model for uptake capacity of ZVIN and MIN respectively whereas Eq. 18 and 20 illustrate the PLS model for removal efficiency of ZVIN and MIN respectively.

Uptake capacity of ZVIN - \( 0.766 \times \text{pH} + 0.038 \times \text{Time} + 0.121 \times \text{IMIC} - 0.199 \times \text{Adsorbent dosage} + 0.232 \times \text{Temperature} \) … (17)

Removal Efficiency of ZVIN - \( 0.785 \times \text{pH} + 0.039 \times \text{Time} + 0.124 \times \text{IMIC} - 0.204 \times \text{Adsorbent dosage} + 0.238 \times \text{Temperature} \) … (18)

Uptake capacity of MIN - \( 0.773 \times \text{pH} - 0.058 \times \text{Time} + 0.116 \times \text{IMIC} - 0.186 \times \text{Adsorbent dosage} + 0.206 \times \text{Temperature} \) … (19)

Removal Efficiency of MIN - \( 0.8 \times \text{pH} - 0.06 \times \text{Time} + 0.120 \times \text{IMIC} - 0.192 \times \text{Adsorbent dosage} + 0.213 \times \text{Temperature} \) … (20)

**Comparison of MLR, PCR and PLS Models**

**Goodness of Fit**

Tables 3 and 4 show the statistical analysis of the adsorption data by ZVIN and MIN respectively. The DF represents the number of degrees of freedom, which indicate that the number of independent values, can vary in a study without breaking any constraint. The DF of MLR, PCR, and PLS was given in Tables 3 and 4. The values indicated that the PCR and PLS model has high degrees of freedom when compared with MLR for both uptake capacity and removal efficiency of ZVIN and MIN nanoparticles. The \( R^2 \) is interpreted as the amount of the variability of the dependent variable explained by the model. The better fit of the model should have the value of \( R^2 \) close to 1. In this study, the \( R^2 \) value of PCR was found to be greater than in other models. Similarly, the adjusted \( R^2 \) value is also greater for the PCR model (Tables 3 and 4). The mean of the squares of the error (MSE) is the average squared difference between the predicted values and the actual values. The Root Mean Square Error (RMSE) is the standard deviation of the residuals. The values closer to zero are better hence, the MSE and RMSE values of the PCR model were found to be less when compared with MLR and PLS models. The mean absolute percentage error (MAPE) is a measure of the prediction accuracy of forecasting methods. The result shows that the PCR model has less MAPE value than MLR (Tables 3 and 4).

Durbin-Watson (DW) is a test for autocorrelation in the residuals from a statistical regression analysis. DW statistic value always lies between 0 and 4. If the result lies between 0 and <2 there is a positive autocorrelation. If the value is 2 there is no autocorrelation detected in the sample. If the value lies between >2 and 4 it is negative autocorrelation. In this study, the value suggests a positive correlation for both ZVIN and MIN nanoparticles (Tables 3 and 4). Mallows Cp coefficient evaluates the accuracy and bias of the full model to the models with a subset of the predictors. The Mallows Cp value should be close to the number of predictors plus the constant. The nearer the Cp coefficient to the predictor variable, the less the model is biased. The value of Cp of ZVIN and MIN on uptake capacity and removal efficiency
Fig. 4: Variation of predicted values on uptake capacity (a, b, c) and removal efficiency (d, e, f) of ZVIN nanoparticles by MLR (a, d), PCR (b, e) and PLS (c, f) models.
Fig. 5: Variation of predicted values on uptake capacity (a, b, c) and removal efficiency (d, e, f) of MIN nanoparticles by MLR (a, d), PCR (b, e) and PLS(c, f) models.
indicated that both MLR and PCR models are less biased. Akaike’s information criterion (AIC) is an estimator of prediction error. AIC estimates the amount of information lost by the model. It is used to compare the quality of the model. Schwarz’s Bayesian Criterion (SBC) is a decisive factor for model selection, the model with the lowest BIC is chosen. Table 3 and 4 shows the PCR model has fewer AIC and SBC values than the MLR model for both uptake capacity and removal efficiency of ZVIN and MIN nanoparticles. Amemiya’s prediction criterion (PC) is similar to adjusted R², where, it penalizes more heavily than adjusted R-square. The value of PC is less for the PCR model when compared to the MLR model for both ZVIN and MIN nanoparticles on the removal of Cr³⁺ ions.

Thus the analysis of goodness of fit indicates that the PCR model is best suited for the prediction of uptake capacity and removal efficiency for MLR, PCR, and PLS models.

Prediction of Uptake Capacity and Removal Efficiency

Fig. 4 and 5 show the variation of predicted values on uptake capacity and removal efficiency of ZVIN and MIN nanoparticles by MLR, PCR, and PLS models. The figures show that the PCR model has effectively predicted the uptake capacity and removal efficiency of ZVIN and MIN nanoparticles.

CONCLUSION

In this paper, two statistical analysis techniques (PCA and HCA) and three statistical modeling techniques (PCR, MCR, and PLS) were applied to the adsorption data. These data analysis tools enhance the understanding of the adsorption process. PCA and HCA were applied to identify the chief contribution of independent variables in the removal of Cr³⁺ ions from an aqueous solution. The results indicated that among all variables, the contribution of pH in the removal of Cr³⁺ ions from an aqueous solution was found to be high. PCR, MLR, and PLS were used for the prediction of adsorption data. The analysis of goodness of fit for MLR, PCR, and PLS models indicates that the PCR model is best suited for the prediction of uptake capacity and removal efficiency.
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ABSTRACT

Boom and skimmer are mechanical techniques in Oil Spill Response and Recovery (OSRR) that collect oil from the water surface. However, there are several drawbacks of using boom and skimmer, such as the oil could pass over the boom during strong wind and high tides. Moreover, the currently available oil skimmer designed by the engineers is heavy-duty; in consequence, it is ineffective in shallow water. Thus, there is a need to develop a portable oil spill skimmer to complement the current drawbacks. Several journals on the fabrication of the oil spill skimmer were reviewed. Findings from literature shows that the development of oil spill skimmer lacks user requirements when designing a portable oil spill skimmer. This article provides a systematic review of Kansei Engineering and the Analytical Hierarchy Process in the product development process. Therefore, Kansei Engineering and Analytical Hierarchy Process (AHP) can be incorporated in the early stage of designing a portable oil spill skimmer. This paper also includes the application of Kansei Engineering and AHP in design research articles. Findings from observed articles indicate a lack of design and development technologies relating to products for environmental protection; the AHP and Kansei Engineering application is somewhat lacking. Moreover, the fabrication of an oil spill skimmer focuses more on technical specifications and includes fewer user requirements. As a result, the characteristics such as ease of use, robustness, and safety cannot be evaluated. The AHP and Kansei Engineering methodology can be extended to the design and manufacture of products for environmental protection.

INTRODUCTION

A mechanism for removing oil that floats on a liquid surface is known as an oil skimmer. Depending on the technical configuration, it is used for a variety of purposes, including the remediation of oil spills as part of systems for treating oily water, the removal of oil from machine tool coolants and aqueous parts washers, and the processing of fat, oil, and grease in wastewater treatment facilities for the production of food. Oils, grease, and fats must be extracted using skimmers in industrial applications to comply with environmental discharge regulations before further processing. It may minimize water retention, odor, and unsightly surface scum by eliminating the top layer of oils. It should be observed that to extract condensed oil, all oil skimmers will accumulate a proportion of water with the oil, which will have to be decanted. Oil spill skimmers have a wide range of criteria to meet, such as buoyancy, the recovery rate of oil spillage, maneuverability, autonomous capacity, and many others to recover oil spills in any large body of water successfully. Buoyancy refers to the skimmer’s ability to float in any water body without sinking too far successfully. Without falling overboard, it must even tolerate small waves or currents along lakes, rivers, and oceans. The spillage recovery rate refers to the speed at which the skimmer can extract oil within a given timeframe. Maneuverability is the skimmer’s ability to travel about on water rapidly and reliably while moving about oil spillages. Last but not least, autonomous functionality can help users ease their workload when handling oil spillages by having to monitor the oil spill skimmer themselves. To satisfy the needs of the consumers, these technological specifications somehow need to be built into oil spill skimmers.

REVIEW ON OIL SPILL

Causes of Oil Spill

Chemical pollution of saltwater happens as a result of motor oil spills overboard, collision-related fuel oil leaks, and spills from the shoreline that transport diesel fuel to fishing boats. In oil spill treatment, marine oil leaks are categorized as thick oil with a density of more than 10 mm and thinner
oil with a thickness of less than 10 mm. Besides, light oil with a thickness of less than 1 mm is known as oil film and, according to its presence on the water surface, can be divided into multiple levels.

**Effects of Oil Spills**

Oil spills cause significant economic damage and affect public health. The number of living species would be degraded by oil on the sea and washed up oil on the beach for an extended period without being retrieved, causing harm to the fishing and aquaculture industries. Due to a lack of dissolved oxygen, oils that pollute the water cause fish to die in huge numbers. Oil sticking to the soil, rock embankments, and island banks, creating aesthetics, and causing foul odors, adds to the tourism industry’s significant losses (Zhang et al. 2018). Fig. 1 shows the occurrence of significant oil spills around the world.

**Overview of Oil Spill Respond and Recovery Techniques**

The modernized world needs speed in all areas. Therefore, the most critical thing is speed and fast work. Different devices and machinery are developed nowadays to achieve rapidity. In such a new age of globalization, scaled-down businesses support our country’s development differently.

Mechanical recovery is recognized as the most effective and environmentally sustainable procedure of all these approaches. It is also the first preferred approach for the rehabilitation of oil spill systems (Mirajkar et al. 2019). Therefore, as an essential aspect of the general oil spill response and preparedness system, connectivity to the mechanical recovery capacity by skimmer is necessary.

Chemical spills and oil slicks are listed as follows in three groups in the aquatic setting (Tuan Hoang et al. 2018):

Dispersion and solidifier are one of the methods that tackle oil spill issues in chemical techniques. Dispersant application’s main objective is to decompose oil slicks into tiny droplets that can be immersed and dispersed quickly (Muizis 2013). They slow oil formation in water emulsions and are hazardous to marine life in general (Almeda et al. 2014). On the other hand, a solidifier possesses hydrophobic and oleophilic characteristics that attract oil while repelling water (Hum & Hamza 2016). High waves and water currents aid solidification by providing mixing strength to the oil and solidifiers.

There are also in-situ oil burning and biodegradation methods in the OSRR techniques. In situ oil burning is
the most efficient process since, without any advanced equipment, the maximum concentrations of spilled oil can be eliminated. The critical drawback of burning is that it produces secondary emissions that create toxic by-products that can pose risks to human health and the environment. Furthermore, the goal of bioremediation is to promote the rate of natural biodegradation of oil without adversely affecting the atmosphere (Singh et al. 2020).

Physical Methods

The physical and chemical characteristics of the oil remained unchanged despite the use of physical techniques to restrict and avoid the spread of the oil spill and oil slick. Many obstacles have been used to contain oil leaks, such as booms, skimmers, adsorbent fabrics, and oil slicks (Fingas 2016).

**Boom**

The boom was a standard system used to prevent oil spills and spreading slicks (Fritt-Rasmussen & Brandvik 2011). Nevertheless, the efficient operation of booms was impacted not only by the boom’s structure but also by the characteristics of the waves, such as wind speed, amplitude, and height. They gather the oil in more significant layers to recover quickly and easily from the water’s surface. They are effective safeguarding devices for the marine environment, rivers, and seas since they can readily reroute an oil spill’s path to preserve delicate ecosystems (Pagnucco & Phillips 2018). Skimmers or other techniques aimed at removing impediments to oil flow could be employed to recover the oil spills and slick. Different kinds of booms such as fence and curtain booms were illustrated in Fig. 2 (Gong et al. 2014).

Unfortunately, because it directly violates the natural tendency of oil to scatter, break, and disperse under the influence of wind, waves, and tides, this method has a number of structural problems (ITOPF 2018). Therefore, even though storage and extraction systems work within a few hours of the initial release, floating oil would appear to be encountered at a meager rate. The benefits of booms include being portable, limited storage space, corrosion resistance, immediate treatment, highly effective in calm waters (Hoang et al. 2018). In comparison, their key drawbacks were poor stability in the case of heavy winds and currents and low flexibility.

**Skimmers**

Skimmers are self-propelled machines that mechanically remove floating oils from the water surface (skimming). They are frequently employed in the physical recovery of oil spills and may be found in a range of equipment. They are commonly used in conjunction with booms and mainly consists of a reservoir tank for collection and settling of oil after removal (Fingas 2016). The major benefit of skimmers is that they can function in inclement weather and do not alter the oil’s properties. The recovered oil might be refined or burned for further treatment. Skimmers shown in Fig. 3 might be classified as oleophilic skimmers, weir skimmers, elevating skimmers, submersion skimmers, suction/vacuum skimmers, and vortex/centrifugal skimmers (Kauble 2011).

**Development of Oil Spill Skimmer**

A boat-type oil skimmer has been innovated and researched to improve the oil skimmer in design and skimmer design requirements. The modification improves the oil skimmer design, including shaft size, sorbent material, oil scraping design, scraper placement speed, and scraper material. Manivel & Sivakumar (2020) claimed that the efficiency of the new boat oil skimmer has slightly improved after the design modification.

A research was conducted to design and fabricate a belt-type oil skimmer. The belt-type oil skimmer is then tested for its efficiency by using various types of belt ma-
terial. Patel (2013) concluded that belt-type oil skimmer significantly improved the oil recovery efficiency. The oleophilic belt was chosen as the best material to recover oil compared to steel, nylon, rubber, and polyurethane. However, Pawar et al. (2020) recommended polyurethane as the best material. Research by Widiaksana et al. (2018) analyzed the effectiveness of oil spill recovery using a disc-type oil skimmer. Based on the research done theoretically and experimentally, the increase in surface area of discs dipped in water increases the oil recovery significantly.

A more advanced oil skimmer was fabricated by Mathews et al. (2018), where a power source from solar was implemented. The oil skimmer robot has the ability to keep collecting oil for several weeks with the aid of a solar system with renewable energy. Recent research by Shirbhate et al. (2018) created an oil-skimming aqua robot to tackle the oil spill disaster. The robot helps to segregate the oil layer from the water and uses GPS to monitor the robot’s location. Also, the ultrasonic sensor scans the level of oil collected in its storage.

All this fabrication and design research was done with minimal conscience of the user requirement of the Oil Spill Skimmer. It is due to difficulties for industrial engineers to analyze the user requirement. Only the aspects of technical requirements and designers’/researchers’ opinions were considered while designing the oil spill skimmer. In conclusion, there is a need to consider user requirements and technical requirements to design and fabricate an Oil Spill Skimmer. The oil skimmer’s maneuverability, however, was not specified as it is only stated that the oil skimmer could only float on water. There is no evidence of the oil skimmer’s maneuverability in the literature examined. A dynamic skimmer is a device that is either moved through the water or stationary, and the water and oil are moved by it (Pawar et al. 2020). Most skimmers are designed to be dynamic. As a result, an oil skimmer with portability and maneuverability attributes must be designed and manufactured.

**Multiple-Criteria Decision-Making (MCDM)**

In manufacturing, there are several fundamental processes that need to be considered such as material selection, design development, performance analysis and after sales service. Concisely, the most crucial process that should not be ignored are design development and performance analysis. During design development stages, MCDM approach could be utilised (Renzi et al. 2017) whereas the precision functionality analysis could be used for performance evaluation (Abdullah et al. 2015). Due to the diverse and personalized functionality needed by end-users, decision-making in engineering design has drawn the interest of design engineers. The phases of the design process are affected by these personalized features. Many design criteria are now considered during concept exploration, model creation and selection, configuration design, and parametric design (Renzi et al. 2017). Multicriteria decision-making (MCDM) is a term for selecting the best option from a set of possibilities by weighing them against a set of parameters. When considering options, decision-makers should use multi-criteria decision-making approaches as scientific equipment. Researchers and engineers have suggested and implemented a variety of MCDA approaches to decision-making in engineering design. Choosing the right MCDA approach to
compare various options is crucial since different methods will generate different outcomes for the same problem (El Amine et al. 2014).

Application of MCDM

**Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)**

Anugraha et al. (2019) researched the best concept selection of dry-soybean machines using the TOPSIS method. The method successfully selected the best concept in which the defect rate is lowered to 6.5 percent, and the manual separation process is removed. Water consumption is reduced to 800 liters per 35,125 kg of tempe produced. A critical review done by El Amine et al. (2014) proved that TOPSIS was the approach that was more compliant with decision makers’ preferences since the findings produced were very respectful of the decision makers’ preferences after comparing several types of multi-criteria decision analysis (MCDA) by ranking alternatives. In the initial conceptual design phase for aircraft production, a method of assessing and selecting different alternative configurations based on devised standards using AHP, TOPSIS, and QFD was researched by Bae et al. (2017).

A hybrid Fuzzy TOPSIS and multi-objective particle swarm optimization (MOPSO) implementation of a multi-disciplinary product optimization was introduced by Renzi and Leali (2016) for solving issues related to the conceptual design of heel tips for women’s shoes. In addition, unique parameters have been introduced within the MOPSO to improve solution precision and reduce the computational cost, such as the chaotic inertia weight. For the final selection method from the Pareto front, Jafaryeganeh et al. (2020) conducted a comparative analysis using Weighted Sum, Weighted Product, TOPSIS, and ELECTRE for determining the evaluated rank of alternatives.

An article investigated seven widely used multi-criteria decision-making assisting approaches (weighed sum, weighted product, compromise programming, TOPSIS, quadratic mean, and ELECTRE I) (El Amine et al. 2016). Thus, the weighted product was determined to be the optimum multi-criteria decision-helping technique based on these criteria.

**Analytical Network Process (ANP)**

A novel mixture of fuzzy decision-making trial and assessment laboratory (DEMATEL), undefined analytical network method (ANP), and fuzzy technique for order choice by similarity to ideal solution (TOPSIS) was used by Vinodh et al. (2016) in the analysis to improve the effectiveness of concept collection. Liu et al. (2021) published a paper to propose a realistic approach for dealing with pandemic circumstances through urban furniture design, utilizing an integrated technique of Quality Function Deployment (QFD) and Analytic Network Process (ANP). The research focuses on the design selection of a product to select the best quality design of a wheelchair by using Analytic Network Process (ANP) as the decision-making method. Also, the Theory of Inventive Problem Solving (TRIZ) was used to solve several issues related to the market demand for wheelchairs (Hambali & Amira Farhana 2018).

The combination of the theory of innovative problem solving (TRIZ), morphological chart, and analytic network process (ANP) was used in the recent advanced design creation of a creep testing rig for a full-scale cross-arm (Sharaf et al. 2020). This technique is a rigorous concurrent engineering process for developing concepts, refining ideas, developing design methodologies, and selecting the best option. Asyraf et al. (2019) used similar hybridized approaches to create and choose the best design idea for product development based on product design criteria (PDS). By integrating the theory of innovative problem solving (TRIZ), morphological chart, and analytic network process (ANP) techniques, a study was conducted to analyze the framework of the conceptual design of a portable fire extinguisher constructed of carbon fiber-reinforced polymer composites. It displays the ability to generate ideas, create design methods, and choose the best design concept (Asyraf et al. 2020).

**VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR)**

In the presence of competing and non-commensurable (attributes of separate units) parameters, VIKOR is an MCDM approach that focuses on rating and choosing from a finite range of viable alternatives. It uses a multi-criteria rating index to determine how similar a solution is to the “ideal”. Mardani et al. (2016) stated that as a consequence, the derived compromise solution is a realistic solution nearest to the positive ideal solution and the furthest from the negative ideal solution. A compromise is described as an agreement achieved by mutual compromises between the alternatives.

Research by Qi et al. (2020) identifies the best product idea that matches or exceeds most consumers’ standards while still adhering to design requirements. In IR-VIKOR, customers’ preferences for design attribute values, significance scores of design criteria, and features are integrated to find the best solutions for generating the rough evaluation index of each design alternative. Furthermore, in comparing the types of VIKOR methods, Chatterjee and Chakraborty (2016) found that fuzzy VIKOR is preferred to other VIKOR methods. Traditional VIKOR and fuzzy VIKOR and robust and updated VIKOR processes are found to behave similarly.
Analytical Hierarchy Process (AHP)

The Analytical Hierarchy Method (AHP) is a decision-making tool developed by Saaty Thomas (1980) that aims to enhance the decision-making of engineers and researchers. In the analysis by Ayu Nariswari et al. (2019) in handling the stock of spare parts in the aircraft industry, the use of AHP can be seen. The findings indicate that AHP can lead to a highly informative, accurate, straightforward, rapid, and systematic classification model with an output comparable to traditional approaches. AHP has also been utilized by Du et al. (2020) to select the right remanufacturing of heavy-duty machine tools. The result indicates that the AHP classification model is more efficient and transparent than the current mathematical models.

Researchers have combined many approaches with AHP in their studies in recent years. (Diouf & Kwak 2018), for instance, incorporated Fuzzy Analytical Hierarchy Method (FAHP) and Data Envelopment Analysis (DEA) to rate and pick their company’s best supplier. The research study found that other businesses facing similar challenges would adopt both the AHP and DEA systems. Also, Yazdi (2017) mentioned that the combination of fuzzy fault tree analysis (FFTA) and FAHP was added in a case study. The research aims to apply FAHP to improve the objectivity of experts’ opinions and test them by FFTA for failure likelihood analysis.

AHP has also been used widely in ergonomics and has been reviewed by Abdul Aziz et al. (2018). The key aim of the study was to determine and verify the potential of work-related musculoskeletal disorders (WMSD) by using AHP to calculate the risk factor. In addition, the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) and AHP was paired with the aid of the Human Factor Analysis and Classification Scheme (HFACS) to classify human error causes in emergency departments (Hsieh et al. 2018). Besides, Nazim developed the AHP-SCOR Integrated Model (ASIM) to facilitate decision-making in the supply chain (Najum & Yaacob 2017). They evaluated the best provider and picked it according to the parameters chosen.

Using the Analytical Hierarchy Process (AHP) system to analyze the development of a suitable wheelchair configuration, Ahmad et al. (2017) conducted research to improve the design of existing wheelchairs to reduce physical tiredness and promote older persons’ independence or ability. A study by Liao and Chen (2018) suggested using the renowned benefits, opportunities, costs, and risks (BOCR) as an assessment factor and using the AHP decision model and sensitivity analysis to assess organizational results. Sensitivity analysis can determine the best solution to developing criteria to understand the complicated relationships among competitive advantages.

Advantages and Disadvantages of Multi-Criteria Decision-Making Method

According to Siksnelyte-Butkiene et al. (2020), the distinguished advantages and disadvantages of MCDM methods will help to establish which way is the most suitable for the assessment of design selection, technologies, and many more. Finding common MCDM approaches and characterizing their strengths and weaknesses is a crucial step in developing the research’s framework. This process leads to a survey of users to ascertain which benefits and downsides are more prevalent for each methodology (Velasquez & Hester 2013). Table 1 shows the advantages and disadvantages of MCDM methods.

Kansei Engineering

A literature review by Vieira et al. (2017) on Kansei Engineering (KE) claimed that it aims to define the feel-good aspect of the client in a product’s design process. Ginting & Ali (2019) noted that the Kansei Engineering (KE) goals are to recognize human needs and preferences and provide mathematical and statistical attributes to relate technical requirements with responses. A comment in a study from Mele & Campana (2018) is that it is possible to create a successful interface between human and virtual design environments by integrating KE to incorporate both engineering specifications and consumer experience in product design. This technique is used to improve customer satisfaction by developing the product.

Hartono (2020) integrated the Kansei Engineering approach along with Kano and TRIZ in a study. By enhancing consumers’ quality, imaginative ideas, and emotional satisfaction, the new approach was tested and effective. Also, the integration of KE with Kano and QFD can be seen in a study by Hartono et al. (2017) conducted to strengthen the computational structure of a logistics operation. The combined strategy effectively appreciates what can be understood and adopted by the service provider in optimizing the services offered while concentrating on prioritized options for limited capital. On top of that, in a surgical glove case report, Ginting & Ali, (2019) integrated KE and QFD. The study findings demonstrate that the integration of KE and QFD defines more acceptable technological goals for the technical characteristics used in the quality and quantity of a component.

The single semantic product of the CNC machine is difficult to express the shape features effectively, and therefore cannot effectively meet users’ relatively vague semantic preferences. Thus, according to Chen et al. (2012), there is a need
to build a combination of product semantics corresponding to user semantics preferences and obtain the product features corresponding to this combination of semantics. Thus the Kansei Engineering approach is introduced. Kansei Engineering technology discusses how to transfer consumers’ imagined feelings towards a product into the technology of its design elements to communicate product aesthetics concepts and images through the scientific analysis method. Also, it can be applied to almost all industrial design fields, including the design of heavy machines such as CNC machine tools (Chen et al. 2017).

Furthermore, until recently, the emotional aspects of machine tool design were overlooked. With the advancement in the industrial design of machine tools, it is essential to statistically and adequately comprehend the users’ emotional expectations; thus, Kansei Engineering is implemented (Liu et al. 2013). Mental concepts of users are often challenging to identify and, consequently, a satisfactory product is difficult to design (Huang et al. 2012). In particular, designing injection molding machines (IMMs) often lacks user feedback and relies heavily on manufacturers’ technical specifications and imaginary targets. Technical specifications are frequently used to make decisions on which machine to buy or use. Although these technological characteristics can be assessed, critical machine needs, such as simplicity of use, safety, and robustness, are challenging to quantify and compare. As a result, Mondragón et al. (2005) use Kansei Engineering to demonstrate how the technique may measure the perception of those aspects.

Combination of AHP and Kansei Engineering

In recent years, researchers have thoroughly researched the adaptation of KE and AHP. The priority of emotional architecture in KE was studied by integrating the AHP process (Syiafoelida et al. 2018). In the user requirement aspect, the design of the car center stack was analyzed based on their Kansei were used to investigate the interface architecture of electric cars (Wu & Kang 2020). Meanwhile, Impho et al. (2018) constructed a drinking water filtering system using AHP, KE, QFD, and TRIZ. KE was combined with QFD to

Table 1: The advantages and disadvantages of the Multi-criteria Decision Making (MCDM) method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Source</th>
</tr>
</thead>
</table>
| AHP    | • One of the most often employed techniques and often combined with others. As compared to other MCDM systems, this approach is faster.  
• The approach has a comprehensible logic that is commonly used to answer energy policy/project selection questions, and it is also widely used for technology assessment and location selection.  
• In comparison to other approaches, the computing method is elementary.  
• Since the approach is based on a hierarchical system, it focuses more on each analysis parameter. | • Additional research is needed to confirm the findings, and different parameter hierarchies can affect the weight allocation differences.  
• When it comes to assigning weights, the more engineers involved, the more complicated the issue gets.  
• Interdependence among alternatives and goals may contribute to an erroneous outcome. | (Kaya et al. 2018, Kumar et al. 2017, Siksnelyte et al. 2018, 2020) |
| TOPSIS | • TOPSIS is a very simple to compute and algorithmically organized approach that significantly simplifies implementing it.  
• The principle is represented in a straightforward mathematical structure that has logical and understandable logic.  
• Because of its simplicity, it is one of the most widely used MCDM techniques  
• In terms of the idea of being separated from optimal systems, it has a genuinely instinctive physical significance. | • TOPSIS, in its standard form, is deterministic and ignores ambiguity in weightings, making it easy to use but potentially unstable.  
• This approach is suitable for a challenge with a single source of information only.  
• It functions mainly on the principle of Euclidean distance and thereby ignores the distinction between negative and positive factors. | (Abdulgader et al. 2018, Jato-Espino et al. 2014, Kumar 2018, Siksnelyte et al. 2018) |
| VIKOR  | • Removes the effect by calculating the combination between positive and negative ideal solutions.  
• In the measurement phase, the approach accepts the value variations.  
• adapts to respond to a variety of energy issues | • When a conflicting issue happens, it may be challenging to be dealt with.  
• When working with different types of data, modifications are needed because modeling a real-time model becomes difficult.  
• A complicated mathematical process  
• In ANP, multiple pairwise comparison matrices are needed more than in AHP.  
• It can’t be judged solely based on one aspect.  
• It is more time-intensive and more complex than the AHP. | (Gul et al. 2016, Liao et al. 2014, Liu et al. 2014, Siksnelyte et al. 2018) |
| ANP    | • The ANP method considers the feedback relationship and between model stages and the interconnections among components.  
• It shows how the criteria in the objectives or higher-level success criterion are interdependent and affect each other. | | (Chou 2018, Jato-Espino et al. 2014, Wu et al. 2018, 2019) |
achieve consumer specifications, whereas TRIZ was used to solve issues around technological requirements.

In deciding the technique for selecting the right music school, AHP and KE were also included. When used to create selection programs and evaluation frameworks for choosing music colleges, the variants of the Nagai method (5W1H), AHP, ISM, and GRA were tested (Sheu et al. 2016). Interface modeling using KE and AHP for mobile learning has been researched (Hadiana 2017). As a result, a mobile learning system interface prototype based on an emotionally dynamic and easy concept was launched to have a high effect on the interface and increase the accessibility of the mobile learning system. AHP and KE were introduced in the design of Jun Porcelain to reinvent the graphic style and improve the tradition (Chai et al. 2016). In promoting the business process in an organization, the application of a helpdesk plays a significant role. Therefore, Hadiana & Abdurohman, (2018) analyzed clients’ desires in terms of emotions using KE and AHP to optimize the new helpdesk framework. A research was conducted by Huda & Hadiana, (2020) to study consumer emotions against the existing helpdesk framework. The best alternative recommendations were selected using AHP to enhance the current helpdesks with the affected parameters.

Environmentally focused technologies such as oil spill skimmers have been created chiefly only through the efforts of engineers, as so few to none emerge from the skimmers’ potential consumers. As customer perceptions of oil spill skimmers can shift from time to time, it is important to adjust this design technique, creating the need to integrate consumers into the design process. Kansei Engineering and Analytical Hierarchy Process (AHP) are the two commonly used techniques for integrating user requirements into engineering architecture. Nevertheless, in the design and development of technologies relating to products for environmental protection, the AHP, and Kansei Engineering strategy is somewhat lacking. The AHP and Kansei Engineering methodology can be extended to the design and manufacture of products for environmental protection.

CONCLUSION

In conclusion, the fabrication of a portable oil spill skimmer lacks the involvement of user requirements. An oil spill is a disaster that could harm the environment and the ecosystem. Although there are several techniques to overcome the tragedy, the mechanical methods themselves have some limitations. Due to its limitation, a portable oil spill skimmer is a complementary technique that helps the boom and skimmer technique collect the oil residue. Thus, it eliminates the reset-up boom and skimmer, which consumes a lot of workforce and cost.

The development of conceptual designs starts with implementing the Kansei Engineering method to analyze the user requirement and technical specifications through human emotion and feelings. AHP has also grown in popularity as a tool for organizing, analyzing, and modeling complicated choices. As a result, AHP is used to pick the most refined Kansei Engineering-developed conceptual design. This article sought to explore Kansei Engineering and AHP’s use in product design development to understand Kansei Engineering and decision issues that AHP might effectively address. The paper’s goals were to summarize current literature on Kansei Engineering and AHP applications in the design development process and determine user and technical requirements using Kansei Engineering and choose the optimum conceptual design using AHP.

The study indicates that the fabrication of an oil skimmer was more concerned with technical specifications than with customer requirements. As a result, technical requirements cannot be directly compared to robustness, safety, or ease of use. Kansei Engineering can therefore be used to assess the robustness, safety, and ease of use of the system. There was also no argument or evidence that the oil spill skimmer could be maneuvered. The findings from the articles also show that there is a limitation in the design and development of technologies related to environmental protection goods and the AHP and Kansei Engineering applications.
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ABSTRACT

Alternative fuel technology of third-generation biofuels in place of conventional fossil fuels is currently being witnessed at a global level. Due to its sustainability and environmental friendliness, in recent years more importance is being given to biodiesel in CI engine applications. Recent trends show that microalgae are promoted as a bio-fuel due to their inherent advantages of abundant availability of oil sources and faster growth rate with ease of cultivation. Particular species of algae such as Chlorella, Botryococcus braunii, and Scenedesmus obliquus are conventionally favored for biodiesel production as they have a prominent amount of lipids content. This review outlines the current state of experimental investigations on the use of different algae biodiesel blends with diesel for CI engines. Amongst the different algae-based biodiesel, the dual Calophyllum Inophyllum methyl ester blend (CIME20) with DEE demonstrated the maximum brake thermal efficiency (BTE) and better brake-specific fuel consumption (BSFC) of CI engines. In terms of emissions, the CO, UBHC, and smoke levels are significantly lower for algae blends in contrast to neat diesel.

INTRODUCTION

Economic growth and development increase the energy demand. Recently global energy requirements are met by fast-depleting fossil fuels. Alternative fuels are particularly important to the transport sector as they address the problems of high demand rates and increasing costs. Furthermore, these fossil fuels emit a huge amount of hazardous substances into the atmosphere contaminating the fragile environment (Enamala et al. 2018). The use of renewable and sustainable energy sources of biofuels for energy production came into existence as a better replacement for conventional fossil fuels. Emissions from vehicles have increased drastically over the past decades (Baral et al. 2015). To achieve environmental and economic sustainability, fuel production must be renewable and capable of reducing CO₂. In these circumstances, microalgae play a vital role in suppressing atmospheric CO₂ to O₂, the primary contributor to global warming and other greenhouse gases (Saratale et al. 2017). Gaseous fuels, biodiesel, and alcohol-based fuels are the most common alternative fuels for IC engines. Most biofuels fall into one of three categories, namely Ist, IInd and IIIrd generation biofuels.

DIFFERENT GENERATIONS OF BIOFUELS

Fig. 1 shows various biodiesel feedstock classified by their generations. Land-based food crops produce first-generation biofuels from cultivated crops known as wheat, barley, corn, and sugarcane produces bioethanol or butanol by fermentation of starch. Transesterification of feedstock like rapeseed, sunflower, palm, castor, and cooking oil (Prakash et al. 2018, Jeyakumar & Narayanasamy 2019) produces biodiesel. Second-generation fuels employ ligno cellulosic non-food biomass such as Jatropha, Mahua, Neem, Karanja, Aegle marmelos, Methyl ester from the tannery industry, Safflower, Mesua ferrea, and Rice husk in biodiesel production (Balasubramanian & Purushothaman 2019, Siluvaimuthu et al. 2019, Thiyagarajan et al. 2016, Dhanamurugan & Subramanian 2015, Singh et al. 2015, Kanthasamy et al. 2020, Vinukumar et al. 2017). 1st and IIrd generation biofuels with fossil fuels gaining research attention due to their significant benefits. Additionally, soybean, jatropha, canola, corn, and animal fats are being tested as fuels (Xin et al. 2011). Generations of such biofuels require an abundant amount of water and agricultural land for crop cultivation and biofuel production. Third-generation biofuel feedstock like algae, overcome these drawbacks as it does not interact with the food environment. However, the yield of algae biofuel necessarily stepped up to meet the higher demand.

MICROALGAE AS BIOFUEL

Microalgae utilize sunlight and variant micronutrients from the environment for inherent growth (Ramachandra et al. 2018). The use of algae as a biofuel feedstock is gaining research attention due to their inherent advantages. Microalgal species are conventionally favored for biodiesel production as they have a prominent amount of lipids content. This review outlines the current state of experimental investigations on the use of different algae biodiesel blends with diesel for CI engines. Amongst the different algae-based biodiesel, the dual Calophyllum Inophyllum methyl ester blend (CIME20) with DEE demonstrated the maximum brake thermal efficiency (BTE) and better brake-specific fuel consumption (BSFC) of CI engines. In terms of emissions, the CO, UBHC, and smoke levels are significantly lower for algae blends in contrast to neat diesel.
The yield and quality of biodiesel produced (Ananthi et al. 2021).

**STRAIN SELECTION**

Fig. 2 shows unique algae species utilized in methyl ester production. Algae cells are neutral lipids. High saturation and rapid accumulations of lipids in the cellular system at different phases of algae growth make them a potential diesel fuel substitute. Strain selection must be cared for, higher accumulation of lipids can lead to the formation of oxides in fuel injector lines during the process of combustion (Piloto-Rodríguez et al. 2017).

**PRODUCTION OF OIL AND METHYL ESTER (BIODIESEL)**

**Algae Cultivation**

Fig. 3 represents methyl ester production. For microalgae to grow, the temperature must be between 20°C and 30°C. The intensity of Sunlight is important for biofuel production (Alam et al. 2015). Algae cultivation is accomplished by fermentation of starch. Transesterification of feedstock like rapeseed, sunflower, palm, castor, and cooking oil by products of biodiesel and bioethanol. However, the yield of biodiesel through the transesterification process from microalgae is better whereas macroalgae are found to be superior in yield of bioethanol. As algae are carbon neutral, their use in biofuels does not result in any detrimental effects on the environment (Zaimes & Khanna 2013). Substances such as proteins, lipids, and carbohydrates are the main constituents of microalgae biomass. Biofuel production from microalgae is a promising field owing to its higher growth rates and potential to accommodate a superior amount of triglycerides. The composition of lipid content determines the yield and quality of biodiesel produced (Ananthi et al. 2021).

**Fig. 1: Generation of biofuels.**

**Fig. 2: Unique microalgae species for methyl ester production.**
with two different types of systems including open ponds (raceway) and closed reactors (photobioreactor). Commonly used reactors are Tubular PBR, Flat PBR, and Column PBR, where tubular PBR is less expensive and offers higher biomass productivity (Dragone et al. 2010). The tubular PBR gives superior pH, better temperature control, improved culture strain, finer combination, lesser evaporative losses, and superior cell densities. It is also relatively economical in terms of maintenance (Mata et al. 2010).

**Open Cultivation Systems**
The earliest type of farming involved a one-foot deep open cultivation system covering many acres that were exposed to natural sun rays. It can be made of concrete or simply excavated into the ground lined with plastic to prevent leakage and contamination (Duran et al. 2018). Nutrients (such as N and P) can be delivered directly by channeling water from water treatment or sewage treatment plants (Saleem & Moe 2014). The cost-effectiveness of the method adopted for manufacturing microalgal biomass is influenced by the algae strain used, local climatic conditions, cost of land, and availability of water. Open cultivation methods have two major drawbacks: first, their output is lower, and second, the environmental factors are more difficult to manage (Spolaore et al. 2006). Raceway-based pond biomass cultivation method tends to cover a total area of 440,000 m² (Andersson et al. 2014). Closed cultivation systems are more productive even though open culture systems are more economically viable due to issues such as H₂O, temperature losses, vapor losses, and CO₂ dispersion into the environment resulting in environmental contamination issues (Ho et al. 2011).

**Closed Cultivation Systems**
Closed culture systems offer a monitored environment that effectively addresses contamination concerns. An open culture method increases carbon dioxide fixation efficiency due to adequate mixing opportunities. However, as a result of its high infrastructure costs, the closed system technology is very expensive. This type of bioreactor is very effective, producing higher biomass concentrations (2–5 g.L⁻¹) within two to four weeks with a greater surface area to vol. ratio than open cultivation systems (Wang et al. 2008, Min et al. 2011). Multilayer bioreactor is the most practical and cost-effective way to treat waste H₂O from industrial and agricultural operations, both in terms of scaling up and nutrient removal (Chisti 2008). In terms of commercial production efficiency, the tubular photobioreactor is superior to other closed systems. A series of straight, clear plastic or glass tubes are used to gather solar energy with a diameter of less than 0.10 m, as penetration of sunrays is reduced in larger tubes. The tubes and a reservoir are used to circulate the microalgal broth (Rawat et al. 2011).

**Algae Harvesting**
In water, algae are frequently seen in a diluted form. Nearly 20-30% of the entire production cost is required for biomass recovery from dilute media. Flocculation, flotation, centrifugation, and filtration are the different harvesting procedures available. Filtration has proven good as it includes passing broth containing algal biomass through filters that collect algae biomass and allow the medium to flow through. A typical filtration procedure is best suited for harvesting algae biomass (>70µm) meanwhile for recovery of algae biomass (<30µm) ultra and microfiltration are technically viable alternatives to traditional filtration (Brennan & Owende 2010). Dewatering cannot be accomplished using a simple filtration approach (dead-end filtration) because of problems with back mixing. However, simple filters can be used in conjunction with centrifugation to improve separation (Harun et al. 2010).
Drying

After the harvesting process, the dry solid concentration of biomass sludge is still modest. Moisture absorption of dewatered slurry is the final step in algae processing, with a moisture level of 12 to 15% Algae slurry is dried or dehydrated at this point to achieve a stable state for future processing. Solar, convection, spray and freeze drying are some of the most common drying processes (Chen et al. 2015, Guldhe et al. 2014, Show et al. 2015, 2019).

Solar Drying

Sun drying is the most cost-effective way of drying. It requires a prolonged drying period and might result in deterioration, fermentation, and spilling of the biomass. In as little as 3-5 h, closed sun drying machines can boost the ambient temperature from 35°C to 60°C.

Convective Drying

Oven drying is a sort of hot air medium drying that is commonly used for convective drying. The minimum temperature range of this method is 40-55°C. However, the time required for removing the water content is about 12 h which is shorter than solar drying.

Spray Drying

The spraying technique yields a dark green powder by means of hot gas drying, mostly air. It maintains more nutrients than convective-dried items, which lose 10–20 percent of their protein content.

Freeze Drying

Freeze drying is the most popular method of conserving biomass as it preserves cell contents without damaging the cell wall. It involves the removal of bound water molecules by desorption. The time duration of different drying techniques is revealed in Fig. 4.

Oil Extraction from Algae Biomass

The most frequent methods of oil extraction include oil press, solvent, supercritical fluid extraction, and ultrasound technology. Quick, scalable, and efficient extraction techniques are needed as they do not damage the extracted lipids.

Expeller/Oil press

This technique is frequently used to extract oil from dry biomass. To make this procedure easier, it is necessary to dry the algae. A high-pressure approach is utilized to break down cells and squeeze off oil. It removes about 75% of the oil and requires no particular skills. Despite the prolonged extraction time, it’s shown to be quite effective.

Solvent Extraction

This technique is relatively inexpensive and is found to yield more amounts of algae oil. In this method, dried algae are treated with organic solvents such as benzene, cyclohexane, hexane, acetone, and chloroform. Though organic solvents are more soluble in organic solvents than water, they break the algal cell wall and extract oil from aqueous media. Amongst different solvents hexane has excellent extraction capacity and inexpensiveness.

Supercritical Fluid Extraction

In this process of extraction, cells are ruptured using high pressure and temperature. This technique utilizes the treatment of liquefied CO₂ under pressure and heated to a temperature as it has both liquid and gas characteristics. However, it’s found to be inadequate due to inter-sample interactions.

Ultrasound Technique

This process involves creating high-intensity cavitation bubbles using ultrasonic waves. Shockwaves are generated when bubbles collapse crushing cell walls and expelling desirable chemicals. However, this type of extraction possesses higher interaction of solvents with lesser extraction time. Owing to its technical viability some sort of research must be done.

Soxhlet Extraction Technique – Solvent Extraction

Fig. 5 illustrates the usage of a Soxhlet extractor to extract oil from algae biomass. The constructional arrangement consists of a round bottom flask, thimble, condenser, and
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Fig. 4: Duration of drying.
extracted. This apparatus uses a circular bottom flask that is filled with 300 mL of n-hexane, while the dry algae biomass is kept inside the thimble wall. The circular bottom flask is heated to 70°C with the help of the heating unit due to which the n-hexane gets vapourised and enters the condenser. Hexane vapor is condensed in the condenser and gets converted into warm hexane liquid. Once the dried algae biomass is in contact with the warm hexane solvent, oil is extracted from the biomass. The oil and warm hexane liquid are collected in the round bottom flask and the cycle is repeated. After the completion of cycles, the warm hexane liquid and algae oil are transported to a solvent extractor where they are separated.

**Determining Free Fatty Acid Percentage Of Algae Oil**

Titration is used to assess the free fatty percentage of algae-based oil. A 0.1-0.5 mL of oil sample is taken and weighed using a conical flask. After weighing 50 mL of solvent mixture (95% ethanol and diethyl ether in 1:1 ratio) was added to the sample and is well mixed. Following the dissolving procedure, a burette was filled with 0.1 N potassium hydroxide (KOH) and the initial reading was recorded. Then the dissolved mixture is titrated by the vigorous swirling of the flask with a 1% of phenolphthalein indicator (Karmakar et al. 2017) until the solution turns pale pink. Finally, the end burette reading was observed. The formula described below determines the acid content of algal oil and the percentage of FFA was obtained by multiplying the acid value with the factor of 0.503.

\[
\text{Acid Value} = \frac{\text{Molecular weight of KOH} \times \text{Normality of KOH} \times \text{Volume of KOH solution used}}{\text{Weight of algae oil sample}}
\]

\[
% \text{FFA} = 0.503 \times \text{Acid value}
\]

**Transesterification Setup and Process**

Before commencing this process, the obtained oil is checked for the percentage of FFA (Free Fatty Acid). Transesterification set-up is shown in Fig. 6. It is the most economical chemical process of converting the triglycerides in algae oil into methyl ester in the existence of a catalyst (Kubude et al. 2019). Transesterification is carried out by boiling 100 mL of *Chlorella vulgaris* algae oil in a round bottom flask. 0.95 gm of potassium hydroxide is mixed with 25 mL of methane solution. The prepared mixture is stirred at a temperature of 48-52°C for 30 min. After the stirring process, the mixture is transferred into the separator and left undisturbed to allow settling down at atmospheric temperature for 8-10 h by which the glycerol is separated at the bottom of the separator. The top surface of the biodiesel (methyl ester) is washed with water to minimize the pH value and remove the traces of acid (Emirbas & Demirbas 2011, Satputaley et al. 2018).

**Use of Algae in Ci Engines**

The following section covers a comprehensive review of
several research studies conducted by many researchers on various kinds of algae.

**Chlorella vulgaris as Neat Oil and Neat Biodiesel (B 100)**
The test fuels of *Chlorella vulgaris* oil and biodiesel were experimented with in one cylinder 4 stroke CI engine. BTE of neat oil and methyl ester was lowered and an increase in BSFC was observed for algae oil and methyl ester over diesel. Maximum pressure rise of algae oil and methyl ester were recorded as 63.26 bar and 58.5 bar respectively over diesel of 67.65 bar. However, no drastic variations were observed in Exhaust Gas Temperature (EGT) and NOx between diesel, neat algae oil, and biodiesel. CO, UBHC, and smoke were found to be lower. This was due to the existence of 10 to 12 percent of additional oxygen content in the oil and methyl ester (Satputaley et al. 2018).

**Chlorella vulgaris Oil With Low Viscous Turpentine Oil**
Three different test fuels (C90T10, C75T25, C50T50) along with neat diesel (D100) and neat *Chlorella vulgaris* oil (C100) were investigated experimentally to determine their performance characteristics in a single cylinder CI engine with a maximum power of 5.2 kW at 1500 rpm. After adding low-viscosity turpentine oil to *Chlorella vulgaris* oil, the BTE improved considerably. When *Chlorella vulgaris* oil was mixed with turpentine, there was a drastic increase in BSFC because of the low spray-forming characteristics of fuel in the combustion chamber (Karthikeyan et al. 2020a).

**Chlorella vulgaris as Methyl Ester**
The comparative performance of the CI engine with hydrogen induction technique of micro *Chlorella vulgaris* biodiesel with diesel was investigated experimentally in one cylinder 4 stroke CI engine with a rated output of 9KW at 3000 rpm. The test fuels were investigated for torque, power, and emissions such as CO, HC, and CO2. The experimental results showed that the addition of 10 LPM hydrogen to methyl ester (MCV20) increased the power and torque of the engine by 7.6% and 10.6%, respectively. A 6% reduction in BSFC was obtained. From an emission point of view, it was noted that the addition of 10 LPM of hydrogen to *Chlorella vulgaris* methyl ester decreased CO, CO2, and HC by 13.7%, 6.8%, and 34.3%, respectively. However, the addition of hydrogen increased NOx emissions (Tayari et al. 2019).

A comparative study was carried out on chlorella vulgaris methyl esters in the different blend ratios of (B30, B40, B50, and B60) with diesel in a CI engine at a rated power of 1500 rpm. The test fuels were investigated for BSFC, BTE, CO, CO2, UHC, and NOx. The experimental results showed that blending methyl ester blends with diesel showed a decrease in BTE with increased BSFC over diesel at all loading conditions. With higher NOx emissions, all biodiesel blends had lower CO, UHC, and smoke. However, blending higher ratios of methyl ester resulted in a poorer performance when compared to diesel. Hence, an optimum blend of methyl ester is necessary to enhance the performance of a CI engine (Mathimani et al. 2017).

**Caulerpa racemosa Algae**
Karthikeyan et al. (2020b) investigated the use of *Caulerpa racemosa* algae methyl ester with Bi2O3 in a one-cylinder CI engine at a power rating of 1500 rpm. The test fuels were analyzed to examine the combustion, performance, and emission. The experimental outcome showed that the use of nano-additive with B20 improved the performance, lower CD and HRR were observed with Bi2O3 supplemented blends than B20. From an emission perspective, it was observed that B20 with Bi2O3 of 100 ppm gave lower CO (3%vol), HC (200 ppm), and smoke. Emissions of NOx were found to be higher due to the presence of oxygen at maximum load.

**Scenedesmus obliquus Algae**
In an experimental study conducted by (Elkelawy et al. 2020), the operational characteristics of a CI engine with a rated speed of 2200 rpm were investigated using the test fuels of *Scenedesmus obliquus* methyl ester blend B50 with three different proportions of n-pentane blends of 5%, 10%, and 15%. The experimental results showed that B50 with 15 mL.L⁻¹ n-pentane blends increased the BTE by 7.1% and decreased the BSFC by 6.4%. They observed that the
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**Table 1: Advantages and limitations of various extraction techniques.**

<table>
<thead>
<tr>
<th>Extraction methods</th>
<th>Advantages</th>
<th>Limitations</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil Press</td>
<td>Easy to use</td>
<td>Longer extraction time</td>
<td>(Harun et al. 2010, Rajkumar et al. 2013)</td>
</tr>
<tr>
<td>Solvent extraction</td>
<td>Solvents are inexpensive</td>
<td>Solvent recovery is expensive and energy-intensive</td>
<td>(Harun et al. 2010, Rajkumar et al. 2013)</td>
</tr>
<tr>
<td>Supercritical fluid extraction</td>
<td>Absence of organic solvents and simple operation.</td>
<td>Found insufficient in the interaction between the samples</td>
<td>(Harun et al. 2010, Rajkumar et al. 2013)</td>
</tr>
<tr>
<td>Ultrasound technique</td>
<td>High interaction of solvents with less extraction time.</td>
<td>High power consumption</td>
<td>(Harun et al. 2010, Rajkumar et al. 2013)</td>
</tr>
</tbody>
</table>
### Table 2: Comparison of performance and combustion characteristics.

<table>
<thead>
<tr>
<th>Micro Algae Species</th>
<th>Performance parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Chlorella vulgaris</em></td>
<td>BTE diminished with increase in blends</td>
<td>(Mathimani et al. 2017)</td>
</tr>
<tr>
<td><em>Caulerpa racemosa</em></td>
<td>BTE decreased with blend B20 and nano additive</td>
<td>(Karthikeyan et al. 2020c)</td>
</tr>
<tr>
<td><em>Scenedesmus obliquus</em></td>
<td>BTE increased by 7.1% with 15 mL n-pentane blend</td>
<td>(Elkelawy et al. 2020)</td>
</tr>
<tr>
<td><em>Chlorella vulgaris</em></td>
<td>BSFC improved by 6.6% with 10 LPM hydrogen gas for the blend B20</td>
<td>(Tayari et al. 2019)</td>
</tr>
<tr>
<td><em>Calophyllum inophyllum Algae</em></td>
<td>B20 with DEE improved BTE by 4.4% as compared to neat diesel</td>
<td>(Ranjithkumar et al. 2020)</td>
</tr>
<tr>
<td><em>Spirulina</em></td>
<td>BTE of B20 was found to be lower than diesel</td>
<td>(Krishaniaa et al. 2020)</td>
</tr>
<tr>
<td><em>Spirulina</em></td>
<td>BTE increased by 1.39% with a 30% butanol blend</td>
<td>(Rajak et al. 2019)</td>
</tr>
<tr>
<td><em>Spirulina</em></td>
<td>Cylinder pressure was found to be dropped with algae biodiesel as compared to diesel</td>
<td>(Krishaniaa et al. 2020)</td>
</tr>
<tr>
<td><em>Calophyllum inophyllum Algae</em></td>
<td>Cylinder pressure was found to be dropped with algae biodiesel as compared to diesel</td>
<td>(Ranjithkumar et al. 2020)</td>
</tr>
<tr>
<td><em>Spirulina</em></td>
<td>Cylinder pressure was increased by combining butanol with algal methyl ester and diesel (ternary blends)</td>
<td>(Rajak et al. 2019)</td>
</tr>
<tr>
<td><em>Schizochytrium</em></td>
<td>B40 and B60 cylinder pressures were found to be higher than diesel</td>
<td>(Rajendra Prasad Reddy et al. 2020)</td>
</tr>
</tbody>
</table>

Blending of n-pentane with methyl ester resulted in longer ignition delay, with high HRR and that cylinder pressure was higher. CO, HC, and O₂ emissions were found to be increased for all pentane blends with reduced CO, HC, and O₂ emissions.

**Chlorella sp. Algae**

An attempt was made by (Makareviciene et al. 2014) to establish the performance and emission characteristics of *Chlorella sp.* methyl ester in a multi-cylinder CI engine at...
a maximum power of 1500 rpm. The empirical study on chlorella sp methyl ester B30 showed that it had an approximately 3.5 percent greater BSFC than natural petroleum diesel. When the engine was run on B30 methyl ester, there was no noticeable variation in the BSFC readings. Energy utilization of methyl ester was found to be 2.5 to 3 percent superior to diesel-fueled operation. A noticeable improvement in emission factor was seen. The blending of the methyl ester with mineral diesel reduced emissions of HC, CO, and smoke by 75%, 25%, and 10% respectively as compared to diesel, meanwhile, NO\textsubscript{x} increases.

**Calophyllum Inophyllum Algae**

The performance and emission characteristics of dual-blend biodiesel were examined in internal combustion (CI) engine with a power rating of 1500 rpm. Using vol. ratios of 20%, 40%, and 60%, methyl ester made from CIME and MAME was mixed with diesel fuel. Comparing (B40 and

<table>
<thead>
<tr>
<th>Micro Algae Species</th>
<th>Emission Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorella vulgaris</td>
<td>CO</td>
<td>UHC</td>
</tr>
<tr>
<td>10 to 12% of excess oxygen level in methyl ester and algae oil results in reduced CO emissions</td>
<td>10 to 12% of excess oxygen level in methyl ester and algae oil results in reduced UHC emissions</td>
<td>10 to 12% of excess oxygen level in methyl ester and algae oil results in reduced Smoke Opacity</td>
</tr>
<tr>
<td>Chlorella vulgaris</td>
<td>CO emissions are reduced by 13.7% as a result of hydrogen enrichment.</td>
<td>UHC emissions are reduced by 34.3% as a result of hydrogen enrichment.</td>
</tr>
<tr>
<td>Chlorella vulgaris</td>
<td>CO emissions fell as biodiesel content in blends increased</td>
<td>The percentage of biodiesel in blends reduced UHC emissions by 14.75%</td>
</tr>
<tr>
<td>Caulerpa racemosa</td>
<td>B\textsubscript{2}O\textsubscript{3} and its blends have lower CO emissions than B20</td>
<td>B\textsubscript{2}O\textsubscript{3} and its compositions exhale less UHC than B20</td>
</tr>
<tr>
<td>Scenedesmus obliquus</td>
<td>Excess oxygen in methyl ester with pentane addition lowers CO emissions by 21.19%</td>
<td>Excess oxygen in methyl ester with pentane addition lowers UHC emissions by 9.82%</td>
</tr>
<tr>
<td>Chlorella sp.</td>
<td>CO reductions up to 10% were observed</td>
<td>Reduced UHC emissions by 5-25%</td>
</tr>
<tr>
<td>Calophyllum inophyllum Algae</td>
<td>B40 with DEE showed reduced CO emissions by 33% compared to diesel</td>
<td>B40 with DEE showed the lowest UHC emissions by 30.7% compared to diesel</td>
</tr>
<tr>
<td>Spirulina</td>
<td>CO emissions from biodiesel compositions are higher compared to diesel</td>
<td>UHC emissions were decreased by increasing the amount of biodiesel in blends</td>
</tr>
<tr>
<td>Spirulina</td>
<td>B20 reduces smoke emissions by 18.33%</td>
<td>With B20, NO\textsubscript{x} emissions are decreased by 10.66%</td>
</tr>
<tr>
<td>Schizochytrium</td>
<td>CO emissions from biodiesel compositions are higher compared to diesel</td>
<td>UHC emissions were decreased by increasing the amount of biodiesel in blends</td>
</tr>
</tbody>
</table>
B60), B20 with DEE showed a 4.4% higher improvement in BTE when compared to neat diesel. However, the BFSC of the B20 blend with DEE was 3.76% less than diesel. Meanwhile, B40 with DEE had the lowest HC and no variations in CO were observed. An increase in NO\textsubscript{x} was observed when B60 (30% CIME + 30% MAME) was blended with DEE (Ranjithkumar et al. 2020).

**Spirulina Algae**

**Spirulina Methyl Ester**

Krishaniaa et al. (2020) experimentally investigated the performance and emission characteristics of spirulina algae methyl ester in a single-cylinder compression ignition engine at a power rating of 1500 rpm. The experimental results obtained showed that blending of *Spirulina* methyl ester B20 with diesel resulted in higher BSFC and lower BTE. EGT was raised as engine load increased due to better combustion quality. Smoke was reduced by 8.3% and a decrease in CO\textsubscript{2} emission was observed for B20. NO\textsub{x} emission decreased for biodiesel blends by 10.66 percent as a result of the lower combustion process of methyl ester.

**Spirulina Methyl Ester With Butanol Blend**

Rajak et al. (2019) analyzed the emission and performance characteristics with the use of *Spirulina* algae methyl ester with butanol in a one-cylinder CI engine that had a power rating of 1500 rpm. The MSB (40, 30 and 20 percent) n-butanol (10, 20 and 30 percent) blends were 50 percent with low sulphur diesel fuel in volume basis as B1 (LSD 50-MSB 40-nB 10), B2 (LSD 50- MSB 30-nB20) and B3 (LSD50-MSB20-nB30). The results of their experimental work revealed that the addition of 30% butanol to diesel-spirulina methyl ester blends improved the BTE with a high heat release rate and cylinder pressure. The BTE was noted to be 34.57% whereas for petroleum diesel it was found to be 33.18%. The authors noticed that an increase in n-butanol resulted in a corresponding increase in BSFC and relatively low smoke emissions. Contrarily, the NO\textsub{x} emissions were found to be increased.

**Schizochytrium Algae**

Rajendra Prasad Reddy et al. (2020) examined the combustion, performance, and emission behavior of *Schizochytrium*-diesel blends in a single cylinder CI engine that had a rated power of 3.7 KW at 1500 rpm. The test fuels of diesel and *Schizochytrium* with ratios of B0, B20, B40, and B60 were prepared and tested. Experimental results showed that the BTE of B20 was found to be similar (24.53%) to the BTE of fossil diesel (25.37%). However, the BSFC was higher with reduced BTE for all the blends which were because of its lower calorific value. The authors determined that there was an improvement as the cylinder pressure was 65 bar for the B60 blend compared to the fossil diesel (63.1 bar) at full load. In addition, the ignition delay of methyl ester blends was reduced due to the presence of intrinsic oxygen and higher CN. On the contrary, they noted that CO and NO\textsub{x} levels increased with the methyl ester blends. However, there was a decrease in UHC at all loads.

**CONCLUSION**

The purpose of this review study is to provide an overview of algae oil production and its use in CI engine applications. Biodiesel production from microalgae involves identifying the algae species with high oil content and high growth rates, while the second is treating the selected algae with several processing steps. The main advantage of the algae species is that it is carbon neutral and does not release any harmful emissions into the environment. Techniques such as algae cultivation, harvesting, drying, and extraction have been discussed, however, the selection of suitable methods for obtaining biodiesel continues to be a challenge to the research community.

The importance of the photobioreactor in cultivating algae biomass has been highlighted. Open pond cultivation depends on weather conditions whereas the photobioreactor depends on CO\textsub{x}, sunlight, and nutrients.

The combination of filtration with centrifugation gives better separation of biomass from the broth. The size factor of algae biomass plays a major role in selecting the suitable filtration technique. If algae strain is more than 70µm then conventional filtration is feasible. However, for the recovery of algae biomass, less than 30µm micro filtration and ultra-filtration are widely used.

Among various drying techniques, the freeze drying technique is most widely used as it retains the algae biomass without any damage to cell walls. It is observed that there is a threefold increase in the yield of oil derived from algae dried under natural sunlight in comparison with the oil produced using conventional methods. Dried algae biomass is subjected to extraction to yield oil and later transesterified to obtain biodiesel. Amongst different extraction techniques, the solvent extraction technique is relatively inexpensive and is found to be the best for obtaining more amount of algae oil.

The experimental investigations of different algae have been discussed. It is observed that there is a significant improvement in performance with the use of algae biodiesel. From the review of several experimental studies, it is seen that the addition of butanol and pentanol with methyl ester improves the BTE in contrast with BSFC. An increase in
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ABSTRACT

The thermal environment problems of pedestrian streets space are becoming increasingly important with the growing rate of urbanization, especially in regions with hot summers and cold winters. Taking Cinnamomum camphora as an example, several urban design scenarios with dynamic setting parameters of streets orientation (N-S, E-W), aspect ratio (0.5, 1, 1.5, 2) are simulated by ENVI-met to analyze the impact of the green coverage on the thermal comfort of the street canyons in Shanghai. Results showed that: (1) green coverage has an impact on the thermal comfort of the street both in summer and winter and the significance of this effect is affected by the orientation and aspect ratio of the streets. (2) In summer, with the increase in aspect ratio, N-S orientation streets need more and more green coverage to bring a significant impact on thermal comfort, while E-W orientation streets only need 24 % green coverage. (3) In winter, with the increase in aspect ratio, N-S orientation streets also need more green coverage to significantly reduce thermal comfort. For E-W orientation, only when the aspect ratio is 1/2, the green coverage can effectively reduce the thermal comfort of the street. (4) The planting layout had no significant effect on the thermal comfort effect of trees. Based on the above conclusions, the greening strategy was proposed for pedestrian streets in the hot summer and cold winter region in China.

INTRODUCTION

The thermal comfort of urban street space is related to people’s comfortable experience of outdoor activities (Lee et al. 2018, Zhu et al. 2020). This is particularly evident in the pedestrian street space, because people are not just for traffic, but will stay, talk and hang out on foot, which will prolong people’s stay time in the pedestrian street.

The thermal comfort of street space has been widely discussed by many scholars. Yahia & Johansson (2014) discussed the advantages and disadvantages of different urban design patterns in Damascus and argue that efficient use of vegetation positively affects the thermal environment. Deng et al. (2016) found that deep street canyons with higher aspect ratios reduce solar access and air temperature. In a study conducted by Rodriguez Algeciras et al. (2016), to achieve acceptable thermal comfort in the summer and winter seasons, the value for this design factor (aspect ratio) was suggested as 1 and 1.5. Achour-Younsi & Kharrat (2016) discussed the impact of the geometry of an urban street canyon on outdoor thermal comfort and found that the deepest streets are the most comfortable. Abdollahzadeh & Biloria (2021) evaluated the thermal performance of streets in residential zones of Liverpool, NSW, Australia, and found that street canyon orientation is the most influential factor, followed by aspect ratio.

Landscape elements such as trees, waterscapes, and shading facilities play a positive effect on the regulation of thermal comfort (Soares et al. 2021, Zhao & Fong 2017). However, research mainly focuses on the influence of street space morphology (e.g., orientation, aspect ratio, sky view factor, and surface conditions) at the present stage, ignoring the role of streetscape (Li et al. 2020). The spatial morphology of the street is more stable and difficult to be changed, but the streetscape can be easily modified (Yang et al. 2018). Moreover, these studies mainly focus on the summer season, and there is a lack of studies that take into account both summer and winter. Therefore, the study of the influence of street landscapes on thermal comfort in different seasons should be taken seriously.

Table 1 shows the relationship between the values of PET and heat feeling. The thermal comfort model is divided into an eight-point scale by combining physiological parameters and environmental parameters. Based on the human body’s energy balance, PET is matched to the human biometeorological evaluation of the thermal component in each different climate. According to the literature reviewed, although PET
is not proposed for the climate in China, it can still be an effective evaluation index for thermal comfort in China. In China’s cold (Lai et al. 2014), hot summer and cold winter (Rupp et al. 2015), and hot summer and warm winter (Li et al. 2016) climate zone, PET has been proven to be applicable. 

Shanghai is located in the hot summer and cold winter climate region in China. As the economic center of China, it has a wide variety of pedestrian streets. Tree planting patterns in pedestrian streets are more diverse, but the effect of trees on thermal comfort in pedestrian streets is unclear. In this study, we will use ENVI-met as a simulation tool to explore the impact of greening trees on the thermal comfort of pedestrian streets (Hu et al. 2021). The objectives of this study are to (1) explore the influence of green coverage on the thermal comfort of pedestrian streets in summer and winter under different street orientations and aspect ratio conditions. (2) Analyze the influence of planting layout on the thermal comfort effect of trees. (3) Propose the landscape greening strategy for pedestrian streets.

**MATERIALS AND METHODS**

**Study Area**

Shanghai is located in the east of China at a longitude between 120.5°E and 122.1°E and latitude between 30.4°N and 31.5°N. In summer, the average daytime air temperature is 26°C and the mean relative humidity is 77%. The mean wind speed is 3.2 m.s⁻¹ and the primary wind direction is southeast. In winter, the average daytime air temperature is 18°C and the mean relative humidity is 65%. The mean wind speed is 3.0 m.s⁻¹ and the primary wind direction is northwest. July and January are the hottest and coldest months respectively in Shanghai.

**Construction of Simulation Models**

**Tree model**

Table 1: PET value and thermal perception.

<table>
<thead>
<tr>
<th>PET(°C)</th>
<th>Human Subjective Comfort Feeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;4</td>
<td>Very Cold</td>
</tr>
<tr>
<td>4-8</td>
<td>Cold</td>
</tr>
<tr>
<td>8-13</td>
<td>Cool</td>
</tr>
<tr>
<td>13-18</td>
<td>Slightly Cool</td>
</tr>
<tr>
<td>19-23</td>
<td>Neutral</td>
</tr>
<tr>
<td>23-29</td>
<td>Slightly Warm</td>
</tr>
<tr>
<td>29-35</td>
<td>Warm</td>
</tr>
<tr>
<td>35-41</td>
<td>Hot</td>
</tr>
<tr>
<td>&gt;41</td>
<td>Very Hot</td>
</tr>
</tbody>
</table>

Leaf Area Index (LAI) can describe an area or a plant’s overall degree of lushness (Cao et al. 2021). Changes in the LAI can contrast different degrees of greening. LAD is defined as the ratio of the total leaf area to the unit volume in different levels of the canopy. LAD can describe the leaf density and the distribution of a plant (Ng et al. 2012). Where the LAD is 0, it means the trunk is in this area.

\[
\text{LAI} = \int_0^H \text{LAD} \cdot \Delta h \tag{1}
\]

Where H (m), Height of the vegetation; \(\Delta h\) (m), Vertical Grid Size; LAI, Leaf Area Index; LAD (m.².m⁻³), Leaf Area Density

In this study, the evergreen tree species *Cinnamomum camphora* (L.) Presl., which is widely grown in Shanghai, was modeled. The tree’s height of 10 m was ideal for the Shanghai street’s urban design pattern. According to the measurement results of Gao et al. (2010), the LAI value of *Cinnamomum camphora* was set to 3.8 both in summer and winter. The vertical grid size was set to 1m and the LAD value (from top to bottom) of the model is calculated according to Eq. (1), as shown in Fig. 1. The remaining conditions adopt the default values of the system.

**Street Model**

The setting of the aspect ratio of streets refers to the actual size of Shanghai pedestrian streets and related architectural design guidelines (Abdollahzadeh & Biloria 2021). The width is set to 18 m, and the building models on both sides of the street are established according to four aspect ratios (0.5, 1, 1.5, 2) (Fig. 2). The length of the street is set to 60 m. The green coverage of streets was estimated by the ratio of the vertical projection area of the tree crown to the street area. Increase the green coverage with a gradient of 12% (4 trees) based on a blank street (Fig. 3). To simplify the experimental process, this study only modeled the streets in the east-west (E-W) and north-south (N-S) orientations.

**Simulation by ENVI-Met**

A model domain with a 60 × 60 × 30 grid version was applied in the simulations. The grid sizes for the site were set to be 2 m. In addition, 10 nesting grids were added around the model to improve simulation accuracy (Yang et al. 2020). The simulation was carried out on the 15th of July since this day is more or less in the middle of the three hottest months in summer, and the day 15th of January was studied to represent the winter season because it is in the middle of the three coldest months. The simulated period lasted from 9:00 local time (LT) in the morning until 16:00 LT in the afternoon including the time period with obvious sunshine. The main parameters used in the summer and winter simulations are shown in Table 2.
**RESULTS**

**Effect of Green Coverage on PET in Summer**

**Characterization of PET**
Fig. 4 shows the relationship between green coverage and the PET means (9:00-16:00) of the streets in summer. It can be found that as the green coverage increases, the PET values of the streets all tend to decrease, and this trend tends to level off after the green coverage reaches 60%. The PET values of E-W orientation street are higher than that of N-S orientation street under the same green coverage, and the gap between the two increases with the increase of street aspect ratio.

With the increase of the aspect ratio, the influence of the green coverage on the PET becomes smaller, which is particularly obvious in the N-S orientation street. With the increase of green coverage, the standard deviation of...
Table 2: Main parameters input in the ENVI-met.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Summer</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td>15 July</td>
<td>15 Jan</td>
</tr>
<tr>
<td>Time</td>
<td>9:00-16:00</td>
<td>9:00-16:00</td>
</tr>
<tr>
<td>Roughness length</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Simple forcing: air temperature (K)</td>
<td>Min 298 at 6:00; max 305 at 16:00</td>
<td>Min 276 at 6:00; max 282 at 16:00</td>
</tr>
<tr>
<td>Simple forcing: relative humidity (%)</td>
<td>Min 70 at 16:00; max 85 at 6:00</td>
<td>Min 60 at 16:00; max 75 at 6:00</td>
</tr>
<tr>
<td>Wind speed at 10 m above ground level (m.s(^{-1}))</td>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>Wind direction ((\circ))</td>
<td>135</td>
<td>315</td>
</tr>
<tr>
<td>Cloud cover</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Materials of buildings and roads</td>
<td>Default settings in ENVI-met</td>
<td>Default settings in ENVI-met</td>
</tr>
<tr>
<td>Clothing parameters</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Body parameters</td>
<td>Default settings in Biomet</td>
<td>Default settings in Biomet</td>
</tr>
</tbody>
</table>

Fig. 4: Mean (9:00-16:00) and standard deviation of PET in summer.

PET values decreases, indicating that green coverage could stabilize thermal comfort in the daytime.

**Difference Analysis of PET Means**

The single-sample T-test method was used to analyze the differences in PET means between green streets and blank streets. The results are shown in Table 3. For the N-S orientation, with the increase in aspect ratio, more and more
green coverage is needed to significantly reduce the PET means of the street. For the E-W orientation, regardless of the aspect ratio, 24% green coverage can significantly reduce the PET mean of the street. It can be seen that green coverage has more influence on the thermal comfort of the E-W orientation streets.

**The Impact of Green Coverage on PET at Different Time Points**

To analyze the difference in green coverage on PET at different time points, taking Table 1 as a standard, mark the greening coverage corresponding to the PET grade difference (relative to the blank street) at each time point. The results are shown in Figs. 5-6.

With the increase of aspect ratio, the time points that PET values have grade difference become less. Relatively speaking, the number of impacted time points in N-S orientation streets is less than in E-W orientation streets, which is consistent with the previous results.

For the N-S orientation, when the aspect ratio is less than or equal to 1, almost all time points will be affected effectively. When the aspect ratio is 3/2, only the PET values at 10:00, 13:00, and 14:00 are effectively affected. And when the aspect ratio reaches 2, only the thermal comfort at 10:00 is upgraded. For the E-W orientation, regardless of the aspect ratio, the thermal comfort of most time points has been improved. As the aspect ratio increases, green coverage has little effect on thermal comfort between 11:00 and 13:00.

**Effect of Green Coverage on PET in Winter**

**Characterization of PET**

Fig. 7 shows the relationship between green coverage and the PET means (9:00-16:00) of the street in winter. Although there is still a downward trend in the PET values with the increase of green coverage, this effect is relatively weaker.

<table>
<thead>
<tr>
<th>Aspect ratio</th>
<th>Orientation</th>
<th>12%</th>
<th>24%</th>
<th>36%</th>
<th>48%</th>
<th>60%</th>
<th>72%</th>
<th>84%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>N-S</td>
<td>.208</td>
<td>.017*</td>
<td>.002**</td>
<td>.001***</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.094</td>
<td>.004**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
</tr>
<tr>
<td>1/1</td>
<td>N-S</td>
<td>.376</td>
<td>.077</td>
<td>.011*</td>
<td>.004**</td>
<td>.001**</td>
<td>.001**</td>
<td>.001**</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.117</td>
<td>.006**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
</tr>
<tr>
<td>3/2</td>
<td>N-S</td>
<td>.683</td>
<td>.371</td>
<td>.095</td>
<td>.046*</td>
<td>.016*</td>
<td>.014*</td>
<td>.011*</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.121</td>
<td>.007**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
</tr>
<tr>
<td>2/1</td>
<td>N-S</td>
<td>.796</td>
<td>.570</td>
<td>.193</td>
<td>.108</td>
<td>.044*</td>
<td>.041*</td>
<td>.035*</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.193</td>
<td>.015*</td>
<td>.001**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
<td>.000**</td>
</tr>
</tbody>
</table>

Note: * Significance at the 0.05 level. ** Significance at the 0.01 level. The same is below.

Fig. 5: The green coverage of N-S orientation streets when PET produces grade change.

Note: Light green: one-level difference; Dark green: two-level difference; Blank: no grade difference. The same is below.
than in summer and mainly affects the N-S orientation streets. Similarly, with the increase in aspect ratio, the impact of green coverage on thermal comfort is gradually weakened. For the E-W orientation, only when the aspect ratio is 1/2, the green coverage has an effective impact on the PET values. In addition, with the increase of green coverage, the standard deviation of PET values decreases. It can be seen that the green coverage also makes the thermal comfort of streets tend to be stable in winter.

**Difference Analysis of PET Means**

Table 4 shows the differences in PET means between green streets and blank streets. For the N-S orientation, when the aspect ratio is 1/2, starting with 24% green coverage, the PET means can be significantly reduced. After the aspect ratio reaches 1, 36% green coverage is needed to make the PET mean decrease significantly. For the E-W orientation, only the street with an aspect ratio of 1/2 has a significant difference in PET mean starting from 24% green coverage. For streets with other aspect ratios, the green coverage does not have a significant impact on the thermal comfort of the streets.

**The Impact of Green Coverage on PET at Different Time Points**

Fig. 8-9 shows the greening coverage corresponding to the PET grade difference (relative to the blank street) at each time point. In contrast to summer, the green coverage of N-S orientation streets has a greater influence on thermal comfort than N-S orientation streets in winter. The thermal comfort of the majority of time points has decreased when the aspect ratio is 1/2. The green coverage no longer significantly affects thermal comfort after the aspect ratio reaches 1 except between 10:00 and 14:00.

**The Impact of Planting Layout Factors on PET**

Whether the planting layout of trees has an impact on their thermal comfort effect? To make clear it, we took the street with an aspect ratio of 1/2 and 36% green coverage as an example and summarized four planting layouts based on on-

![Fig. 6: The green coverage of E-W orientation streets when PET produces grade change.](image)

<table>
<thead>
<tr>
<th>Aspect ratio</th>
<th>Orientation</th>
<th>Green coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>12%</td>
</tr>
<tr>
<td>1/2</td>
<td>N-S</td>
<td>.061</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.278</td>
</tr>
<tr>
<td>1/1</td>
<td>N-S</td>
<td>.541</td>
</tr>
<tr>
<td>3/2</td>
<td>N-S</td>
<td>.630</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.530</td>
</tr>
<tr>
<td>2/1</td>
<td>N-S</td>
<td>.671</td>
</tr>
<tr>
<td></td>
<td>E-W</td>
<td>.570</td>
</tr>
</tbody>
</table>

Table 4: The results of the single-sample T-test between green streets and blank streets.
Fig. 7: Mean (9:00-16:00) and standard deviation of PET in winter.

- For the N-S orientation, when the aspect ratio is 1/2, starting with 24% green coverage, the PET means can be significantly reduced. After the aspect ratio reaches 1, 36% green coverage is needed to make the PET mean decrease significantly.
- For the E-W orientation, only the street with an aspect ratio of 1/2 has a significant difference in PET mean starting from 24% green coverage. For streets with other aspect ratios, the green coverage does not have a significant impact on the thermal comfort of the streets.

The Impact of Green Coverage on PET at Different Time Points

Fig. 8: The green coverage of N-S orientation streets when PET produces grade change.

Fig. 9: The green coverage of E-W orientation streets when PET produces grade change.
site investigations on pedestrian streets (Fig. 10). The PET values of these four cases in different street orientations and seasons were simulated and calculated. Single-factor ANOVA analysis is used to analyze the difference in calculation results. The results are shown in Fig.11.

Fig. 11 shows that regardless of the street orientations and season, planting layouts cannot bring about significant differences in the thermal comfort effects of trees. For N-S orientation, in both summer and winter, the ‘two-group’ planting layout results in the highest PET values for the street, and the ‘two-row-middle’ planting layout results in the lowest PET values. For E-W orientation, in both summer and winter, the ‘two rows side planting layout can make the street more suitable. But it should be pointed out that these differences are not significant.

DISCUSSION

Effect of Green Coverage on Thermal Comfort of Streets

The study found that tree greening has a positive impact on the thermal comfort of the street in summer, and a negative impact in winter. However, the significance of this effect is affected by the orientation and aspect ratio of the street.

In summer, tree greening has less influence on thermal comfort in N-S orientation streets than in E-W orientation streets. With the increase in aspect ratio, the N-S orientation streets need more and more green coverage is needed to significantly improve the thermal comfort of the street, while E-W orientation streets only need 24% green coverage. For the N-S orientation, building shadows on both sides can affect the thermal comfort of the street. For the E-W orientation, only the shadows of the building on the south side can affect the thermal comfort of the street. This is the main reason why the N-S orientation streets can provide better thermal comfort (Srivani & Jareemit 2020). However, more building shadows cover trees, which weakens the blocking effect of trees on light, resulting in a reduction in the plant’s regulation of thermal comfort (Zheng et al. 2020). That’s why the influence of trees in N-S orientation streets is weaker than that in E-W orientation streets. Similarly, with the increase
whether the planting layout of trees has an impact on their thermal comfort effect? To make clear it, we took the street than N-S orientation streets in winter. The thermal comfort of the majority of time points has decreased when the results. The results are shown in Fig. 11.

Site investigations on pedestrian streets (Fig. 10). The PET values of these four cases in different street orientations and seasons were simulated and calculated. Single-factor ANOVA analysis is used to analyze the difference in calculation with an aspect ratio of 1/2 and 36% green coverage as an example and summarized four planting layouts based on on-seasons.

Greening Strategy for Pedestrian Streets

For the N-S orientation, to get a more suitable thermal feeling in summer, the larger the aspect ratio of the street, the more trees need to be planted. The specific relationship between green coverage and aspect ratio can be referred to in Table 1. But inevitably, evergreen trees such as camphor trees also reduce the thermal comfort of streets in winter. Therefore, for the N-S orientation streets, planting deciduous trees is a more appropriate choice. This ensures that the thermal comfort of the streets in winter is not significantly reduced.

For the E-W orientation, in summer, when the green coverage reaches 24%, the thermal comfort of the street can be significantly improved. In winter, the green coverage has little effective impact on street thermal comfort (except for streets with an aspect ratio of 1/2). Therefore, for the sake of landscape effect, evergreen trees could be planted in E-W orientation streets.

In addition, the planting layout had no significant effect on the thermal comfort effect of trees. This suggests that we can design the planting layout of trees according to the landscape needs. At the same time, the green coverage of streets should be controlled by 60%.

Limitations and Future Research

In this study, only one type of evergreen tree was considered, and the influence of tree morphology such as tree height, LAI, and crown shape on the results was not considered. Many studies have found that the morphological variables of trees have an important impact on their thermal comfort effect (Cao et al. 2020, Wai et al. 2021). Besides green trees, landscape elements such as shrubs, waterscape, and shading facilities can also influence thermal comfort (Liu et al. 2021), which can continue to be explored in future street thermal comfort studies.

![Fig. 11: Difference in thermal comfort effect of four planting layouts.](image-url)
CONCLUSIONS

Taking Shanghai as an example, we used ENVI-met to simulate the impact of green coverage on the thermal comfort of pedestrian streets in summer and winter. Results showed that green coverage has an impact on the thermal comfort of the street both in summer and winter, and the significance of this effect is affected by the orientation and aspect ratio of the street. Overall, the PET value of the street decreases as the green cover increases. In summer, green coverage has more influence on thermal comfort in E-W orientation streets. With the increase in aspect ratio, N-S orientation streets need more and more green coverage to bring a significant impact on thermal comfort, while E-W orientation streets only need 24% green coverage. Inversely, in winter, green coverage has a greater impact on thermal comfort in N-S orientation streets. With the increase in aspect ratio, N-S orientation streets need more green coverage to significantly reduce thermal comfort. For E-W orientation, only when the aspect ratio is 1/2, the green coverage can effectively reduce the thermal comfort of the street. The study also found that the planting layout had no significant effect on the thermal comfort effect of trees. Based on the above conclusions, the greening strategy was proposed for pedestrian streets in hot summer and cold winter regions in China.
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ABSTRACT

The objective of this article is to present comprehensive findings and analysis of studies performed on air pollutant dispersion in urban environments. It captures India’s rising environmental pollution due to urbanization, industrialization, and population growth. Dispersion of pollutants due to the wind in the lower Atmospheric Boundary Layer (ABL) is a major concern nowadays. The dispersion field around the buildings is a critical parameter to analyze and it primarily depends on the correct simulation of the wind flow structure. Therefore, studies performed on this in past years are being reviewed. Additionally, a brief review of different air dispersion models that are integrated with the Geographic Information System (GIS) has been studied in this article to assess the exposure. The results of these studies provide the urban air dispersion model aligning to three sub-models i.e., Emission, Weather Prediction, and Dispersion models. Various factors like wind speed, wind direction, cloud cover, traffic emission, disposal of waste, transportation, and others are considered. This study also captures the problems and risks being faced while creating a model, and its possible mitigation approaches.

INTRODUCTION

Ambient air pollution is estimated to cause 7 million deaths per year (WHO 2018). Air pollution has been linked to a variety of health problems according to several epidemiological reports. Several studies since March 2020 have also revealed that COVID-19 development was substantially higher in cities or regions where certain air contaminants were detected at comparatively higher levels and are the main cause of traffic and industrial pollution (Domingo et al. 2020).

In 2010, the Central Pollution Control Board (CPCB) created the Comprehensive Environmental Pollution Index (CEPI), a system for measuring air, water, and soil pollution in the country’s industrial clusters. In collaboration with the Ministry of Environment and Forestry, CPCB established 43 critically polluted CEPI-based industrial clusters after reviewing the environmental conditions in 88 industrial clusters across India (CPCB 2016). Contributions to vehicle emissions are primarily urban (on-road), but rural areas can also be affected by off-road agricultural sources (Gutti-kunda et al. 2014). Emissions of primary particulate from residential combustion sectors are more common in rural and low-income urban areas, where people depend more on traditional biomass for cooking and heating.

The 2014 Intergovernmental Panel on Climate Change (IPCC) reveals that the total emission of greenhouse gases from 1970 to 2010 increased by 78% from manufacturing processes and fossil fuel combustion. Since the 1970s, CO₂ emissions have more than doubled, and have risen by 40% since 2000. Even though CO₂ emissions remained stable from 2013 to 2016, they increased by 1.5% in 2017 and are continuing to rise, led by China, India, and the European countries (Anwar et al. 2020). Another major global concern is Polyaromatic Hydrocarbon (PAH) as it gets linked to PM2.5 and ultrafine fractions of airborne particulates cause severe health risks (Mohanraj et al. 2011).

In urban areas, pollutant dissemination in the lower Atmospheric Boundary Layer (ABL) by the wind flows is a major concern. The dispersion of pollutants represents a very important environmental drawback with respect to human health. Depending on their chemical and physical properties (e.g., chemical structure, water solubility, etc.), these air pollutants may travel hundreds, even thousands of kilometers from their release worldwide.

To save human lives and reduce economic losses, computer models of air pollutant dispersion are being developed to explain and predict the result of such events and incidents.
The goal of the model-driven work represented during this paper is to develop a decision support system to cut back the impact of pollution caused by road traffic. Such a simulation coming up with a system consists of a comprehensive air-quality prediction model supported by data management, a mathematical model, and a friendly interface, integrated with GIS that uses spatial coordinates to explain the structure of urban areas, road networks, and waste product distribution within the atmosphere (Gualtieri & Tartaglia 1998). The use of a GIS integrated system is very common in research on a regional-local scale (Gulliver & Briggs 2011).

**ATMOSPHERIC BOUNDARY LAYER OVERVIEW**

**Structure of Atmospheric boundary Layer and Turbulence**

In meteorology, the lowest component of the atmosphere is the ABL, also known as the Planetary Boundary Layer (PBL), and its action is directly affected by its interaction with a planetary surface (Bonner et al. 2010). ABL can change both in space and time, depending on the orography. Also, it changes with surface cover, season, daytime, and weather (Gifford 1976). It experiences a daily cycle of changes in temperature, humidity, wind, and pollution variations in response to various fluxes in the air (Stull 2017).

Oke (1976) initially proposed a simple and two-layer model of the urban atmosphere, which recognizes the Urban Canopy Layer (UCL) and the Urban Boundary Layer (UBL) respectively. The first layer, called the Urban Canopy, consists of air in between the urban roughness elements (mainly building). The second layer, located directly above the first, is referred to as the urban boundary layer. This is the phenomenon that exists in local or mesoscale concepts (Oke 1976). A Roughness Sub-Layer (RSL) near the ground, also known as the Transition layer, and an Inertial Sub-Layer (ISL) above it make up this layer (Fisher et al. 2006).

The turbulence induces vertical mixing between horizontally moving air at one stage which is important in the dispersion of pollutants (Stull 2017). The ABL height is crucial in the dispersal of air pollution. The main environmental factors of urban turbulence are the roughness of the urban surface, buildings, trees, and other large structures (Roth 2000). There is a need of modelling the flow as a homogeneous flow essentially by well reproducing the turbulence profiles including the wind velocity profile (Cai et al. 2014). The relationship between wind speed and height is called the wind profile. It can be expressed as:

\[ \frac{du}{dz} = \frac{u_*}{l} \]  

\( u_* \) - the local friction velocity (proportional to the square root of the local Reynolds stress)

\( l \) - the length scale (function of the state of the atmosphere and height)

Turbulent mixing in the atmosphere is induced by wind shear and buoyancy. Defining categories including radiation parameters, surface roughness, wind intensity, and cloud cover is an easy method for measuring turbulence parameters. Pasquill’s commonly used approach describes six stability levels from the extremely unstable (1) to the relatively stable (6) based on wind direction, sunrise, and cloud cover (Turner 1997, Pasquill 1961) (Figs. 2 and 3).

**Fig. 2 & 3:** Pasquill stability class: unstable (1), slightly unstable (2), neutral (3), slightly stable (4), stable (5), and very stable (6) boundary layer. Neutral (3) class has been used for overcast conditions and within one hour after sunrise/before sunset (Luna & Church 1972).

**Flow of Wind Around Buildings**

Wind currents over buildings are inherently complicated, exhibiting a wide variety of physical phenomena such as
high-pressure gradients, large low-speed fields, three-dimensional impacts, turbulent flow zones, and boundary layers (Deck 2005). It is obvious that proper modeling of pollutant dispersion within a group of buildings continues to be a very complex issue, as wind movement in a metropolitan environment can have significant effects on pollutant dispersion across buildings (Zhang et al. 2005). Moreover, the issue becomes more complicated due to the diversity and complexity of the mixture of emission sources, such as industries, automobiles, generators, domestic fuel combustion, roadside dust, construction activities, etc. Therefore, a precise concentration forecast of contaminants released into the urban environment is needed to understand the mechanisms regulating the pollutants' dispersion (Tseng et al. 2006). Several methods along with GIS have been widely used to research the pollutant dispersion around urban buildings.

**GIS Overview**

A GIS is a computer application that captures, stores, analyzes, and displays data about locations on the Earth’s surface. It is a multi-layered approach to representing data from multiple sources.

**Daytime Insolation**

![Daytime Insolation](image1.png)

**Nightmare**

![Nightmare](image2.png)

**Fig. 2:** Daytime insolation.

**Fig. 3:** Nightmare.
It is a multi-layered approach to representing data from multiple sources and connecting spatial and non-spatial information. The analysis of spatial data and handling of massive spatial databases are the advantages of GIS over other information systems. There is a vast amount of data that can help deal with air pollution (Gualtieri & Tartaglia 1998).

**MODEL STRUCTURE**

The GIS integrated air dispersion model consists of the whole database and mathematical models. These models work in a cascade manner that has different parameters. These can be used as an input for the emission model and its output in turn is necessary to stimulate pollution levels of the dispersion models. It consists of 3 different sub-models i.e., emission, weather prediction, and dispersion models (Gulliver & Briggs 2011). Each of the mandatory model components and related data is described, separately below.

**Emission Model**

The emission model has been developed on the idea of the consequences shown by Joumard et al. (1992), Eggleston et al. (1991), and Tartaglia (1995). There are multiple sources of pollution in urban areas, where traffic, manufacturing industries, and the open burning of waste contribute significantly to it.

The emission model can calculate traffic-associated pollutants like - Carbon Monoxide (CO), Hydrocarbons (HC), Nitrogen Oxides (NOx), and others. It represents the number of released pollutants and the activity associated with the release of pollutants. The formula is used to calculate total pollutant emission Q provided by traffic flow f for N vehicular groups.

\[
Q = \sum_{g=1}^{N} \frac{C_g}{100} \times E_g(V_m) \times f 
\]  

Where:
- \( C_g \) - the percentage of vehicles in category g in terms of vehicle feet.
- \( E_g \) - The emission factor due to road vehicles belonging to group g-traveling in the typical road and environmental conditions & is expressed as the mass of pollutant per unit length (m.L\(^{-1}\)) as a function of the average travel speed \( V_m \) (Gualtieri & Tartaglia 1998).

Most emissions emitted by manufacturing industries are due to the use of fossil fuels, a major source of emissions from the manufacturing sector. Overall, the share of emissions during the period varies between 65% and 75%; and was found that carbon emissions represent nearly 70% of total fuel consumption emissions. The formula used to calculate the emission is as follows.

\[
E_{gas} = A_{fuel} \times C_{Vunit} \times C_{Vfuel} \times E_{gas} \times GW_{gas}
\]  

![Fig. 4: The GIS-based dispersion model (based on Gulliver & Briggs 2011).](image-url)
Where:

- \(E_{\text{gas}}\): Emission of greenhouse gas(es) in a ton
- \(A_{\text{fuel}}\): Activity data of fuel (in L.kg.ton\(^{-1}\))
- \(C. V_{\text{unit}}\): Conversion factor(s) to convert activity data to ton (please refer to Appendix 1)
- \(C.V_{\text{fuel}}\): Calorific value of fuel (a ton of energy in Tera Joule (TJ) per ton of fuel)
- \(E_{\text{fgas}}\): Emission factor of GHG gas due to combustion of the fuel (a ton of gas.TJ\(^{-1}\) of energy input)
- \(GWP_{\text{gas}}\): Global warming potential of gas

Open burning of waste is a possible nonpoint source of emissions, causing major concern, particularly in urban areas, and pollutants that are released are Carbon monoxide, Particulate matter, Sulphur dioxide, Nitrogen oxide, etc. Waste produced depends on factors such as population, livelihood, season, way of life, topography, and industry. The equation used to estimate the emission of pollutants was given as shown below (NEERI 2010).

\[
\text{Amount of Pollutant emitted (P) = SWB x EF} \quad \cdots (4)
\]

Where:

- \(P\) = Amount of pollutant emitted (Kg.day\(^{-1}\), g.day\(^{-1}\), or \(\mu\text{g}.\text{day}^{-1}\))
- \(SWB\) = Solid Waste Burned (MT.day\(^{-1}\))
- \(EF\) = Emission Factor (Kg.MT\(^{-1}\), g.MT\(^{-1}\), or \(\mu\text{g}.\text{MT}\))

**Meteorological Pre-Processor and Weather Prediction Models**

The weather forecast refers to the use of science and technology to estimate the future condition of the environment in relation to a specific area or location (pressure, temperature, etc) (Yerramilli et al. 2011). While various methods are available, quantitative weather forecasts are provided by numerical models alone. Such models employ a closed system of mathematical equations based on mass, momentum, and water vapor conservation, as well as the equation of state and thermodynamic energy for differential temperature. To solve these equations mathematically, the study area should be formulated in a rectangular shape with an evenly spaced horizontal intersecting grid in the horizontal direction and appropriate vertical levels for numerical solution.

Due to limitations in mathematical formulation, numerical setup, and computing tools, the horizontal grid resolution is limited to a few miles. As the atmospheric model comprises dynamic and physical components, it is important for these processes such as planetary boundary layer, atmospheric radiation, convection, face physics, and cloud microphysics must be parameterized on a smaller scale.

Anomalies in weather forecasting and a rise in errors as prediction progress are caused by measurement errors, model grid interpolation, flaws in the presentation of physical processes, and mistakes due to numerical solution methods. Rapid developments in computational resources have resulted in the design and implementation of atmospheric models as suitable for real-time weather forecasts of different weather phenomena with scales from a few kilometers to thousands of kilometers. There are many weather prediction meteorological models available and the mainly used ones are the RAMS, MM5, and WRF (Yerramilli et al. 2011). The following is a summary of these models.

**Dispersion Model**

Air pollution models are the only tool that quantifies the deterministic relationship between emissions and concentrations or depositions, including the effect of past and future scenarios and determining the efficiency of reduction strategies. Measurements of air pollution provide information on atmospheric concentrations and deposition at specific places and times, but they do not provide clear guidance on identifying the causes of the air quality issue. Transport, absorption, chemical transformation, and ground deposition all play a role in determining the atmospheric concentrations of substances. Atmospheric pollutants are carried over longer distances by large-scale atmospheric wind currents and then released into the atmosphere by small-scale turbulent

<table>
<thead>
<tr>
<th>Model</th>
<th>Developer Name</th>
<th>Features</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAMS</td>
<td>Colorado State University</td>
<td>Highly versatile numerical code</td>
<td>To simulate and forecast meteorological phenomena</td>
</tr>
<tr>
<td>MM5</td>
<td>Written in Fortran and developed at Penn State and NCAR</td>
<td>Non-hydrostatic, Terrain-following sigma-coordinate model</td>
<td>To simulate mesoscale atmospheric circulation (Grell et al. 1995)</td>
</tr>
<tr>
<td>WRF</td>
<td>National Centre for Atmospheric Research (NCAR)</td>
<td>The prognostic variables and completely compressible non-hydrostatic equations</td>
<td>To predict weather forecasts and climate projections</td>
</tr>
</tbody>
</table>

Note. RAMS: Regional Atmospheric Modelling System; MM5: Mesoscale Model; WRF- Weather Forecasting and Research
flows, where they mix with the environment. The turbulence dynamics and turbulent diffusion are commonly considered intractable, even under laboratory conditions (Yerramilli et al. 2011). The atmospheric dispersion is influenced by weather factors, as transport is driven by wind flows and dispersal by air stability, vertical mixing, and mesoscale winds. There is no general full formula describing the physical relationship between the atmospheric air emission concentrations and the meteorological causative factors and processes. Overall, modeling data reduces the expense of continuous monitoring over vast areas and over longer periods of time.

**Box Model**

The mass-conservation principle is used in box models. The site is treated like a box that releases toxins and undergoes physical and chemical processes. It needs simple meteorology and emissions input, and it allows contaminants to flow into and out of the box. The inside of the box is not specified, and the air mass is handled as if it is well mixed with uniform concentrations (Holmes & Morawska 2006). This model, on the other hand, simulates the accumulation of contaminants inside the box after initial conditions are entered, but it does not include any details about the pollutants’ local concentrations. For this reason, they are inappropriate for modeling particle concentrations in a local environment where concentrations and therefore particle dynamics are highly influenced.

Lettau (1970) proposed for the first time a simple urban air quality box model, in which the concentration decreases exponentially and reaches its balance value. It is calculated as:

\[
C = b + \frac{Ql}{uH} \quad \text{...}(5)
\]

Where:
- \(C\) - Pollutant concentration in air living box
- \(b\) - Pollutant concentration in entering air
- \(Q\) - Pollutant mass emission rate per unit area in the city
- \(l\) - Length of the box in direction of the wind
- \(u\) - Wind speed
- \(H\) - Mixing Height

**Gaussian Model**

The Gaussian plume model is the air emission dispersion model most used. This fits well with the majority of field and laboratory evidence while there are frequent non-systemic variations from a Gaussian distribution. This model is commonly used in atmospheric dispersion modeling, especially for regulatory purposes, and is frequently “nested” in Lagrangian and Eulerian models (Leelossy 2014). Under steady-state conditions, these models are based on a vertical and horizontal Gaussian distribution of the plume (Zhang et al. 2000) and are described as follows:

\[
C(x, y, z, h_e) = \frac{Q}{2\pi \sigma_y \sigma_z} \exp\left(-\frac{1}{2} \left(\frac{y}{\sigma_y}\right)^2\right) I\left(\exp\left(-\frac{1}{2} \left(\frac{z-h_e}{\sigma_z}\right)^2\right) + \exp\left(-\frac{1}{2} \left(\frac{z+h_e}{\sigma_z}\right)^2\right)\right) \quad \text{...}(6)
\]

Where:
- \(C\) - Concentration level (ug.m\(^{-3}\), or as a ratio in fraction or ppm),
- \(x\) - Distance downwind from the source (m),
- \(y\) - Distance perpendicular from the source (m),
- \(z\) - Elevation of the destination point (m),
- \(h_e\) - Elevation of the source (m),
- \(Q\) - Release rate of pollutant (mass emission rate \(\text{g.s}^{-1}\), or volumetric flow rate \(\text{m}^3\text{s}^{-1}\)),
- \(u\) - Average wind speed (m.s\(^{-1}\)),
- \(\sigma_y\) and \(\sigma_z\) - Diffusion parameters in the \(y\) and \(z\) directions (both in m)

The term \(\frac{Q}{2\pi \sigma_y \sigma_z}\) is the centreline concentration; \(\exp(-\frac{1}{2} \left(\frac{y}{\sigma_y}\right)^2\) accounts for off-axis location; \(\exp\left(-\frac{1}{2} \left(\frac{z-h_e}{\sigma_z}\right)^2\right)\) accounts for the source elevation above the ground surface; and \(\exp\left(-\frac{1}{2} \left(\frac{z+h_e}{\sigma_z}\right)^2\right)\) treats the ground surface as a perfect reflector, absorbing none of the pollutants.

The plume width is determined by \(\sigma_y\) and \(\sigma_z\), which are defined either by stability classes (Pasquill 1961, Gifford 1976) or travel time from the source.

Since plume models use constant approximations, they do not account for the time taken for the pollutant to migrate to the receptor, which is a significant limitation in terms of particle dispersion modeling (Yerramilli 2011). Although most Gaussian models still consider the diffusion and advection of contaminants, more advanced Gaussian models have recently been established that include physical processes such as deposition and rapid chemical reactions. Further disadvantages of the Gaussian approach include the fact that it is unable to model dispersion under low wind conditions or at locations close to the source, i.e., distances less than 100 m.
Lagrangian Model

The formulation of air dispersion can vary significantly from one model to another. The Lagrangian and Eulerian solutions are the most known methods (Holmes & Morawska 2006). Lagrangian models are like box models and describe a region of air as a box containing an initial pollutant concentration (Leelossy 2014). This approach is focused on the estimation of wind trajectories and the transport of air parcels along the paths. In source-oriented models, trajectories are calculated over a period after the source releases an air parcel containing contaminants (forward trajectories from a fixed source) before it reaches the receptor location. The trajectories in receptor-oriented models are calculated backward in time from the arrival of an air parcel at a suitable receptor (backward trajectories from a fixed receptor). This model works well over flat terrain for both uniform and stationary conditions (Tsuang 2003) as well as for non-uniform and unstable media conditions for complex terrain (Jung et al. 2003). Metereological data are used to measure the variance of wind velocity variations and the Lagrangian autocorrelation function. Because Lagrangian particle models measure diffusion characteristics by producing semi-random numbers, they are not limited to stability groups or sigma curves, as is the case with Gaussian dispersion models (Holmes & Morawska 2006).

Eulerian Model

The 3-dimensional atmosphere in the Eulerian system is divided into horizontal and vertical grid cells. Each grid cell defines changes to the times and thus is called “grid models”. This modeling has been adopted for ozone studies (Reynolds et al. 1973) and SO2 studies (Shir & Shieh 1974) in urban areas. Reynolds' modeling experiments on the Los Angeles basin formed the basis for Model-UAM, the well-known Urban Airshed. This model was used by Holmes and Morawska (2006) to estimate long-distance transport and dispersion.

Computational Fluid Dynamic Models

The Computational Fluid Dynamic (CFD) model forecasts the wind speed and pollutant concentration profiles in real three-dimensional environments, enabling an analysis of gas dispersion effects of complex terrain (Tsuang 2003). These models provide complex fluid flow analysis based on mass and momentum conservation by solving Navier – Stokes’s equation using three-dimensional finite differential and finite volume approaches (Lettau 1970). It is formulated as:

\[ \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla)\vec{v} = -\frac{1}{\rho} \nabla p - \vec{g} + \nu_T \nabla^2 \vec{v} \]

Where:

- \( \vec{v} \) is the wind field,
- \( \rho \) is the density,
- \( \nu_T \) is the eddy viscosity,
- \( p \) is the pressure,
- \( \vec{g} \) is the acceleration vector due to gravity

Given that CFD models are mostly used for complex geometry, explicit measuring up to a very small scale of turbulence requires a fine grid resolution that leads to very high computational costs. Subgrid-scale instability, though, also must be measured and assumed isotropic. Models of CFD street canyons are commonly used for forecasting air quality in industrial and urban areas (Yamada 2004). Different types of models are mentioned below:

- Photochemical modeling, Particle models, Statistical models, Odor models, Deposition modules, and Plume Rise models are among the various modeling approaches available and described in Table 3.

MAPPING RESULTS BASED ON GIS

Most GIS packages have many ways to quickly and efficiently view and show data in a map layer. They can zoom into and out on the map layer, highlight the features selected in the map layer by the selection, classify them based on certain criteria, and then display them in a variety of coded colors (Tippichai 2017).

PROBLEMS AND CHALLENGES

I. The format adopted by the GIS and by the atmospheric dispersion models are vector and tabulated text data respectively which is a serious problem (Teggi 2017)

II. There are several problems with urban air pollution mapping. Because of the multiple emission sources and their uncontrolled dispersion processes in an urban setting, the air pollution levels usually differ over very short distances, often just a few tens of meters (Hewitt 1991).
III. In addition to inherent uncertainties related to the stochastic processes (for example turbulence) in the atmosphere, all models generate primarily two forms of uncertainties: (i) structural and (ii) parametric (Holmes et al. 2009). The use of unpredictable input values (e.g., wind speed and direction, number of emission factors, etc) for model calculations cause parametric uncertainty. These can be caused by the lack of significant data sets (e.g., local weather data), data inconsistencies (e.g., instrument calibration, measurement conditions instability), or lack of understanding of key parameters (e.g., emission factors) (Kumar et al. 2011). The determination of emission factors is one of the most important problems in the Emission model. As a result, emission inventory has certain limitations and uncertainties, when it is performed (Collet et al. 2012)

<table>
<thead>
<tr>
<th>Model</th>
<th>Function</th>
<th>Applicable</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photochemical models</td>
<td>Models that predict the changes in atmospheric pollutant concentrations using a series of mathematical equations and describe the physical and chemical processes of the atmosphere.</td>
<td>At a wide range of different spatial clusters from local to global.</td>
<td>Community Multi-scale Air Quality (CMAQ), WRF/Chem, Urban Airshed Model (UAM), Comprehensive Air quality Model with extensions (CAMx), etc.</td>
</tr>
<tr>
<td>Particle models</td>
<td>The source is simulated by releasing many particles throughout the fire. Each particle’s trajectory is calculated, as well as a random component that simulates atmospheric turbulence. Instead of following the parameterized spatial distribution pattern, a particle cluster will extend into space according to atmospheric turbulence patterns.</td>
<td>The most effective way to simulate levels at any time, but restricted to single point sources with single chemical or sources that have essential components, such as toxins, which must be monitored accurately</td>
<td>HYSPLIT</td>
</tr>
<tr>
<td>Statistical models</td>
<td>The model focused on non-deterministic statistical data analysis of measured atmospheric concentrations, which do not clarify or predict the cause-and-effect relationship, or the relationship between pollution and environmental concentrations.</td>
<td>Techniques for forecasting air pollution patterns a few hours ahead of time so that the public can be alerted.</td>
<td>Chemical Mass Balance (CMB)model</td>
</tr>
<tr>
<td>Odor models</td>
<td>The model provides instant or semi-instantaneous algorithms for simulating concentrations, as odors are instantaneous for human sensations.</td>
<td>At Local scales</td>
<td></td>
</tr>
<tr>
<td>Deposition modules</td>
<td>Computer module to measure the amount of plum deposited in the ground due to the phenomenon of dry and wet deposition.</td>
<td>At Local scales</td>
<td></td>
</tr>
<tr>
<td>Plume rise models</td>
<td>Models typically assume stable conditions, which means wind speed, wind direction, and emission rates are all relatively constant.</td>
<td>Close to the source or for a limited period, with land use or topography restrictions</td>
<td>PRIME in HYSPLIT and AERMOD</td>
</tr>
</tbody>
</table>

CONCLUSION

The issue of air pollution needs to be addressed systematically with an all-government approach that includes preparation for short, and long-term air quality management strategies. Some of the approaches to control this include the adoption of renewable power sources for public transport, industrial activities, and initiatives to minimize road traffic. Additional approaches include increasing taxes on fuel and car parking, levying congestion charges, developing free zones & cycling paths, use of solar lighting, and encouraging vegetation on the roadside. For long-term control, many of these updates will be motivated by improvements in the Numerical Air Prediction Model in operation.
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APPENDIX 1: CONVERSION FACTORS USED FOR DIFFERENT FUEL TYPES.

<table>
<thead>
<tr>
<th>Description</th>
<th>Unit Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthracite (raw coal)</td>
<td>1</td>
</tr>
<tr>
<td>Benzol</td>
<td>1</td>
</tr>
<tr>
<td>Briquettes and similar solid fuels manufactured from coal, n.e.c.</td>
<td>1</td>
</tr>
<tr>
<td>Briquettes, coal, coal dust</td>
<td>1</td>
</tr>
<tr>
<td>Briquettes, coke</td>
<td>1</td>
</tr>
<tr>
<td>Coal</td>
<td>1</td>
</tr>
<tr>
<td>Coal (under sized)</td>
<td>1</td>
</tr>
<tr>
<td>Coal ash</td>
<td>1</td>
</tr>
<tr>
<td>Coal bed Methane</td>
<td>1</td>
</tr>
<tr>
<td>Coal compressed (middling’s)</td>
<td>1</td>
</tr>
<tr>
<td>Coal consumed</td>
<td>1</td>
</tr>
<tr>
<td>Coal for carbonisation</td>
<td>1</td>
</tr>
<tr>
<td>Coal gas</td>
<td>1</td>
</tr>
<tr>
<td>Coal gas, water gas, producer gas and similar gases, other than petroleum gases and other gaseous hydrocarbons; n.e.c</td>
<td>1</td>
</tr>
<tr>
<td>Coal rejects</td>
<td>1</td>
</tr>
<tr>
<td>Coal slack</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar by-product</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar crude</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar Oil</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar peat</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar processed</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar product</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar, crude</td>
<td>1</td>
</tr>
<tr>
<td>Coal tar, pitch</td>
<td>1</td>
</tr>
<tr>
<td>Coal washed</td>
<td>1</td>
</tr>
<tr>
<td>Coal, not agglomerated, n.e.c.</td>
<td>1</td>
</tr>
<tr>
<td>Coke and semi-coke of coal, of lignite or of peat; retort carbon n.e.c</td>
<td>1</td>
</tr>
<tr>
<td>Coke breeze</td>
<td>1</td>
</tr>
<tr>
<td>Coke cp</td>
<td>1</td>
</tr>
<tr>
<td>Coke dust</td>
<td>1</td>
</tr>
<tr>
<td>Coke hard</td>
<td>1</td>
</tr>
<tr>
<td>Coke mixed</td>
<td>1</td>
</tr>
<tr>
<td>Coke peat</td>
<td>1</td>
</tr>
<tr>
<td>Coke seme</td>
<td>1</td>
</tr>
<tr>
<td>Coke soft</td>
<td>1</td>
</tr>
<tr>
<td>Diesel</td>
<td>0.837520938</td>
</tr>
<tr>
<td>Fuel oils n.e.c</td>
<td>0.9765625</td>
</tr>
</tbody>
</table>

Source: -CEEW


INTRODUCTION

Air pollution has been identified as one of the world’s major environmental adverse health effects concerns (Mahiyuddin et al. 2013, Tajudin et al. 2019). Common air pollutants included particulate matters (PM₁₀ and PM₂.₅), carbon monoxide (CO), ozone (O₃), sulfur and sulfur dioxide (SO₂), nitrogen oxides (NOₓ), heavy metals, pesticides, volatile organic compounds, acid gases, solvents, radiation and bioaerosols (Sentian et al. 2019). These undesirable materials come from anthropogenic sources such as mobile, stationary, agricultural, and natural (Usmani et al. 2020, Amato et al. 2019). These harmful materials may harm human and ecosystem health, and the built environment, and lead to economic loss (Li et al. 2016, Rovella et al. 2021). Many epidemiological studies in all parts of the world have shown significant associations between air pollution and human morbidity, including in multi-cities studies, mainly affecting respiratory and circulatory systems (Phosri et al. 2019, Slama et al. 2019). Different studies in various parts of the world revealed that cerebrovascular admissions were suggestively associated with short-term effects of NO₂ (Tajudin et al. 2019), particulate matter 10 micrometers or less in diameter (PM₁₀) (Moolgavkar 2000), O₃, CO and particulate matter 2.5 micrometers or less in diameter (PM₂.₅) (Chan et al. 2006). In Malaysia, Mahiyuddin et al. (2013) conducted the first study on the health effects of air pollution using time series analysis to determine the association between air pollution and mortality in urban areas. Findings showed that O₃, CO, and PM₁₀ were the pollutants that were found to be significantly associated with natural and respiratory mortality. This is also similar to what was reported by Tajudin et al. (2019).

Since the 1980’s Malaysia faced frequent episodes of haze and most of them were the major episodes (Usmani et al. 2020). The sources could be either local or transboundary, such as forest fire from Indonesia (Sentian et al. 2019, Awang et al. 2000). Haze comprised high concentrations of PM₁₀, metal (Fe) ions, and zinc (Zn) together with gaseous (Usmani et al. 2020). The cost of medical care, especially inpatient...
hospital care in Malaysia increases tremendously. The results from Hassan et al. (2000), showed that limited activity days contributed to about 79.3% of the health damage costs, followed by an asthma attack, which contributed 10.7%. Other less significant health effects were respiratory, hospital admission, emergency room visits, and chronic bronchitis which contributed to total health damage cost estimated at Ringgit Malaysia (RM) 129 million (RM36-RM258 range).

This study aimed to obtain the risk estimates of pollutants towards cardiovascular and respiratory admissions in Malaysia’s most urbanized area. This study differs from other time series studies on admissions and air pollution because it utilizes data from all main public hospitals in the Klang Valley area.

MATERIALS AND METHODS

Air Quality and Meteorological Data

The air quality data from 1st January 2008 to 31st December 2010 were obtained from the Department of Environment, Malaysia (DOE). The air pollutant parameters utilized in this study were PM$_{10}$, CO, SO$_{2}$, NO$_{2}$ and O$_3$. There were 52 continuous air quality monitoring stations (CAQMs) in Malaysia with six located in Klang Valley at Cheras, Kajang, Shah Alam, Klang, Gombak, and Petaling Jaya. The daily average for the pollutants was used to represent the daily concentration of pollutants concentrations for Klang Valley.

Data on meteorological parameters in Klang Valley were gained from two stations by Malaysia Meteorological Department. The data components were a daily 24 h average of temperature, relative humidity, and rainfall. Fig. 1 showed the locations of CAQMs and meteorological stations in Klang Valley.

Study Area

Klang Valley is one of the most industrialized areas following fast urbanization and is a densely populated region (Hassan et al. 2000). It is the most susceptible region exposed to air pollution compared to other regions of the country (Rahman et al. 2015, Juneng et al. 2011). Situated with mountains in the east and the Straits of Malacca in the west, this basin provides a conducive environment for pollutants to mount up, particularly when the meteorological condition is stable. Klang Valley has a 2832 km$^2$ area with...
a total population of 7.9 million (UN World Urbanization Prospects 2021).

**Hospital Admissions Data**

Daily hospital admissions data between 1st January 2008 and 31st December 2010 was obtained from Health Informatics Centre, Ministry of Health’s (MOH) database. Nine public hospitals in Klang Valley were selected for this study. The date of the patient’s discharge from the hospital for which the diagnosis was classified according to the International Classification of Disease, Tenth Revision (ICD10) was assumed to be the date of disease diagnosis. The diseases selected for these studies were respiratory (J00-J99) and cardiovascular diseases (I00-I99). The data taken was anonymous.

**Modeling and Statistical Analysis**

Generalized Additive Model (GAM) with Poison time series regression was applied to examine the short-term effects of daily air pollutants on cardiovascular and respiratory admissions. The time variable representing the day, ambient temperature, relative humidity, total rainfall, day of the week, and holiday coding were the covariates used in the models. The time variable of the day was used to control for systematic variations by time in the data. Natural spline smoothing functions were used to control for long-term trends and seasonality from the admissions or other time-varying covariates that could confound the estimates of risk between admissions and pollutants. This study follows a similar methodology as what was done by Mahiyuddin et al. (2013) and Wong et al. (2008). A partial autocorrelation function (PACF) plot of the residuals and the minimum Akaike Information Criterion (AIC) were used to assess the goodness of fit of the models. After examining the results of PACF and AIC, we applied 4 dfs per year smoothing for time and 2 dfs per year each for the continuous covariates.

The following equation of the log-linear model is given below:

\[ \log[E(y)] = \beta_0 + \beta_1 X + \beta_2 Z_1 + \beta_3 Z_2 + \sum \gamma \cdot df_i \]  

E(y): Expected daily hospital admissions counts  
X: pollutants concentration  
Z_1: days of the week,  
Z_2: holiday indicator  
\gamma: time, temperature, rainfall, and relative humidity  
\beta: regression coefficients  
S: smoothing function using natural spline  
df: degree of freedom: 2 dfs for temperature, relative humidity, and rainfall; 4 dfs per year for time

We started the modeling process by fitting the single pollutant models for each pollutant to determine the effects of the pollutants. Later we run a sensitivity analysis to measure the consistency and robustness of the estimates. The results were presented as relative risk (RR) and excess risk (ER) The ER per 10ug/m3 of each pollutant increase was calculated as ER= (RR– 1)*100. Effects of the pollutants on the current day (lag 0) to the previous five days (lag 5) were observed. We followed a similar methodology of sensitivity analysis done by Vichit-Vadakan et al. (2008) and Mahiyuddin et al. (2013).

**RESULTS AND DISCUSSIONS**

**Descriptive Statistics**

Table 1 showed the summary statistics of the hospital admissions. A total of 77,063 admissions for cardiovascular diseases and 98,869 for respiratory diseases were recorded from 1st January 2008 to 31st December 2010. There were on average, 70 admissions for cardiovascular diseases and

<table>
<thead>
<tr>
<th>Variables (n)</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular cases</td>
<td>70</td>
<td>15.83</td>
<td>5</td>
<td>119</td>
<td>77063</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>43</td>
<td>10.67</td>
<td>13</td>
<td>76</td>
<td>47063</td>
</tr>
<tr>
<td>Female</td>
<td>28</td>
<td>7.39</td>
<td>11</td>
<td>53</td>
<td>30306</td>
</tr>
<tr>
<td>≥60 years old</td>
<td>30</td>
<td>7.47</td>
<td>8</td>
<td>52</td>
<td>33375</td>
</tr>
<tr>
<td>Respiratory cases</td>
<td>90</td>
<td>25.65</td>
<td>5</td>
<td>228</td>
<td>98869</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50</td>
<td>13.92</td>
<td>16</td>
<td>114</td>
<td>54847</td>
</tr>
<tr>
<td>Female</td>
<td>41</td>
<td>13.44</td>
<td>12</td>
<td>119</td>
<td>44397</td>
</tr>
<tr>
<td>≤9 years old</td>
<td>87</td>
<td>27.27</td>
<td>22</td>
<td>234</td>
<td>95184</td>
</tr>
</tbody>
</table>

Table 1: Summary statistics of the daily hospital admissions (n) in Klang Valley.
90 admissions per day for respiratory diseases. The average of male admissions was higher than females for both diseases. Forty-three percent of the cardiovascular admissions were among the 60 years old and above. Children aged less than 9 years old had the highest admissions (96%) due to respiratory diseases.

The daily average temperature in Klang Valley was 27.64°C, relative humidity 76%, and rainfall 8.65mm, indicating the tropical climate in Klang Valley. Daily average concentrations of all the pollutants were; 1066.92 µg.m⁻³ for CO, 36.25 µg.m⁻³ for O₃, 8.82 µg.m⁻³ for SO₂, 42.52 µg.m⁻³ for NO₂, and 51.40 µg.m⁻³ for PM₁₀ (Table 2). The daily average of pollutants was compared with the ambient Malaysia air quality guideline (MAQG) in 2005 (Department of Environment 2015) together with the interim target 1 (IT-1) which was adopted by DOE in the year 2015, and WHO air quality guideline of the year 2005 (WHOAQG) (Amancio & Nascimento 2012).

The daily average of PM₁₀ was 51.40 ± 15.93 µg.m⁻³, which exceeded the WHO air quality guideline. The maximum concentration of PM₁₀ was observed on 12th June 2009 with a concentration of 147.87 µg.m⁻³ and did not exceed the MAQG 2005 and MAQG New IT-1 2015 but exceeded the WHOAQG 2005.

Fig. 2 displayed the trends of hospital admissions and air pollution concentrations together with a simple smoothing spline. Cardiovascular series showed a slightly increasing trend with seasonality fluctuations whilst respiratory series showed a clear increasing trend with a peak in 2009.

SO₂ fluctuated around a constant mean with clear seasonality with few days were found to exceed the WHOAQG 2005. NO₂ and CO declined slightly from 2008 to 2009 and started to increase in 2010 with clear seasonality. PM₁₀ recorded 16 days with concentrations of more than 100 µg.m⁻³ in 2009 which were related to the haze episodes between June to August. In contrast, O₃ showed a slight decreasing pattern from 2008 to 2010 (Fig. 3).

### Modeling

Tables 3 and 4 display the significant results from the single pollutant models at various lags models. The models range from lag0 to lag5 for cardiovascular and respiratory admissions at all ages together with age and gender-specific. The highest risk for cardiovascular was found with SO₂ (RR=1.048; 95%CI: 1.007-1.091) and followed by NO₂ (RR=1.021; 95%CI: 1.009-1.033) (Table 4). Both gaseous pollutants showed an immediate or acute effect at lag0. Among the elderly, similar pollutants were found to be associated with cardiovascular admissions. Higher RR was observed among the elderly for SO₂ (RR=1.065; 95%CI: 1.012-1.120) and NO₂ (RR=1.031; 95%CI: 1.016-1.046) at lag0. However, O₃ showed a delayed effect after 2 days of exposure (RR=1.014; 95%CI: 1.003-1.026). In gender-specific analysis, higher RR was found in males compared to females. NO₂ (RR=1.025; 95%CI: 1.012-1.039) and SO₂ (RR=1.069; 95%CI: 1.019-1.120) continue to show significant associations with immediate cardiovascular admissions (lag0) for males and NO₂ for females (RR=1.018; 95%CI: 1.002-1.034). Delayed effects of five days (lag5) for SO₂ (RR=1.063; 95%CI: 1.0073-1.120) and O₃ (RR=1.013; 95%CI: 1.001-1.026) were observed among females (Table 3).

In Table 4, NO₂ was the only pollutant associated with respiratory (RR=1.021; 95%CI 1.006-1.035:) at lag0. Among children less than 9 years old, NO₂ and PM₁₀ were associated with respiratory admissions at similar lags which were lag0, lag1, and lag2 days. NO₂ showed the highest risk of exposure at lag0 (RR=1.031; 95%CI: 1.014-1.048) and decreasing risks were observed as the lags increased. However, a different pattern was observed in PM₁₀. Acute or immediate effect was observed at lag0 (RR=1.013;95%CI: 1.003-1.023) for PM₁₀, started to decline at lag1 (RR=1.011;95%CI: 1.001-

---

Table 2: Summary statistics of daily concentration of pollutants and meteorological variables in Klang Valley.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>27.64±1.21</td>
<td>23.6</td>
<td>30.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Humidity</td>
<td>76.06±6.57</td>
<td>58</td>
<td>93.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainfall</td>
<td>8.65±15.54</td>
<td>0.0</td>
<td>92.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO [µg.m⁻³]</td>
<td>8 h</td>
<td>1066.92±280.49</td>
<td>285.74</td>
<td>2363.12</td>
<td>10000</td>
<td>10000</td>
<td>11500</td>
</tr>
<tr>
<td>O₃ [µg.m⁻³]</td>
<td>8 h</td>
<td>36.25±11.08</td>
<td>10.26</td>
<td>85.71</td>
<td>120</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>SO₂ [µg.m⁻³]</td>
<td>24 h</td>
<td>8.82±2.57</td>
<td>2.70</td>
<td>33.86</td>
<td>105</td>
<td>105</td>
<td>20</td>
</tr>
<tr>
<td>NO₂ [µg.m⁻³]</td>
<td>24 h</td>
<td>42.52±9.77</td>
<td>12.51</td>
<td>76.51</td>
<td>75</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>PM₁₀ [µg.m⁻³]</td>
<td>24 h</td>
<td>51.40±15.93</td>
<td>18.95</td>
<td>147.87</td>
<td>150</td>
<td>150</td>
<td>50</td>
</tr>
</tbody>
</table>
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1.021) and increased back at lag2 (RR=1.013; 95%CI: 1.003-1.022). Males continue to show higher risk compared to females. NO₂ was consistent immediately associated with males (RR=1.026;95%CI:1.012-1.041) and females (RR=1.019;95%CI: 1.001-1.037). PM₁₀ was also associated with females but at various delayed effects, while CO was associated with males at immediate effect (RR=1.001; 95%CI: 1.0001-1.001).

NO₂ was chosen as the pollutant in the sensitivity analysis because it was consistently associated with cardiovascular and respiratory admissions. The sensitivity analysis was performed using alternative dfs for smoothing of time and

Fig. 2: The trend series of hospital admission in Klang Valley from 2008-2010.

Table 3: Summary statistics of the daily cardiovascular hospital admissions (n) in Klang Valley.

<table>
<thead>
<tr>
<th>Types of admissions</th>
<th>Pollutant</th>
<th>Lags</th>
<th>RR</th>
<th>Lower CI for RR</th>
<th>Upper CI for RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVD all ages</td>
<td>NO₂</td>
<td>0</td>
<td>1.021</td>
<td>1.00935</td>
<td>1.032641</td>
</tr>
<tr>
<td></td>
<td>SO₂</td>
<td>0</td>
<td>1.048</td>
<td>1.007337</td>
<td>1.091443</td>
</tr>
<tr>
<td>CVD &gt; 60 years old</td>
<td>NO₂</td>
<td>0</td>
<td>1.031</td>
<td>1.016239</td>
<td>1.046112</td>
</tr>
<tr>
<td></td>
<td>SO₂</td>
<td>0</td>
<td>1.065</td>
<td>1.011632</td>
<td>1.120241</td>
</tr>
<tr>
<td></td>
<td>Ozone</td>
<td>2</td>
<td>1.014</td>
<td>1.002755</td>
<td>1.026129</td>
</tr>
<tr>
<td>CVD (males)</td>
<td>NO₂</td>
<td>0</td>
<td>1.025</td>
<td>1.011795</td>
<td>1.039375</td>
</tr>
<tr>
<td></td>
<td>SO₂</td>
<td>0</td>
<td>1.069</td>
<td>1.019726</td>
<td>1.120055</td>
</tr>
<tr>
<td>CVD (females)</td>
<td>NO₂</td>
<td>0</td>
<td>1.018</td>
<td>1.002219</td>
<td>1.034269</td>
</tr>
<tr>
<td></td>
<td>SO₂</td>
<td>5</td>
<td>1.063</td>
<td>1.007391</td>
<td>1.120725</td>
</tr>
<tr>
<td></td>
<td>Ozone</td>
<td>5</td>
<td>1.013</td>
<td>1.000757</td>
<td>1.025912</td>
</tr>
</tbody>
</table>
Table 4: Summary statistics of the daily respiratory hospital admissions (n) in Klang Valley.

<table>
<thead>
<tr>
<th>Types of admissions</th>
<th>Pollutant</th>
<th>Lags</th>
<th>RR</th>
<th>Lower CI for RR</th>
<th>Upper CI for RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory all ages</td>
<td>NO₂</td>
<td>0</td>
<td>1.021</td>
<td>1.006467</td>
<td>1.035246</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>1</td>
<td>1.018</td>
<td>1.001518</td>
<td>1.034099</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>2</td>
<td>1.018</td>
<td>1.001518</td>
<td>1.034099</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>0</td>
<td>1.013</td>
<td>1.002759</td>
<td>1.022943</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>1</td>
<td>1.011</td>
<td>1.001228</td>
<td>1.020908</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>2</td>
<td>1.013</td>
<td>1.002817</td>
<td>1.02361</td>
</tr>
<tr>
<td>Respiratory &lt; 9 years old</td>
<td>NO₂</td>
<td>0</td>
<td>1.031</td>
<td>1.013681</td>
<td>1.048208</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>1</td>
<td>1.018</td>
<td>1.001228</td>
<td>1.020908</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>2</td>
<td>1.018</td>
<td>1.001518</td>
<td>1.034099</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>0</td>
<td>1.013</td>
<td>1.002759</td>
<td>1.022943</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>1</td>
<td>1.014</td>
<td>1.001402</td>
<td>1.021534</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>2</td>
<td>1.013</td>
<td>1.002749</td>
<td>1.022622</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>3</td>
<td>1.013</td>
<td>1.002984</td>
<td>1.022808</td>
</tr>
<tr>
<td></td>
<td>PM₁₀</td>
<td>5</td>
<td>1.012</td>
<td>1.002025</td>
<td>1.021832</td>
</tr>
<tr>
<td>Respiratory (males)</td>
<td>NO₂</td>
<td>0</td>
<td>1.026</td>
<td>1.011538</td>
<td>1.041365</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>1</td>
<td>1.018</td>
<td>1.003517</td>
<td>1.032498</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>5</td>
<td>1.015</td>
<td>1.011538</td>
<td>1.041365</td>
</tr>
<tr>
<td></td>
<td>CO</td>
<td>0</td>
<td>1.001</td>
<td>1.000112</td>
<td>1.00111</td>
</tr>
<tr>
<td>Respiratory (females)</td>
<td>NO₂</td>
<td>0</td>
<td>1.019</td>
<td>1.001158</td>
<td>1.036559</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>1</td>
<td>1.010</td>
<td>1.000396</td>
<td>1.020393</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>2</td>
<td>1.013</td>
<td>1.002749</td>
<td>1.022622</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>3</td>
<td>1.013</td>
<td>1.002984</td>
<td>1.022808</td>
</tr>
<tr>
<td></td>
<td>NO₂</td>
<td>5</td>
<td>1.012</td>
<td>1.002025</td>
<td>1.021832</td>
</tr>
</tbody>
</table>

Fig. 3: Daily concentrations of pollutants in Klang Valley from 2008-2010.
lag0. A change in the ER of >20% from the main analysis in the single pollutant model of NO2 at various dfs was used to indicate the sensitivity of the data. Table 5 showed that the effects of NO2 on cardiovascular and respiratory admissions were insensitive to the number of df specified. Therefore, we conclude that the effect estimates did not alter much even when we change the df for the smoothing of time. This suggests that the core model is relatively robust to model specification.

DISCUSSION

Our results from the study demonstrated some important findings. Three pollutants were found to exceed the WHOAQG 2005 on certain days which were SO2, NO2, and PM10. There was an increasing trend of SO2 in our study, with some values exceeding the WHOAQG 2005 but not exceeding MAQG 2005. The concentration of SO2 exceeded the WHOAQG 2005 on the 23rd of February 2008 and the 28th of October 2010, with the value of 33.86 µg.m−3 and 22.45 µg.m−3, respectively. However, the annual average concentrations of SO2 are still far below the WHOAQG 2005 for which 230 days in 2010, with the value of 33.86 µg.m−3 and 22.45 µg.m−3, respectively. However, the annual average concentrations of SO2 are still far below the WHOAQG 2005 for which 230 days in the year 2008, 185 days in the year 2009, and 237 days in 2010. The number of days on which the concentrations exceeded the WHOAQG 2005 was more than 50% of the toal number of days in a year.

Only gaseous pollutants were found to be associated with cardiovascular admission, which was highest in SO2, followed by NO2 and O3. These associations were consistent in all types of cardiovascular admissions. Our results are consistent with the findings from Tajuddin et al. (2019) which showed a delayed effect for SO2 at lag 4, but our study showed acute effects for SO2 at lag0. In Thailand, Phosri et al (2019) revealed evidence of an association between SO2 and hospital admissions with higher risks observed for cardiovascular disease. Similarly, epidemiological studies in Brazil (Amancio & Nascimento 2012) and China (Amsalu et al. 2019, Shen et al. 2020) have linked SO2 to cardiovascular admissions and mortality, including hypertension, coronary heart disease, and stroke. The mechanisms underlying the development of circulatory disorders resulting from SO2 exposure have not been thoroughly studied. However, the possible mechanism could be the activation of systemic vascular oxidative stress reaction (Miller 2020, Fiorito et al. 2018). Furthermore, an increase in plasma fibrinogen and inflammatory factors leads to increased blood viscosity and contributes to cardiovascular dysfunction (Peters et al. 2017).

NO2, PM10, and CO were the three pollutants that were significantly associated with respiratory admissions. We found that there were 496 days in which the concentrations of PM10 exceeded the concentration of WHOAQG of 50 µg.m−3. The risks were higher among children less than 9 years old. NO2 at high concentrations will highly affect those with respiratory diseases such as bronchitis and asthma (Kowalska et al. 2020, Carthy et al. 2021). Air pollution reduces the airway epithelium’s defense mechanism by reducing barrier function, impairing host response against pathogens, and exaggerating inflammatory responses. The destruction of respiratory epithelium increased mucus production and bronchospasm (Huff et al. 2019).

Our study revealed that the elderly aged 60 years and above were at a higher risk for exposure to gaseous pollutants. This result is consistent with other findings from the tropical region (Yap et al. 2019, Chan et al. 2006). Chan et al. (2006) concluded that long-term exposure to NO2, O3, and PM2.5 were significantly associated with increased blood pressure, total cholesterol, fasting glucose, HBA1c, IL-6, and neutrophils among elderly aged 65 years of age. However, in our study, we could not find any significant association between cardiovascular admissions with particulates, in our case PM10. We found that children are also vulnerable and susceptible to air pollution. The main reason is that children’s organ development, such as the lungs, does not fully develop compared to adults. Children’s physiology also has a higher respiratory rate; thus, they breathe faster than adults, exposing them to higher pollutant concentrations (Zhou et al. 2019).

Among the cardiovascular admissions, both genders were susceptible to gaseous pollutants compared to particulates.

Table 5: Summary of sensitivity analysis.

<table>
<thead>
<tr>
<th>Types of admissions</th>
<th>df for time</th>
<th>RR</th>
<th>ER [%]</th>
<th>%Change in ER Relative to Main Analysis [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular all ages</td>
<td>3</td>
<td>1.023</td>
<td>2.323</td>
<td>11.15</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>1.021</td>
<td>2.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.021</td>
<td>2.145</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.022</td>
<td>2.226</td>
<td>6.51</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.024</td>
<td>2.448</td>
<td>17.13</td>
</tr>
<tr>
<td>Respiratory all ages</td>
<td>3</td>
<td>1.023</td>
<td>2.320</td>
<td>11.54</td>
</tr>
<tr>
<td></td>
<td>4*</td>
<td>1.021</td>
<td>2.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.017</td>
<td>1.658</td>
<td>20.29*</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.020</td>
<td>2.049</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.023</td>
<td>2.259</td>
<td>8.61</td>
</tr>
</tbody>
</table>
The risk for males was only slightly higher compared to females. However, females showed significant risks to particulates at various lags in respiratory admissions, which was not observed among males. Furthermore, females showed significant associations with all pollutants except CO, making females more vulnerable to pollutants compared to males. Our findings tally with other findings from all over parts of the world (Zhang et al. 2015, Boezen et al. 2005). Butter (2006) in her article explained the reasons why females are more vulnerable to air pollution. Many environmental pollutants tend to bind to the body’s receptors. Receptors for estrogens and androgens in the human body modulate toxic reactions in a gender-specific way. Besides we know that males have more relative fat mass, which allows them to give a larger distribution volume for chemical particles in the environment. However, females’ bodies metabolize more quickly than males, resulting in higher toxicity.

Generally, we knew that the risk of having cardiovascular disease due to air pollution is relatively small compared to the effect of established cardiovascular risk factors associated with lifestyles such as smoking, obesity, and high blood pressure. Even though the risk is small, air pollution effects are considered a severe public health problem because a large number of people are exposed over their entire lifetime.

We compare our results from this study with Mahiyuddin et al. (2013), which was done in the same urbanized area of Klang Valley. Mahiyuddin et al. (2013) observed that only PM\(_{10}\), CO, O\(_3\) and NO\(_2\) were associated with mortality. However, the risks among mortality were found to be higher than the risk from this study with no acute effects at lag0 observed. This showed that the pollutants’ effects on hospital admission were acute effects, which will lead to mortality after a few days of exposure.

Since the study was done in 2008-2010, we compared the concentrations of pollutants with the MAQG IT-1 for the year 2015, which was also far above the WHOAQG. Malaysia introduced the new ambient air quality standard to replace the old standard that had been used since 1989. The air pollutants concentration limit will be strengthened in stages until the year 2020. There are 3 interim targets set which include interim target 1 (IT-1) in 2015, interim target 2 (IT-2) in 2018, and the full implementation of the standard in 2020. Even with the current concentrations, the risks were still observed. Therefore, the current air quality standards might not be appropriate to protect public health in an urbanized area such as Klang Valley.

Separating the effects of one pollutant from the effects of others is often difficult. At the same time, not all members of the population are equally sensitive to such effects. Some subgroups such as the elderly, asthmatics children, and people with heart diseases are more likely to be at risk from exposure to air pollution compared to others. Several epidemiological studies have shown that the individual effects of air pollution are normally rather small. However, the public health effect can be substantial. This also means that in general, everyone in the world is exposed to air pollution, but in varying degrees.

There are several limitations of the study that should be acknowledged. We used air pollutant data from fixed-site monitoring stations, as in all other similar time series studies, rather than measuring individual exposures. This causes measurement errors in the assessment of exposure, but these errors are generally random. Second, we assumed that all individuals in the study area were equally exposed to almost the same air pollutants at all times, which may not be accurate.

**CONCLUSION**

This study found that NO\(_2\), CO, and PM\(_{10}\) increased the risk of hospital admission for cardiovascular and respiratory diseases among the residents of Klang Valley, Malaysia. The elderly, children, and females have been identified as vulnerable sub-populations to air pollution. As the concerns about these health effects, regulations to reduce emissions of harmful air pollutants have been discussed and implemented at the international, regional, national, and local levels. Thus, there is a need for accurate evidence and comparable estimates between countries on the health effect of air pollution as a foundation for designing scientific and effective strategies to reduce these effects.

**ACKNOWLEDGMENTS**

The authors would like to gratefully acknowledge the Director General of Health, MOH, and the Director of Institute for Medical Research (IMR), MOH, for the permission to publish this paper. We would like to thank the Health Informatics Center, MOH, Department of Environment (DOE), and Malaysia Meteorological Department (MMD), for providing the data. This research was funded by the National Institute of Health (NMRR-13-630-16667) and approved by Malaysia Medical Research and Ethics Committee (KKM/NIHSEC/800-2/2/2 Jld.3. P13-698).

**REFERENCES**


Enhancement of Xanthan Biosynthesis Using Medicinal Herbs - A Novel Approach

B. S. Rajyaguru*, A. Varma*, A. C. Kharkwal*† and J. Singh**
*Department of Microbiology, Amity Institute of Microbial Technology, Amity University, Noida-201313, India
**Department of Global Regulatory Affairs, Danisco (India) Private Limited, Gurgaon-122002, India
†Corresponding author: A. C. Kharkwal; ackharkwal@amity.edu

ABSTRACT

This study aimed to evaluate the potential of five medicinal herbs in the enhancement of xanthan gum production when used against indigenously isolated (from molasses, an agricultural waste) Xanthomonas campestris MW741556. Antibiotic susceptibility of five medicinal herbs (Moringa oleifera, Bacopa monnieri, Glycyrrhiza glabra, Withania somnifera, and Arthrospira platensis) against X. campestris culture was first checked. All five herbs exhibited a clear zone of inhibition against X. campestris during the investigation. Thereafter their effect on enhancing the xanthan gum production was studied using molasses enriched medium. The results of this experiment showed that all five herbs were capable of enhancing xanthan gum production significantly. Xanthan gum produced differed in viscosity and dried biomass. Among all, A. platensis and M. oleifera were found to be the most promising for xanthan gum production with higher viscosity. These results were further confirmed by the characterization of xanthan gum produced by five herbs using Fourier Transform Infrared Spectroscopy. Further, a multivariate approach using principal component analysis confirmed the variability among the herbs used. This versatility of these medicinal herbs opens the possibility of their utilization and application in various fields.

INTRODUCTION

Xanthan is a polysaccharide, which is a widely used food additive produced by bacteria commonly known as X. campesstris (Petri 2015). It acts as an effective thickening agent and stabilizer in largely consumed products produced by various industrial sectors like the food industry, cosmetics, pharmaceutical, textile, petroleum, etc. (Lopes et al. 2015, Petri 2015). Based on its non-toxic and non-sensitizing nature, it has been approved as a food additive by the States Food and Drug Administration (FDA) (Kennedy et al. 1984). In food industries, it is used as a suspending and thickening agent for butter, ice creams, chocolates, etc. (Infee Sharley & Priyadarshini 2015, Suput et al. 2015). Due to its easy pourability and ability to keep the dressing on the tops of the salad, it is widely used in salad dressings also (Abedinzadeh et al. 2016).

The bacterium, X. campestris, is gram-negative, and aerobic, hence needs oxygen for its growth and production of xanthan gum (Sarbatly & England 2016). The conventional ways of increasing the production of xanthan in industries by Xanthomonas campestris on the appropriate medium under optimal conditions include the addition of sucrose or glucose as a carbon source (Garcia-Ochoa et al. 2000, Lopes et al. 2015). However, these methods are relatively expensive and increase the cost of the product produced.

Researchers are more focused on exploring different waste residues which can be used as carbon sources. In addition, isolation of new strains to produce xanthan, which can metabolize different carbon sources (Bajic et al. 2014, 2015). This type of approach will not only encourage the reuse of the residual waste but will also reduce the production cost of the xanthan gum (Dos Santos et al. 2016, Ng et al. 2020).

In such a scenario, molasses, a waste byproduct of sugarcane can be an interesting option to use as a substrate for xanthan gum production, since it contains approximately 40% sucrose (Clarke 2003) hence a good source of carbon (Souw & Demain 1979) which enhances the growth of the X. campestris and therefore, resulting in xanthan gum production. Besides this, it is a renewable source and a by-product that is produced in large quantities during the processing of sugarcane juice. The present study also aims to evaluate the contribution of five different medicinal herbs in the production of xanthan gum along with their antibacterial effect against Xanthomonas campestris grown in molasses solution.

MATERIALS AND METHODS

Organism and Selection of Medicinal Plants

In this study, in vitro isolation of the bacterium was carried out, which was further identified as Xanthomonas
MW741556 using 16S rRNA by National Center for Biotechnology Information (NCBI). Five medicinal plants (Table 1) were selected for the study based on their antibacterial properties against phytopathogens like *X. campestris*.

**Inoculum for Antibiotic Susceptibility Test (AST)**

The sub-cultured *X. campestris* strain was inoculated in a nutrient broth medium and incubated at 37°C for 24 h to obtain a fresh 24-hour culture. The culture was standardized according to the 0.5 McFarland Standard to obtain a standard inoculum size of $1.5\times10^8$ CFU.mL$^{-1}$ (Magaldi et al. 2004). This standardized strain has been used as an inoculum for AST.

**Sample and Standard Drug Preparation for AST**

For this, 5 medicinal herbs extracts have been dissolved in methanol in four concentrations of the sample as $100\, \mu$g.mL$^{-1}$, $250\, \mu$g.mL$^{-1}$, $500\, \mu$g.mL$^{-1}$ and $1000\, \mu$g.mL$^{-1}$. The standard antibiotic drug Kanamycin of concentration $30\, \mu$g.mL$^{-1}$ is also prepared which is used as a control in the experiments.

**Well, Diffusion-Inoculation and Incubation for AST**

Five different plates containing Mueller-Hinton agar were prepared and swabbed with the standard inoculum of *X. campestris*. After inoculation, 5 wells of 10 mm were bored in each plate using a good borer. Each plate was inoculated with 4 different concentrations of each plant sample and 1 well using the standard drug Kanamycin. Post-inoculation, the plates were incubated at 37°C for 24 h in an upright position.

**Xanthan Gum Extraction**

Xanthan gum production by *X. campestris* has been carried out using Molasses enriched growth media along with the addition of indigenous medicinal herbs as an additive and the effect of herbs on the quantity of the xanthan gum production was studied.

**Plant Extract Preparation for Xanthan Gum Production**

Five different medicinal plants 1A, 2B, 3C, 4D, and 5E (Table 1) were shade dried for a period of ten days. Then the dried plant material was grounded to a fine powder and was sieved (sieve 60 size) to obtain granules of the same size. 10 g of each sample was taken and solubilized using 10 ml of the respective solvents (distilled water and methanol) using a cyclomixer. These solubilized samples were then filtered thoroughly using a double-layered muslin cloth. This filtrate was then centrifuged at 4000 g for a period of 3 minutes. Post-centrifugation, the supernatant was collected and filtered using Whatman filter paper (No. 1). This filtrate was then heat sterilized using an autoclave at 121°C for 15 minutes and preserved in amber glass bottles.

**Media Preparation for Xanthan Gum Production**

*X. campestris* was further inoculated in molasses-rich media for the production of xanthan gum. The medium (g/l) consisted of molasses (8%), $\text{KH}_2\text{PO}_4$, $\text{MgSO}_4$, $(\text{NH}_4)_2\text{SO}_4$, and $\text{CaCO}_3$. Except for molasses, the remaining components of the media were autoclaved for sterilization whereas molasses was membrane filtered using a 0.45µm filter.

**Inoculum Preparation for Xanthan Gum Production**

The previously prepared inoculum of *X. campestris* was inoculated in 50ml of production media and incubated at 30°C for 48hours under shaking conditions of 200 RPM. The grown cultures are either used directly for further tests or preserved at 4°C until further use. This microbial culture is used as a starter culture for further tests involving xanthan gum production.

**Xanthan Gum Production**

The 48 hrs culture grown in the production media was added with 10% (v/v) of the respective plant extract. For the 5 herbs, 5 different media containing each specific plant extract is prepared in 5 replicates (50 mL production media with 5 g of respective herb extract). The pH of the media was maintained at 7. The inoculated media were incubated at 30°C for 48 hours under shaking conditions of 200 RPM.

**Xanthan Gum Recovery**

Post-incubation, the cultures were subjected to pretreatment by heating using a water bath at 90°C for 15 minutes and

---

**Table 1: List of medicinal herbs used in study.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Common Name</th>
<th>Scientific Name</th>
<th>Family</th>
<th>Parts Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Moringa</td>
<td><em>Moringa oleifera</em></td>
<td>Moringaceae</td>
<td>Leaves</td>
</tr>
<tr>
<td>B2</td>
<td>Brahmi</td>
<td><em>Bacopa monnieri</em></td>
<td>Plantains</td>
<td>Leaves</td>
</tr>
<tr>
<td>C3</td>
<td>Yastimadhu</td>
<td><em>Glycyrrhiza glabra</em></td>
<td>Legumes</td>
<td>Roots</td>
</tr>
<tr>
<td>D4</td>
<td>Ashwagandha</td>
<td><em>Withania somnifera</em></td>
<td>Solanacea</td>
<td>Roots</td>
</tr>
<tr>
<td>E5</td>
<td>Spirulina</td>
<td><em>Arthrospira platensis</em></td>
<td>Phormidiaceae</td>
<td>Algae</td>
</tr>
</tbody>
</table>
then filtered using Whatman No. 1 filter paper. The filtrate was then added with 50% ice-cold isopropanol (2x volume of filtrate) to which 1% (w/v) of potassium chloride was also added to stimulate the process of precipitating the xanthan gum (Kawahara & Obata 1979, Stredansky & Conti 1999). The product was then dried in the oven at 45°C for 24 h. Freeze drying is carried out to obtain the dry weight of precipitated xanthan gum. The dried biomass of cells and xanthan gum production was weighed and compared. 1% of xanthan gum solution is prepared in water and analyzed for viscosity using Brookfield Viscometer at 25°C (Dogan et al. 2007).

**Spectroscopy of Fourier Transform Infrared (FTIR)**

Samples of control and all five herbs producing xanthan were characterized using a Jasco Fourier Transform Infrared Spectrometer. Fourier transforms infrared spectra generated by the absorption of electromagnetic radiation in the frequency range of 400 to 4000 cm⁻¹. Graphs were drawn using Spectragryph 1.2.

**Statistical Analysis**

The yield data of gum production, its viscosity, and dried biomass of control (X. campestris) and five medicinal herbs were obtained from 5 replicates. Results obtained were averaged and the standard deviation of all the averaged (mean) results has been evaluated. Further, the multivariate approach of Principal Component Analysis (PCA) was used to identify which concentrations and combinations of medicinal herbs are effectively producing xanthan gum. The analysis was performed using PAST (4.0) software.

<table>
<thead>
<tr>
<th>Name of the Sample</th>
<th>Concentration (µg.mL⁻¹)</th>
<th>Diameter of ZOI (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M. oleifera</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Kanamycin– 30 µg.mL⁻¹</td>
<td>27</td>
</tr>
<tr>
<td>B. monnieri</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Kanamycin– 30 µg.mL⁻¹</td>
<td>29</td>
</tr>
<tr>
<td>G. glabra</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Kanamycin– 30 µg.mL⁻¹</td>
<td>28</td>
</tr>
<tr>
<td>W. somnifera</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Kanamycin– 30 µg.mL⁻¹</td>
<td>29</td>
</tr>
<tr>
<td>A. platensis</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Kanamycin– 30 µg.mL⁻¹</td>
<td>27</td>
</tr>
</tbody>
</table>
RESULTS

Antibiotic Susceptibility Test (AST)

Antibiotic Susceptibility Test (AST) of five medicinal herbs was investigated for their effect on the growth of *X. campes-tris* by inhibition zone assay technique in-vitro conditions. In this study, post-incubation, the plates were observed for the zone of inhibition (ZOI) around the inoculated wells and the diameter of the zone is measured (Table 2). For this, growth is measured in different concentrations of methanol extract viz. 100 µg.mL⁻¹, 250 µg.mL⁻¹, 500 µg.mL⁻¹ and 1000 µg.mL⁻¹ and Kanamycin (30 µg.mL⁻¹) as a control (Table 2).

*Moringa oleifera* produced ZOI of 23 mm, 19 mm, 14 mm, and 12 mm at concentrations of 1000 µg.mL⁻¹, 500 µg.mL⁻¹, 250 µg.mL⁻¹, and 100 µg.mL⁻¹, respectively.
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250 µg.mL⁻¹, 100 µg.mL⁻¹ respectively and 27mm in control as shown in Fig. 1a. However, *Bacopa monnieri* produced ZOI of 21mm, 16mm, 13mm, and 11mm at concentrations of 1000 µg.mL⁻¹, 500 µg/ml, 250 µg.mL⁻¹, 100 µg.mL⁻¹ respectively, and 29 mm in control (Fig. 1b). *Glycyrrhiza glabra* exhibited ZOI of 28mm in control, 19 mm, 17 mm, 14 mm, and 11mm at concentrations of 1000 µg.mL⁻¹, 500 µg.ml, 250 µg.mL⁻¹, 100 µg.mL⁻¹ respectively (Fig. 1c). *Withania somnifera* exhibited ZOI of 29 mm in control, 22 mm, 18 mm, 13 mm, and 11mm at concentrations of 1000 µg.mL⁻¹, 500 µg.ml, 250 µg.mL⁻¹, 100 µg.mL⁻¹ respectively (Fig. 1d). *Arthrospira platensis* produced ZOI of 23 mm, 17 mm, 15 mm and 12 mm at concentrations of 1000 µg.mL⁻¹, 500 µg.ml, 250 µg.mL⁻¹, 100 µg.mL⁻¹ respectively, and 27mm in control (Fig. 1e). Results indicate that the ZOI of five plant extracts dissolved in methanol increased with an increase in concentration. However, the largest ZOI is reported in control of every sample.

**Xanthan Gum Production**

All the results were obtained in 5 replicates in preoptimized conditions of 48hours. However, the mean of these replicate readings was taken for the analysis of the results obtained. Experiments were conducted to observe the effect of five medicinal herbs on the production of xanthan gum, viscosity, and dried cell biomass per liter of the solution.

For this, five herbs namely *M. oleifera*, *B. monnieri*, *G. glabra*, *W. somnifera*, and *A. platensis* along with a control (without herb) were studied for 48hrs. Table 3 presents the results of the yield of xanthan gum (obtained by adding medicinal herbs as an additive) per liter of the solution. Among all the studied herbs, the maximum yield of xanthan gum was obtained by the stress of *A. platensis* (9.12 g.L⁻¹) followed by *M. oleifera* (8.66 g.L⁻¹). However, in control (without any herb) the xanthan yield was determined as 7.41 g.L⁻¹. The results show that the presence of the medicinal herbs used in the study enhanced the production of xanthan gum in *X. campestris*. The highest yield of xanthan is observed by the stress of *A. platensis* followed by *M. oleifera* after 48 h. A present study is a novel approach, in which we studied the effect of medicinal herbs on xanthan production when used against *X. campestris* as antibacterial agents. Our results demonstrated the significantly enhanced production of xanthan gum under the influence of these herbs.

In the present study, the highest viscosity of xanthan gum was observed by the stress of *A. platensis* (905 mPa.s) followed by *M. oleifera* (717.2 mPa.s), *G. glabra*, 675.2 mPa.s, *B. monnieri* (440.2 mPa.s) and the least by *W. somnifera* (485.2 mPa.s). However, in control, in which no herb was added, the viscosity of xanthan gum was determined as 430.20 mPa.s (Table 4).
In the present study, dried biomass of *A. platensis* (4 g.L\(^{-1}\)) was the maximum per liter of the solution as compared to other medicinal herbs used in the study. However, the dried biomass of control was observed as 3.18 g.L\(^{-1}\), which was found least in amount as compared to samples having herbs. However, dried biomass in samples of *M. oleifera, B. monnieri, G. glabra,* and *W. somnifera* was determined as 3.82 g.L\(^{-1}\), 3.42 g.L\(^{-1}\), 3.76 g.L\(^{-1}\), and 3.52 g.L\(^{-1}\) respectively as shown in Table 5.

### Spectroscopic Analysis using Fourier Transform Infrared (FTIR)

Fig. 2(a-e) represents the samples of xanthan gum from the medicinal herbs and Fig. 2f represents the control used in the study. By comparing the results, similar peaks (peaks in the range of 1550 – 1600 and 2700 cm\(^{-1}\)) were found to be present in all the samples (Fig. 2a-e) as observed in control confirming the formation of xanthan gum. By comparing the intensity of the peaks, it is observed that some carbonyl double bonds, which can be from ketones, aldehydes, esters, or carboxyls may be present. A stretch in the range of 2700 cm\(^{-1}\) to 2835 cm\(^{-1}\) in control (Fig. 2f), *M. oleifera* (Fig. 2a), *B. monnieri* (Fig. 2b), *G. glabra* (Fig. 1c), *W. somnifera* (Fig. 2d) and *A. platensis* (Fig. 2e) attributes to –CH\(_2\), RC-OH groups. A sharp peak at 2430 cm\(^{-1}\) is observed in Fig. 2d of *W. somnifera* indicating the P-H phosphine group. The absence of some of the peaks between the standard xanthan and plant additives explains the major structural changes caused by plants due to the influence of their bio-reducing phytochemical groups.

### Principal Component Analysis (PCA)

PCA analysis of the data matrix used 5 samples each of 5 herbs and control, which resulted in most of the data variance being explained by the first two principal components i.e., PC1 and PC2 (Fig. 3a-c). In Fig. 3a the first PC1 accounted for 43.73% of the total variance and the second PC 2 (name)
ENHANCEMENT OF XANTHAN BIOSYNTHESIS USING MEDICINAL HERBS

Nature Environment and Pollution Technology • Vol. 21, No. 4, 2022

Fig. 2: FTIR spectra of xanthan gum produced with (a) Moringa oleifera (b) Bacopa monnieri (c) Glycyrrhiza glabra (d) Withania somnifera (e) Arthrospira platensis (f) Control (without any plant additive).
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Fig. 2: FTIR spectra of xanthan gum produced with (a) *Moringa oleifera* (b) *Bacopa monnieri* (c) *Glycyrrhiza glabra* (d) *Withania somnifera* (e) *Arthrosira platensis* (f) Control (without any plant additive).
for 32.44%. As evident in Fig. 3a, *A. platensis* is the most important contributor to PC1 and Control is the most important contributor to PC2. *A. platensis* and *B. monnieri* are highly correlated whereas *W. somnifera* is almost unrelated to the rest of the two herbs in PC1. However, in PC2, all three variables are at almost equal angles, showing lesser correlation within them. *G. glabra* and *W. somnifera* fall in different clusters and show a negative correlation. Similarly, *M. oleifera* and *B. monnieri* are negatively correlated. *G. glabra* and *B. monnieri* are almost equally correlated to *A. platensis* as inferred from the vector angles of approx. 35°, whereas the vector angle of nearly 90° between the *A. platensis* and Control showed a very poor correlation in the responses.

Fig. 3b, explains the graphical representation of the effect of different herbs on the viscosity of xanthan gum production. Here also, PC1 (43.21%) and PC2 (32.53%) show most of the variability. Control, *G. glabra*, and *W. somnifera* fall under PC1. Control and *G. glabra* are highly correlated to each other. However, *A. platensis*, *B. monnieri*, and *M. oleifera* are equally correlated to each other and fall under PC2. Here, *B. monnieri* was found to contribute the most. Dried biomass obtained is presented in Fig. 3c with PC1 (47.04%) and PC2 (29.45%) using PCA. In PC1, *A. platensis* is found to be the only contributor, the rest of all herbs including control falls under PC2. *B. monnieri* and *M. oleifera* are found to be highly correlated.
DISCUSSION

Sharma & Mehta (2001) tested leaf extracts from *Prosopis juliflora, Allium sativum, Vitis quadranquralis, Curcuma longa, Occimum sanctum, and Eucalyptis citridosa* for their antibacterial potential against *X. campestris*. Sheikh et al. (Sheikh et al. 2012) also studied the antimicrobial potential of eleven aqueous leaf extracts on *Xanthomonas campestris, Agrobacterium rhizogenes* and *Aspergillus fumigatus* by the formation of a zone of inhibition (ZOI). Pandey et al. (2011) also reported the antibacterial activity of *R. graveolens* in alcohol and water extracts against many Gram-negative bacterial and plant pathogenic fungi.

Various authors reported the enhanced xanthan yield by a change in their substrate, source of carbon, pH and agitation rates, etc. Recent studies conducted by Mudoi et al. (2013) and Renata et al. (2018) compared the waste residual molasses and carbon sources like glucose, sucrose, lactose, galactose, and maltose for the xanthan production. Lopez et al. (2001) reported the use of agro-industrial wastes such as olive mill wastewaters and date juice by-products (Salah et al. 2010) as a carbon source for xanthan production. In another study, Mohan & Babitha (2010) studied the effect of time on xanthan production and reported the maximum xanthan production after 48 hours. Chavan & Baig (2016) reported maximum xanthan production at 96hrs, after that it started decreasing. A study demonstrated that gum production tends to increase with high pH conditions (De Mello et al. 2016). However, Rana & Raval (2019) demonstrated the effect of carbon sources and incubation states on the viscosity of xanthan yield. Roncevic et al. (2019) observed the effect of different carbon sources (glucose, lactose, and starch) on the viscosity of xanthan yield and found the high quality of xanthan in terms of viscosity with glucose as compared to lactose and starch. In recent studies exopolysaccharides excreted by *A. platensis* under stress, conditions are determined and analyzed by Nagananthini et al. (2020).

In the present study, the Elucidation of results shows that the addition of medicinal herbs not only exhibits antibacterial activity against *X. campestris* but also increases the yield of xanthan gum. These herbs are capable of creating stress when added during the stationary phase i.e. during 48 hrs. of incubation of culture in molasses medium, resulting in enhanced xanthan gum production. *A. platensis*, which is commonly known as *Spirulina* (filamentous, a gram-negative bacteria) was found most efficient, when used as an antibacterial drug against *X. campestris* and resulted in the highest yield of xanthan gum with maximum viscosity. Although, there could be many factors affecting the process which need to be further studied for a better understanding of the metabolism taking place.

CONCLUSION

The present investigation established novel research on the dual benefits of five medicinal herbs against the *X. campestris*. The antibacterial nature of five medicinal plants not only inhibits the growth of *X. campestris* but also increases the production of xanthan gum (which is used commercially in the food and pharmaceutical industries mainly). Characterization using FTIR spectroscopy confirms the formation of xanthan gum by the five plants when compared with
the control. Results illustrated that *Moringa oleifera* and *Arthrobacter platensis* are the most promising herbs for the production of xanthan along with their antibacterial potentials against *X. campestris*. In the future, this opens the prospects of these medicinal herbs exclusively against *X. campestris* as an eco-friendly and safe production of xanthan gum.
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ABSTRACT

Ionic mass transfer in a novel electrocoagulation reactor (ECR) using a rotating impeller anode is studied experimentally using the limiting current density method. The CFD simulation is also conducted for characterizing the novel electrocoagulation reactor (ECR) and validating the experimental study of ionic mass transfer. Variables included rotational speed and anode diameter. The Bland-Altman method was used to verify the accuracy of experimental and simulation results. Data for the condition \(11852 < Re < 58550\) and \(88 < Sc < 285\) were found to fit the equation for the largest diameter of 11.2 cm; \(Sh = 2.1Re^{0.93}Sc^{0.33}\). Based on COD removal efficiency, optimal EC performance is realized at the largest anode diameter of 11.2 cm, confirming the enhancement of aluminum mass transfer by increasing the anode diameter. The experimental values of current density and mass transfer coefficient are validated by CFD simulation for all the rotational speeds and anode diameters. The accuracy is up to 95% for the experimental current densities compared with simulation values.

INTRODUCTION

Electrochemically assisted coagulation involves in situ generations of coagulants through an electrode solution of a sacrificial anode, which is usually composed of iron or aluminum. The reactions in an electrocoagulation cell are summarized in Eqs. (1) to (3), with the oxidation of the metallic anode \((M = Fe\) or \(Al)\) and reduction of water as the main electrochemical reactions. In the reactions, oxidation occurs at the anode, and water reduction occurs through the electrocoagulation reactions (Chen 2004).

At the anode:

\[
M \rightarrow M^{3+} + 3e^- \quad \cdots (1)
\]

\[
2H_2O \rightarrow O_2 + 4H^+ + 4e^- \quad \cdots (2)
\]

At the cathode:

\[
H_2O + e^- \rightarrow 1/2H_2 + OH^- \quad \cdots (3)
\]

Creating turbulence via an electrocoagulation (EC) reactor reduces the electrode inter-resistance drop (IR-drop) and improves the performance of the current using either a mixer with static or rotating electrodes. This trend may be alleviated by enhancing mass transfer towards increasing turbulence (Mollah et al. 2004). Mass transfer monitoring is essential for electrocoagulation reactors, which leads to mass transfer measurements (MTMs). The MTMs can be conducted by employing several electrochemical reactor geometries, with three-dimensional porous electrodes and a parallel plate or rotating electrodes. The reactors often operate during partial or complete mass transfer control. This trend is due to the controlled rate of convection diffusion of the reactant from the surface of the electrode to the bulk of the solution. The EC technology that involves the control of mass transfer has numerous applications in different fields of study. The fields include electrosynthesis, photocatalysis, metal recovery, effluent treatment, and energy conversion and storage (Eisenberg et al. 1954, Ponce-de-Leon et al. 2007). In the EC process, the limiting current is an essential determinant for the analysis of rates of mass transfer. When the limiting current controls the EC system, the comparison of that system with other electrochemical systems can help in determining the hydrodynamic characteristics for better removal efficiencies of pollutants. The following equations are employed to determine the mass transfer behavior in the EC cell or reactor involving mass transfer coefficients \((K_m)\) for the anode oxidation, which are determined from the values of the limiting current Selman JR, Tobias CW. Mass-transfer measurements by the limiting-current technique (Adv et al. 1978, Burns & Jachuck 2005, Rong et al. 2007, Ibrahim et al. 2013, Abdel-Aziz et al. 2011, El-Shazly et al. 2013).

\[
K_m = i_l/nFAC_b \quad \cdots (4)
\]
where $i_l$ is the limiting current (A), $F$ is Faraday’s constant ($96500 \text{ C.mol}^{-1}$), $n$ is electron moles (3 for Al), $A$ is the electrode surface area in cm$^2$, and $C_i$ is the concentration of the bulk solution in mol.cm$^{-3}$.

Dimensionless numbers like the Reynolds number (Re), Schmidt number (Sc), and Sherwood number (Sh) are often used for different systems having rotating electrodes instead of superficial solution velocity and mass transfer coefficients. Below are the dimensionless numbers used:

$$Sh = K_m d/D, \quad (5)$$
$$Re = \rho Nd^2/\mu, \quad (6)$$
$$Sc = \mu/\rho D, \quad (7)$$

where $D$, $d$, $N$, $\mu$, and $\rho$ represent effective diameter (cm), rotational speed (rps), fluid viscosity ($\text{g.cm}^{-1} \cdot \text{s}^{-1}$) and fluid density ($\text{g.cm}^{-3}$).

The experimental mass transfer data for a variety of ECR designs are correlated by using the dimensionless relationship (Rajeshwar & Ibanez 1997, Tamas et al. 2007):

$$Sh = bRe^{a}Sc^{0.33}, \quad (8)$$

where $a$ is the Reynolds number exponent, which is dimensionless and $b$ is the mass transfer correlation constant.

Several studies have used hydrodynamic voltammetry to determine the correlations of the mass transfer by using the potential ranges and the limiting current. Under such conditions, the reaction is mass transfer controlled in electrochemical systems using rotating disc electrodes (Tamas et al. 2007, Ragnini et al. 2000, Lanza & Bertazzoli 2007) and rotating cylinder electrodes (Ponce-de-Leon et al. 2007, Grau & Bisang 2005, Grau & Bisang 2011). The main aim of this study is to investigate the mass transfer coefficients for a new model of EC reactor with rotating impeller anode at different rotational speeds and impeller diameters by experimental work and to validate by computational fluid dynamic (CFD) simulation to reveal the importance of mass transfer in electrocoagulation processes. The model and experiments focus on an EC process using a rotating electrode. The Bland-Altman statistical method has been used to verify the experimental results.

**MATERIALS AND METHODS**

**Experimental Setup**

Fig. 1 presents the experimental setup used for the novel electrocoagulation reactor. The volume of the stirred tank reactor was 10 liters, made from Perspex. The reactor came with a rotating shaft with a diameter of 32 mm, to sustain the impeller and sustain the rotational speed of the mounted electrode. The electrode is made of aluminum. The designed rotational speed of the electrode varies from 75, 100, 150, 200, to 250 rpm. 10 impellers were used with a rotating anode and 10 rings as the cathode. In the design, the impeller consisted of 4 rods each with dimensions of 30 mm and 12 mm as the length and diameter, respectively. The dimensions of each ring were as 172 mm, 134 mm, and 12 mm, the outer diameter, internal diameter, and thickness, respectively. The rings were kept 30 mm apart and 500 cm$^2$ as the active surface area of the reactor. Three baffles (equally spaced) were used in the reactor. Further details on experimental procedure and design can be found in previous work (Naje 2019). Table 1 enlightens the main properties of wastewater collected from a textile manufacturer in Babylon, Iraq.

**Computational Fluid Dynamics Modelling**

The three-dimensional Solid Oxide Fuel Cell (SOFC) model built in commercial CFD software ANSYS 15.0 was used. The numerical model was completed to resemble the experimental setup used. The model considers all the complex electro-thermo-chemical characteristics by simulation of the complex processes in the SOFC operations. The working principle of the SOFC model is compatible with electrochemical reactions (Putran 2011). Further details on the model and procedure for the model development are as under.

**The Model**

The modeling strategy is detailed in the official manual of Ansys (Eickhoff & Roser 2009). The SOFC model numerically solves a set of partial differential equations (PDE) contained in SOFC theory. The PDE equations involve mass transfer via the flow channels, the fuel flow, the electrodes, and the chemical and electrochemical reactions that occur in the SOFC system (O’Hayre et al. 2006). The potential field in the conductive layers of the cell depends on the electrical characteristics by simulation of the complex processes in the SOFC operations. The potential field in the conductive layers of the cell depends on the electrical model. The computational mesh generated for the model is shown in Fig. 2 (a and b).

**Computational Model Theory**

The following cell phenomenon is required for the understanding and development of the SOFC (Singhal & Kendall 2003):

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical conductivity [μS.cm$^{-1}$]</td>
<td>1450</td>
</tr>
<tr>
<td>pH</td>
<td>4.52</td>
</tr>
<tr>
<td>Density [g .cm$^{-3}$]</td>
<td>0.997</td>
</tr>
<tr>
<td>Absolute viscosity [g.cm$^{-1}$.s$^{-1}$]</td>
<td>0.0089</td>
</tr>
<tr>
<td>COD [mg.L$^{-1}$]</td>
<td>990</td>
</tr>
</tbody>
</table>
1. The ions and electrons transfer, as well as the computation of the cell potential and the current obtained under current and potential field transport.

2. The electrochemical reactions taking place at the electrodes.

3. The mass transfer involving mass conservation and species conservation.

4. The flow channels of the fluid (for both the non-porous and porous media).

The conservation equations are used to solve this phenomenon using the finite volume technique in combination with an implicit discretization scheme. The following assumptions were made to solve these equations (Srinivasan 2006):
1. All the components exhibit similar thermal expansions, neglecting the effects of radiation heat transfer, and considering the single-cell model.

2. The reactions occur in a single step.

3. The principle of conservation of momentum for the model mass flow by zones in the cell operation is presented in Eq. 9.

\[
\frac{\partial}{\partial t} \rho \vec{v} + \nabla \cdot \rho \vec{v} \vec{y}_j = \nabla J_i + S_{s,j}
\]  

(9)

The effective binary diffusion coefficient is determined for the electrodes based on the tortuosity and porosity of the electrode matrix. The effective binary diffusion coefficient is given by Eq. 10.

\[
D_{ij,\text{eff}} = \frac{\varepsilon}{\tau} D_{ij}
\]  

(10)

The principle of conservation of charge used for conductive regions is expressed as

\[
\nabla \cdot \vec{j} = 0
\]  

(11)

Where, \( \vec{j} \) is:

\[
\vec{j} = -\sigma \nabla \phi
\]  

(12)

The Laplace equation is employed as a governing principle to solve the species conservation equation.

\[
\nabla ^2 \phi = 0
\]  

(13)

When the current is applied, there is a reduction in aluminum to \( \text{Al}^{3+} \) ions, flowing through the electrolyte. The release of electrons takes place through electrochemical reactions. These electrons flow through the current collector-connected external circuit. A potential difference is developed across two electrodes when electron transfer produces a current through the circuit. Nernst Equation was used to compute the output voltage of the cell (ANSYS Manual 15.0), and the setting up of boundary conditions by electric potential value at the anode-impeller which means the reference potential of aluminum and the potential at the cathode-ring is varied. The single-cell structure temperature profile is demonstrated with the energy conservation equation in Eq. 14.

\[
\frac{\partial}{\partial t} \rho E + \nabla \cdot \rho \vec{v} E + \rho \vec{F} = \nabla \cdot (k_{\text{eff}} \nabla T) - \sum_j h_j J_j + \bar{r}_{\text{eff}} \cdot \vec{v} + S_h
\]  

(14)

Where \( S_h \) is the volumetric sink or source of energy and,

\[
E = h - \frac{p}{\rho} + \frac{\vec{v}^2}{2}
\]  

(15)

And

\[
h = \sum_j Y_j h_j
\]  

(16)

The enthalpy flux terms are added to the energy equation accounting for the electrochemistry. The overall energy balance for the production of hydrogen and the corresponding enthalpy of formation is presented in Eq. 17 and 18, respectively.

\[
Q^* = h_{H_2} \dot{\gamma} + h_{O_2} \dot{\gamma} - h_{H_2O} \dot{\gamma} - i \nabla V
\]  

(17)

\[
h_{H_2} = m_{H_2} \int_{r_{\text{ref}}}^{r} C_{\rho} dT + h_0
\]  

(18)

The effects of electrode potential voltage are taken into account in the energy equation. The Butler-Volmer equation can be used to obtain the interface current density. Therefore, the rate of reaction could be written in terms of the exchange current density as follows:

\[
i = i_{0,\text{eff}} \left[ e^{\frac{\alpha_{\text{m,ref}} F}{RT}} - e^{-\frac{\alpha_{\text{m,ref}} F}{RT}} \right]
\]  

(19)
The effects of electrode potential voltage are taken into account in the energy equation.

To measure the source terms for the equations, the underlying electrochemistry in equation 23 can be used with the conventions and the inputs to the governing equations’ definition of basic initial parameters required. The initial current of the system determined from the applied potential voltage can be specified using the CFD module. The present simulation uses the initially specified potential voltage of the anode to find out the developed current of the system for each rotational speed and anode diameter.

\[ i_{0\text{,eff}} = i_{0\text{,ref}} \left( \frac{\chi_j}{\chi_{j,\text{ref}}} \right)^{\gamma_j} \]  

...(20)

The effective exchange current density is determined for the cathode side and the anode side. Considering the anode side:

\[ i_{0\text{,anode}} = i_{0\text{,ref}} \left( \frac{\chi_{H_2}}{\chi_{H_2,\text{ref}}} \right)^{\gamma_{H_2}} \left( \frac{\chi_{H_2O}}{\chi_{H_2O,\text{ref}}} \right)^{\gamma_{H_2O}} \]  

...(21)

Considering the cathode side,

\[ i_{0\text{,cathode}} = i_{0\text{,ref}} \left( \frac{\chi_{O_2}}{\chi_{O_2,\text{ref}}} \right)^{\gamma_{O_2}} \]  

...(22)

Newton’s method can be used to solve the Butler-Volmer equation after the initial input of anode potential voltages. The values of current density are dependent on potential voltage. The production rate of the species helps to compute the concentration dependence of the species on the current-potential voltage characteristics of the cell are used to model the electrochemical reactions.

\[ S = -\frac{ai}{nF} \]  

...(23)

To measure the source terms for the equations, the underlying electrochemistry in equation 23 can be used with the conventions and the inputs to the governing equations’ definition of basic initial parameters required. The initial current of the system determined from the applied potential voltage can be specified using the CFD module. The present simulation uses the initially specified potential voltage of the anode to find out the developed current of the system for each rotational speed and anode diameter.

**Boundary Conditions Simulation Setup**

The initial boundary conditions must be paired with the instance of the anode diameter. It is daunting to get the parameters required to set up a replica of the experimental setup. The available conditions and approximate values for the other parameters were used to develop the model. Anode rotational speeds are given as boundary conditions for the present model. The rotational speed is followed for the three impeller diameters of 9.2cm, 10.2cm, and 11.2cm. The operation was performed at atmospheric pressure, temperature room, and solution conductivity, density, and viscosity as mentioned in Table 1.

**RESULTS AND DISCUSSION**

**Experimental Outcomes**

The experimental results used in this study are from previous studies (Naje 2019). Results brought to light that the highest mass transfer coefficient was observed at the highest impeller anode diameter of 11.2 cm used. The Sherwood number estimated for different impeller diameters and the rotational speeds by plotting \(Sh/Sc^{0.33}\) versus Reynolds number (Eq. 6), is exhibited in Fig. 3. The following correlations were obtained by fitting data at different impeller anode diameters:

If \(d = 0.092\ m\),

\[ Sh = 2.09\ Re^{0.89}Sc^{0.33}. \]  

...(25)

If \(d = 0.102\ cm\),

\[ Sh = 2.1Re^{0.91}Sc^{0.33}. \]  

...(26)

If \(d = 0.112\ cm\),

\[ Sh = 2.1Re^{0.93}Sc^{0.33}. \]  

...(27)

If \(11852 < Re < 58550\) and \(88 < Sc < 285\), 0.98 is the correlation coefficient.

It can be observed from the determined correlations that exponents of Re increase with an increase in anode diameter. The exponent values together with heading constant \((b = 2.1)\) were greater than the previously reported values for rotating cylinder electrode \((Sh = 0.079\ Sc^{0.356} Re^{0.7})\) and rotating disk electrode \((Sh = 0.01 Sc^{0.33} Re^{0.87})\), for turbulent flow. The value of the factors \((a\ and\ b)\) are influenced by the geometric design of the electrode, indicating a higher mass transfer coefficient in comparison with the rotating disk or cylinder (Abdel-Aziz et al. 2011, Yanez-Varela et al. 2020).

**CFD Simulation Outcomes**

The flow physics and the various electrochemical reactions have been simulated from the CFD software. The various contours are plotted to analyze the changes happening in the electrochemical behavior inside the EC reactor with a rotating anode. The various rotational speeds for the three impeller anode diameters give information about their influence on the current density/intensity.

The contour of current density in Fig. 4 for 0.5V potential voltage, 150 rpm rotational speed, and 9.2cm anode diameter shows the maximum change happening in the place of the impeller’s anode. There is nominal change throughout excluding the impeller as is noticed in the EC reactor. In the case of potential voltage, as shown in Fig. 5. Maximum voltage was observed at the wall of the cathode rings, whereas minimum voltage in the impeller, and a medium voltage throughout as expected by the behavior of the electrochemical system (Ra-
The relationship of current density versus potential voltage for an impeller diameter of 9.2 cm follows an increasing trend, as shown in Fig. 6. The current intensity increases when the potential difference increases for the rotational speed of 75 rpm, till a potential difference of 2500 mV is reached. After that, it remains constant for any changes in potential difference. The nature of the curves for 100, 150, 200, and 250 rpm are the same starting 75 rpm however begin at an expanding slope than the latter. The expanding of slope because of increment of limiting current with the increasing of anode rotational speed. For each rotational speed and anode diameter, CFD simulation values are

Fig. 3: Sherwood-Reynolds correlation for rotating impeller anode (a) d=9.20 cm; (b) d=10.20 cm; (c) d=11.20 cm.
consistent with the experimental values. Fig. 7 explains the limiting current densities for each impeller anode diameter and rotational speed. The results show limiting current densities increased with increasing rotational speed and also the impeller’s anode diameter. The results are presented in Fig. 5, 6, and 7, under the same potential voltage and increment of anode diameter or rotational speed. The current flow increases, resulting in the acceleration of the EC reaction response. This behavior is perfect with the consequences of experimental results and former studies (González-Neria et al. 2021, Mora et al. 2016). The coefficient of mass transfer of ionic Al was enhanced by increasing the rotation speed and diameter of an anode, as shown in Fig. 8. The mass transfer coefficients obtained by CFD simulation are compatible with the experimental values.

Fig. 4: Contours of current density (A.m⁻²) in case of potential voltage is 0.5V in case of rotating speed =150 rpm and anode diameter = 9.2cm at x=0 section.

Fig. 5: Contours of potential voltage in case of rotating speed =150 rpm and anode diameter = 9.2cm at x=0 section.
Outcomes Verification

A statistical method is employed to confirm the measured limiting current of experimental work with CFD simulation values for each impeller’s anode diameter and rotational speed. The Bland–Altman method is one of the statistical methods utilized for this purpose (Mendez et al. 2018, Tesche et al. 2018).

The data were collected from the developed devices based on the comparison with data obtained from the simulation or validated devices. This technique is based on the mean difference between the simulation and the developed instrument or system. The value of the mean difference will limit the acceptable area of the data that is generated by subtraction or addition of the standard deviation (SD) (González-Landaeta et al. 2008). This method will evaluate the parameters that affect the performance of the model design (device) in the zone of standard deviation limit as the acceptable area of the distribution of the measured data (Martínez-Delgadillo et al. 2013). Any design device is pronounced as good in

Fig. 6: Simulation current-potential voltage curves at an anode diameter of 9.20cm.

Fig. 7: Simulation limiting current density for different anode diameters.
performance if any measured data should be more than 95% potentially measured the data and the error must be less than 5% whereby the error boundary limits are via mean ± 2×SD stated by (Su et al. 2014).

Three impellers anode diameters (9.2, 10.2, and 11.2 cm) are considered in measuring current (A), and the rotational speeds are 75, 100, 150, 200, and 250 rpm. Fig. 9 (a), (b), and (c) indicated the distribution measured zone via standard deviation error for each anode diameter at optimal rotational speed (150 rpm). From Figs. 5, 6, and 7, it is seen that most of the measured current values in the mean of the 2×SD as required and the accuracy of these values between the

---

**Fig. 8:** Simulation mass transfer coefficient for different anode diameters.

**Fig. 9:** Measured current verification between experimental and simulation work at 150 rpm with impellers anode diameter: (a) 9.2 cm; (b) 10.2 cm; (c) 11.2 cm.

---

**Outcomes Verification**

A statistical method is employed to confirm the measured limiting current of experimental work with CFD simulation values for each impeller’s anode diameter and rotational speed. The Bland–Altman method is one of the statistical methods utilized for this purpose (Mendez et al. 2018, Tesche et al. 2018).
experiment and the CFD simulation has achieved a good agreement up to 95% for each anode diameter at 150 rpm.

CONCLUSIONS

The results show that increasing the impeller anode diameter and rotation speed increases the limiting current density. The results of the correlations using Reynolds and Sherwood numbers show that the optimum coefficient of mass transfer for experimental and simulated data is found at 11.2 cm of the impeller anode diameter. Where the correlation is as $Sh = 2.1Re^{0.936}Sc^{0.33}$. The current densities from CFD simulation show values close to that of the experimental data for all the anode diameters and rotation speeds employed. According to the Bland–Altman method, the accuracy is up to 95% for the experimental current density values.
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ABSTRACT
Hydrophobic membranes prepared using Poly (tetrafluoroethylene) (PTFE) along with Poly (1,4-phenylene ether ether-sulfone) and zinc oxide nanoparticle was used in membrane distillation. To examine seawater purification, prepared polymeric membranes were evaluated, tested, and used in a lab-scale direct contact membrane distillation arrangement. These membranes which are synthesized using the electrospinning method have good mechanical and thermal stability. To understand prepared membranes’ desalination performance, the physicochemical properties of the seawater were analyzed before and after membrane distillation. The salt rejection remained at 99% and the highest energy efficiency of the system observed is 67.3%.

INTRODUCTION
Most of the civilizations developed at the bank of rivers. As per chemosynthetic theory (Das et al. 2011), the evolution of life might have originated by a combination of different chemical substances with water as the platform. Though geographically 71% of water is there on earth, potable water for all is still a distant dream. For ages, mankind is trying to purify water in many ways like using heat energy, solar energy, disinfectant using copper pot, cloth, sand filtration, etc. The water purification process took a new dimension after the occurrence of the following events i. 1748, Abbe Nollet, work (Nollet 1748, Glater 1998) on water diffusion from dilute to concentrated solution ii. In 1959, Sidney Loeb and Srinivasa Sourirajan prepared the first asymmetric RO membrane from cellulose acetate for salt rejection (Loeb 1981) iii. 1980, Cadotte developed a new thin-film composite reverse osmosis membrane for single-pass seawater operation (Cadotte et al. 1980). It is noteworthy to know that many researchers are working to improve membrane desalination performance through membrane surface modification (Hegde et al. 2011).

Membrane distillation (MD) is an emerging technique for seawater desalination (Summers et al. 2012). MD is the transportation of water, consisting of a porous hydrophobic membrane, separating two aqueous solutions of a non-volatile component maintained at different temperatures (Findley 1967). In MD, due to the temperature difference, liquid-vapor interfaces are formed on both sides of the hydrophobic membrane pores. When a vapor pressure difference is created between sides of each pore, evaporation takes place at the warm interface and, after vapor is transported through the pores, condensation takes place at the cold interface. Resulted water flux occurs through the membrane in the direction from warm to cold. MD process is an easy and much more efficient process compared to other distillation techniques. MD is one of the promising candidates for the treatment of water, river water, wastewater, and seawater because this operation can be run by solar, tidal, and geothermal energy; works at room pressure; has minimal fabrication cost; marginal fouling effect (Manna 2016, Ramos et al. 2021). As reported in the literature, efficient MD can be realized with a minimum LEP (liquid entry pressure) of 2.5 bar, porosity 80-90% (Schneider et al. 1988), pore size 0.1-1 µm, contact angle < 90° (Alkhudhiri et al. 2011, Ma & Hill 2011) and membrane thickness 2-700 µm (Eykens et al. 2016). In DCMD (Direct Contact Membrane Distillation), where the feed solution is in direct contact with the hot membrane side
surface producing evaporation at the cold-membrane surface (Khayet et al. 2005). DCMD configuration is the simplest with much stable flux rate (Hsu et al. 2002, Drioli et al. 2015) but has some points of concern like high thermal polarization, sensitivity to feed concentration, and quality of distillate depending on the hydrophobic nature of the membrane (Feng et al. 2018). DCMD configuration was extensively studied by many research groups using PTFE material with different types of feed solutions and the same configuration was found useful in seawater desalination (Table 1).

DCMD is one of the oldest modules that can perform water purification without a cooling condenser for distillation and gives the best permeate flux with optimal operational conditions (Ashoor et al. 2016).

Table 1: DCMD module in various literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Configuration</th>
<th>Material type</th>
<th>Feed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Feng et al. 2018)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Ding et al. 2003)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Pure water</td>
</tr>
<tr>
<td>(El-Abbassi et al. 2009)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Wastewater</td>
</tr>
<tr>
<td>(Sakai et al. 1988)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Mixed waste</td>
</tr>
<tr>
<td>(Martínez-Díez et al. 1999)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>NaCl</td>
</tr>
<tr>
<td>(Phattaranawik et al.2003)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Pure water</td>
</tr>
<tr>
<td>(Bhattacharya et al. 2014)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Simulated water</td>
</tr>
<tr>
<td>(Singh &amp; Sirkar 2012)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Produced water</td>
</tr>
<tr>
<td>(Wijekoon et al. 2014)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Synthetic solution</td>
</tr>
<tr>
<td>(Hickenbottom &amp; Cath 2014)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Hyper salty water</td>
</tr>
<tr>
<td>(Hwang et al. 2011)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>NaCl</td>
</tr>
<tr>
<td>(Li et al. 2018)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>NaCl</td>
</tr>
<tr>
<td>(Winter et al. 2017)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>NaCl</td>
</tr>
<tr>
<td>(Damtie et al. 2018)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Wastewater</td>
</tr>
<tr>
<td>(Lyly et al. 2021)</td>
<td>DCMD</td>
<td>PTFE</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>(Zhao et al. 2017)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Fadhil et al. 2019)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Lee et al. 2015)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Naidua et al. 2016)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Duong et al. 2015)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Shim et al. 2015)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Rezakazemi 2018)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
<tr>
<td>(Al-Obaidani et al. 2008)</td>
<td>DCMD</td>
<td>-</td>
<td>Seawater</td>
</tr>
</tbody>
</table>

**Materials and Methods**

**Materials and Sampling**

PTFE (poly tetrafluoro ethylene) dispersion (60 wt%, 0.05 - 0.5 µm) and semitransparent beads of Poly (1,4-phenylene ether ether-sulfone) (PPEES), having a molecular weight of 35,000 and ZnO (average 50 nm size) were obtained from Sigma Aldrich. Reagent grade N-methyl pyrrolidone (NMP) was obtained from Merck-India and was used without any further purification.

For seawater desalination, raw water was collected from the Arabian Sea (Kasba Bengre, Mangalore, Karnataka, India, 12°53’ 22.956’N 74°48’56.844’ E). Water was taken from under one and a half meters of seawater level and large particles were removed by filtration.

**Membrane Preparation**

PPEES was taken in 12.5 ml NMP, the solution was stirred for 24 hours at 70 °C for completion of dissolution. With the temperature still at 70°C, different weight percentages of ZnO nanoparticles were dispersed over a period of 30 min, and then PTFE emulsion was added to the aforementioned solution while being constantly stirred for at least 3 h. This was followed by a 30-minute sonication. Solutions containing different weight % of PTFE and PPEES (90:10, 80:20, 70:30 and 60: 40) (Table 2) were prepared. For the making of composite membranes, the electrospinning unit consists of a high-voltage source, a syringe pump, and a stainless-steel collector. A 15 kV voltage is used during the electrospinning process, with a spinning distance of 15 cm and a fluid flow rate of 0.4 mL.h⁻¹. After more than 4 electrospinning, the membrane was separated from the collector. The electro-spun membrane was sintered in a furnace at 320°C for 20 min. A schematic diagram of the electrospinning process of membrane preparation is represented in Fig. 1.

Table 2 provides a list of the membrane’s fundamental characteristics. Here, PPEES was employed to make the sheet flexible, ZnO served as a possible antifouling, and PTFE provided hydrophobicity.

In Table 1, the porosity and pore size of the membrane were determined by Capillary Flow Porometer (model CFP EX. 1500, Porous Materials Inc., USA). Contact angle (CA) with seawater measurements was made by sessile drop method using a goniometer VCA- Optima (AST products Inc., MA, USA). All prepared membranes exhibit a contact angle of more than 90° giving good hydrophobicity which is one of the essential requirements for MD. It should be noted from Table 1 that porosity and contact angle are influenced by the concentration of PTFE and ZnO.
Direct Contact Membrane Distillation (DCMD)

MD investigations were carried out using self-designed and fabricated flat sheet cross-flow DCMD equipment. All membrane modules, listed in Table 1 were tested for leakage before the DCMD experiment. The prepared membrane module was assembled in the DCMD system, 1% NaCl solution at 80°C flowed through the side at a constant flow rate between 400 - 900 mL.min\(^{-1}\), and deionized water flowed through the tube side at room temperature. The conductivity of the distillate was monitored with a constant increasing sodium chloride flow rate. Collected distillate water does not show any increase in conductivity, confirming leak free membrane module.

The schematic experimental set-up is shown in Fig 2. The installation of DCMD consists of two water loops (feed and distillate) connected to five modules of the membrane with an inner diameter of 120 mm. Deionized water having low conductivity of less than 1µS/cm was used as the cold flow. Distillate having TDS less than 100 ppm was collected as potable water. The inlet temperature of distillate was maintained at 60-80°C and the circulating cold water temperature was maintained at 30°C. At the end of each operation, the membrane module is cleaned by flushing with a 2 L solution of 1% HCl and distilled water followed by a 2 L solution of 1% NaOH and distilled water. After repeated reproducibility tests the operating condition is summarized in Table 3. The schematic process is given in Fig. 2.

Calculations

Using the following equation, the water vapor permeation flux was calculated using the water that permeated from the DCMD over time.

\[ J_v = \frac{V \times \rho}{A \times t} \]

where \( J_v \) is water vapor permeation flux (L.m\(^{-2}\).h\(^{-1}\)), \( V \) is the volume of collected water (l), \( \rho \) is water density (kg.m\(^{-3}\)), and \( t \) is time.

Table 2: Basic characteristics of the prepared membrane.

<table>
<thead>
<tr>
<th>Membrane code</th>
<th>Thickness [µm]</th>
<th>Membrane material</th>
<th>Pore size [µm]</th>
<th>Porosity</th>
<th>CA</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PZP-1</td>
<td>119 ± 4 µm</td>
<td>90% PTFE, 1% PPEES, 9% ZnO</td>
<td>0.2-1.0</td>
<td>75-80%</td>
<td>120-123°</td>
<td>(Xiong et al. 2009, Greiner &amp; Wendorff 2007, Hegde et al. 2015)</td>
</tr>
<tr>
<td>PZP-2</td>
<td>119 ± 4 µm</td>
<td>80% PTFE, 10% PPEES, 10% ZnO</td>
<td>0.4-1.2</td>
<td>75-80%</td>
<td>116-118°</td>
<td></td>
</tr>
<tr>
<td>PZP-3</td>
<td>119 ± 4 µm</td>
<td>70% PTFE, 10% PPEES, 20% ZnO</td>
<td>0.5-1.3</td>
<td>76-77%</td>
<td>110-111°</td>
<td></td>
</tr>
<tr>
<td>PZP-4</td>
<td>119 ± 4 µm</td>
<td>90% PTFE, 9% PPEES, 1% ZnO</td>
<td>0.6-1.4</td>
<td>75-79%</td>
<td>90-95°</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1: Electrospinning process of membrane preparation (a = PTFE, b = PPEES) (Lalia et al. 2013).

Table 3: Operational parameters and specifications for DCMD.

<table>
<thead>
<tr>
<th>Operational Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warm water flow, five modules</td>
<td>Range [80 mL.min(^{-1})]</td>
</tr>
<tr>
<td>Cold water flow, five modules</td>
<td>Range [60 mL.min(^{-1})]</td>
</tr>
<tr>
<td>Distillate flow</td>
<td>10-30 L.h(^{-1})</td>
</tr>
<tr>
<td>Warm water operation temperature</td>
<td>60-80°C</td>
</tr>
<tr>
<td>Cold water operation temperature</td>
<td>30°C</td>
</tr>
<tr>
<td>Max operating pressure</td>
<td>300 KPa</td>
</tr>
</tbody>
</table>
A is the effective surface area of the membrane (m²), and t is water collected time (h).

The salt concentrations of the feed water and permeate water into and out of the DCMD module were measured by a conductivity meter (Model DDS 307, Germany). To calculate the salt rejection, the following equation was used:

\[ R(\%) = \left[1 - \frac{C_p}{C_f}\right] \times 100 \]

Where ‘R’ is the salt rejection, ‘C_p’ is the concentration of permeates solution and ‘C_f’ is the concentration of the feed solution (Alkhudhiri et al 2011, Banat 2007).

RESULTS AND DISCUSSION

Membrane Characterization

Prepared membrane were characterized using different equipments.

Spectral Characterization

To obtain detailed information about the formation of the membranes, FT-IR spectra of the membrane are recorded using Nicolet Avatar 330 FTIR (Thermo Corporation) spectrometer. Fig. 3 shows the IR spectrum of the PTFE-ZnO-PPEES membrane. Following stretching frequencies were observed; the carboxyl group was identified at 1781 cm⁻¹, 3600 - 3200 cm⁻¹ for O-H stretching vibrations along with characteristic group frequencies of C-F at 630 cm⁻¹, peak at 555 cm⁻¹ for ZnO (Handore et al. 2014, Li et al. 2019).

Mechanical and Thermal Study

The mechanical strength of the prepared membrane is associated with its degree of crystallinity and morphology. Membranes with poor mechanical properties may lead to early failure. The declination in mechanical strength in membranes could be due to reasons like cracks, tears, punctures, blisters stress. This paper mainly focuses on the variation of mechanical strength (young’s modulus and elongation at break) and thermal properties of the membranes with respect to different times of DCMD operation (Collier et al. 2006, Ohagan 2008, Feng et al. 2016, Ranjbarzadeh-Dibazar et al. 2014). Membranes are subjected to 2 h DCMD operation (keeping cold temperature flow at 30 °C and hot feed temperature at 80 °C) with intervals of 20 min after each interval membranes are removed from the module and tested for young’s modulus, elongation at break, and thermal property. Instron 5569 machine (Instron, USA) was used to measure young’s modulus, elongation at break, and thermal property.

Calculations

Using the following equation, the water vapor permeation flux was calculated using the water that permeated from the DCMD over time.

\[ J_v = \frac{V \times \rho}{A \times t} \]

where \( J_v \) is water vapor permeation flux (L·m⁻²·h⁻¹), \( V \) is the volume of collected water (l), \( \rho \) is water density (kg·m⁻³), \( A \) is the effective surface area of the membrane (m²), and \( t \) is water collected time (h).
trometer. Fig. 3 shows the IR spectrum of the PTFE-ZnO-PPEES membrane. Following stretching frequencies were observed; the carboxyl group was identified at 1781 cm⁻¹, 3600-3200 cm⁻¹ for O-H stretching vibrations along with characteristic group frequencies of C-F at 630 cm⁻¹, peak at 555 cm⁻¹ for ZnO (Handore et al. 2014, Li et al. 2019).

**Mechanical and Thermal Study**

The mechanical strength of the prepared membrane is associated with its degree of crystallinity and morphology. Membranes with poor mechanical properties may lead to early failure. The decline in mechanical strength in membranes could be due to reasons like cracks, tears, punctures, blisters stress. This paper mainly focuses on the variation of mechanical strength (young’s modulus and elongation at break) and thermal properties of the membranes with respect to different times of DCMD operation (Collier et al. 2006, Ohagan 2008, Feng et al. 2016, Ranjbarzadeh-Dibazar et al. 2014). Membranes are subjected to 2 h DCMD operation (keeping cold temperature flow at 30°C and hot feed temperature at 80°C) with intervals of 20 min after each interval membranes are removed from the module and tested for young’s modulus, elongation at break, and thermal property. Instron 5569 machine (Instron, USA) was used to measure young’s modulus and nominal elongation at the break of the membranes. Nominal elongation break is given by:

\[
\text{Elongation of the membrane under DCMD operation } \times 100
\]

Virgin membrane

The effect of desalination time on the membrane’s thermal properties was investigated using Shimadzu DSC 60, Japan. For DSC analysis small piece of 5 mg of sample was placed into the crucible and the data analysis was recorded at an operating temperature of 0°C to a maximum of 200°C with a heating rate of 10°C min⁻¹. Figs. 4 and 5, show a decrease in young modulus and elongation break with an increase in operational temperature. The decline of the nominal elongation may be due to the chain breaking of membrane materials leading to the deterioration of the membrane layer and subsequently, weakening the interaction between polymer molecules making it easy to crack. The strong C-F bond in PTFE contributes to its remarkable thermal stability, yet this study shows that the melting point of the membrane falls between 174 and 139°C. (Fig 6). This might be explained by the membranes’ surface deterioration in a high-temperature area. Among all prepared membranes, the PZP-1 membrane demonstrates the best mechanical and thermal stability.

**Morphology of the Membranes**

The Morphology of the prepared membranes PZP-1 was studied using scanning electron microscopy (SEM). Fig. 7, represents an SEM image of the membranes. The membrane’s surface and cross-sectional images were recorded using Jeol JSM-84. The membrane was cryogenically fractured in liquid nitrogen and then sputtered with gold to get the membrane’s image. Fig 7 (a) show evidence of linear nanofiber.

Fig 7 (b), and (c) were taken after a 6-h continuous desalination process, which exhibits stretched-apart nanofiber structure and pores deposited with other materials.

**Table 4: LEP value of the prepared membranes.**

<table>
<thead>
<tr>
<th>Membrane code</th>
<th>LEP [KPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PZP-1</td>
<td>578 ± 3</td>
</tr>
<tr>
<td>PZP-2</td>
<td>498 ± 3</td>
</tr>
<tr>
<td>PZP-3</td>
<td>398 ± 3</td>
</tr>
<tr>
<td>PZP-4</td>
<td>297 ± 3</td>
</tr>
</tbody>
</table>

![Fig. 4: Yong’s modulus vs operation time.](image1)

![Fig. 5: Nominal elongation vs operation time.](image2)
Liquid Entry Pressure (LEP)

It is fundamental for an MD process; the applied pressure should not exceed so that the feed solution may directly enter the membrane pores. LEP depends on the pore size, membrane hydrophobicity, contact angle, surface tension, presence of organic solutes, and material used for membrane preparation (Feng et al. 2018). LEP Can be calculated using the Franken equation (Franken et al. 1987).

\[ \Delta P = P_f - P_p = -2B \gamma \cos \theta / r_{\text{max}} \]

Where \( \Delta P \) is LEP, \( P_f \) and \( P_p \) are the hydraulic pressure on the feed and permeate side, \( B \) is a geometric pore coefficient (it is equal to 1 assuming cylindrical pores), \( \gamma \) is liquid surface tension, \( \theta \) contact angle, and \( r_{\text{max}} \) is the maximum pore size. LEP values are summarized in Table 4. All prepared membranes show sufficiently good LEP value. A significant factor in raising LEP value is the concentration of ZnO and PTFE. This may be due to PZP-1 having a high contact angle and small pore size as given in Table 2.

The DCMD Performance

After many repeated trials, the author concluded that prepared membrane PZP-1 showed good result with the self-designed, fabricated, lab scale DCMD module (Fig. 8). Table 5 exhibit the desalination performance of different membranes with the condition of cold circulation at 30°C and feed temperature 80°C. The energy efficiency (EE) of the process is obtained by the following equation

![Fig. 6: Melting temperature of the membranes with different operational times.](image)

Table 5: Desalination performance of different membranes at cold temperature 30°C and hot feed temperature 80°C.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Raw Seawater</th>
<th>PZP-1</th>
<th>PZP-2</th>
<th>PZP-3</th>
<th>PZP-4</th>
<th>Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductivity [(\mu\text{s.cm}^{-1})]</td>
<td>55000</td>
<td>10-20</td>
<td>-</td>
<td>35-55</td>
<td>-</td>
<td>45-55</td>
</tr>
<tr>
<td>Na(^+) [mg.L(^{-1})]</td>
<td>12000</td>
<td>0.8</td>
<td>-5</td>
<td>99.9</td>
<td>200-300</td>
<td>98-97</td>
</tr>
<tr>
<td>K(^+) [mg.L(^{-1})]</td>
<td>2100</td>
<td>1-5</td>
<td>99.9</td>
<td>50-60</td>
<td>97</td>
<td>85-95</td>
</tr>
<tr>
<td>Cl(^-) [mg.L(^{-1})]</td>
<td>18400</td>
<td>1-6</td>
<td>99.9</td>
<td>300-450</td>
<td>98-97</td>
<td>500-620</td>
</tr>
<tr>
<td>SO(_4^{2-}) [mg.L(^{-1})]</td>
<td>1900</td>
<td>1-4</td>
<td>99.9</td>
<td>75-95</td>
<td>96-95</td>
<td>100-130</td>
</tr>
<tr>
<td>Ca(^{2+}) [mg.L(^{-1})]</td>
<td>420</td>
<td>1-2</td>
<td>99.9</td>
<td>20-30</td>
<td>95-92</td>
<td>100-114</td>
</tr>
<tr>
<td>Mg(^{2+}) [mg.L(^{-1})]</td>
<td>1200</td>
<td>1-3</td>
<td>99.9</td>
<td>150-200</td>
<td>87-83</td>
<td>95-105</td>
</tr>
<tr>
<td>EE (%)</td>
<td>-</td>
<td>67.3 ± 3</td>
<td>64.2 ± 3</td>
<td>60.1 ± 3</td>
<td>57.6 ± 3</td>
<td>-</td>
</tr>
</tbody>
</table>
The Morphology of the prepared membranes PZP-1 was studied using scanning electron microscopy (SEM). The images show evidence of linear nanofiber structures. Fig. 7 (b), and (c) were taken after a 6-h continuous desalination process, which exhibits stretched-rod morphology. The water vapor flux (WTF) of the different prepared membranes was calculated for feed temperature at 50, 60, 70, and 80 °C, maintaining a cold water temperature of 80 °C. The energy efficiency (EE) of the process is obtained by the following equation:

\[ EE(\%) = \left(1 - \frac{\Delta H}{F \times Cp \times (T_i - T_o)} \right) \times 100 \]

Where, \( N \) (kg.m\(^{-2}\).h\(^{-1}\)) is the water flux, \( \Delta H \) (J. kg\(^{-1}\)) is the enthalpy of evaporation, \( F \) (kg.s\(^{-1}\)) is the mass flow rate, \( A \) (m\(^2\)) is the effective membrane surface area, \( Cp \) (J. kg\(^{-1}\).°C\(^{-1}\)), is the specific heat capacity of the feed solution, \( T_i \) and \( T_o \) are inlet and outlet bulk temperatures of the module in °C respectively (Khayet 2013, Sabbah et al. 199).

Removal efficiency (R)

Removal efficiency (R) is calculated using the following equation.

\[ R(\%) = \frac{\text{Concentrate of feed} - \text{Concentrate of permeate}}{\text{Concentrate of feed}} \times 100 \]

Understanding Table 5, all the membranes demonstrated good salt removal efficiency with PZP-1 producing excellent performance. Salt rejection percentage agrees with previous studies (Drioli et al. 2015, Fard et al. 2015, Francis et al. 2014). Many instruments were used to determine the different components of the raw seawater and distillate (APHA 2005). PZP-1 membrane outperformed the PZP-4 membrane in terms of desalination performance, confirming previous studies in this regard (Yong et al. 2015, Hong & He 2012, Jafarzadeh et al. 2015, Liang et al. 2012). Notably, ZnO has a superb antifouling characteristic that might be influenced by the efficient membrane distillation process. Distillate flux (L.m\(^{-2}\).h\(^{-1}\)) of 6 h of desalination with PZP-1 is given in Fig. 9. Except for varying values at the beginning and conclusion, distillate flux has a nearly constant plateau at roughly 25.6 L.m\(^{-2}\).h distillate flux.

Fig. 7: SEM images of the prepared membrane (a) surface image of the membrane (b) surface image after desalination (c) cross-section image after desalination.

Fig. 8: Digital photograph of lab scale DCMD.
Fig. 9: 6-h Desalination process producing distillate flux with PZP-1.

Experimentally, at cold (30°C) and feed hot temperature (80°C), PZP-1 gives the highest values for WTF, permeate flux, and sodium rejection percentage with 25.1 kg. m⁻². h⁻¹, 25.6 kg.m⁻².h⁻¹, and 99.9% respectively whereas, PZP-4 had only 17(WTF), 17.2 (permeate flux) and 95% (sodium rejection percentage) (Fig.10). Notably, all the prepared membranes depicted good salt rejection varying from 95–99.9%.

Fig. 10: Desalination performance of different membranes with feed temperature.
From the water collected after distillation, water vapor flux (WTF) of the different prepared membranes was calculated for feed temperature at 50, 60, 70, and 80°C, maintaining a cold temperature at 30°C. Equation (1) is used to calculate WTF.

\[
\text{WTF} = \frac{\text{vol of water transferred (L)} \times \text{density of water (kg L}^{-1})}{\text{membrane area (m}^2) \times \text{time (h)}}
\]

...1

Experimentally, at cold (30°C) and feed hot temperature (80°C), PZP-1 gives the highest values for WTF, permeate flux, and sodium rejection percentage with 25.1 kg m\(^{-2}\) h\(^{-1}\), 25.6 kg m\(^{-2}\) h\(^{-1}\), and 99.9% respectively whereas, PZP-4 had only 17 (WTF), 17.2 (permeate flux) and 95% (sodium rejection percentage) (Fig.10). Notably, all the prepared membranes depicted good salt rejection varying from 95-99.9%.

CONCLUSION

In this research work, the desalination performance of a newly prepared membrane is evaluated using lab-scale DCMD equipment. Arabian Seawater from the southern part of India was collected for this purpose. Combining prepared membrane and DCMD resulted in a highly encouraging outcome for the reduction of various components of seawater. The elimination of ions like sodium, magnesium, and potassium, in the range of 90-99%, is the best aspect of the research effort. All prepared membranes revealed a significantly respectable EE percentage. The point of contention of this work is that the data obtained in the lab scale operating conditions may require further optimization of equipment and membrane modules to reflect reality on a pilot scale. Unlike the lab scale, in the pilot scale managing high flow rate, and temperature difference between cold and hot is difficult. Irrefutably to update our module for large-scale seawater desalination further redesigning may be required.
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ABSTRACT
The use of deep learning methods to detect plant diseases and pests based on UAV images is an important application of remote sensing technology in modern forestry. This paper uses a CenterNet-based object detection method to construct models for plant disease and pest detection. The accuracy of the models is influenced by parameter alpha, which is used to control the affine transformation in the preprocessing of CenterNet. First, different alphas are sampled for training and testing. Next, the least square method is used to fit the curve between alpha and accuracy measured by mAP (mean average precision). Finally, an automated machine learning (AutoML) method is also conducted to automatically search for the best model. The experiments are done with 5,281 images as the training dataset, 1,319 images as the verification dataset, and 3,842 images as the test dataset. The results show that the best alpha value obtained by the least square method is 0.733, and the accuracy of the corresponding model is 0.536 in mAP@[0.5 ,0.95]. In contrast, the accuracy of the AutoML method model is higher with the model accuracy of 0.545 in mAP@[0.5 ,0.95]. However, the training time and training resource consumption of the AutoML method are about 3 times that of the least square method. Therefore, in practice, a trade-off should be made according to the accuracy requirements, resource consumption, and task urgency.

INTRODUCTION
Plant diseases and insect pests seriously threaten the growth of forests and can be great impediments to forest health and forestry production (Zhang et al. 2010). Traditionally, the monitoring methods of forestry pests and diseases mainly consisted of field surveys. These manual scoring and counting through field surveys are expensive, and the monitoring methods have time lags and strong subjectivity. Moreover, in areas with dangerous terrain and restricted access, the surveyors are unable to discover plant diseases and insect pests in time (Chiu 1993). Therefore, it is necessary to detect plant diseases and insect pests more accurately and quickly, which will help to develop early treatment technologies and greatly reduce economic losses at the same time (Fuentes et al. 2017).

In the early 1970s, with the launch of the first remote sensing satellite, remote sensing images were used to monitor forestry diseases and pests (Gao et al. 2006, Lehmann et al. 2015). However, it is difficult to popularize and widely apply because of its inaccurate positioning accuracy, high cost, weather influence, and relatively long imaging cycle (Wu 2013). Fortunately, with the rapid development of unmanned aerial vehicle (UAV) technology and continuous improvement in its performance, UAV remote sensing has many advantages such as low cost, high precision, simple operation, and flexibility (Tang 2014). At present, people have also begun to explore the application of UAV remote sensing image in monitoring forest diseases and insect pests, combined with traditional computer vision methods and image analysis technology. The application integrates a global positioning system and geographic information system to detect the distribution of pests and achieves good results (Tetila et al. 2020, Yuan & Hu 2016).

In addition, Hinton et al. (2016) proposed the concept of deep learning. Krizhevsky et al. (2012) first applied the convolutional neural network (CNN) to the ImageNet large-scale visual recognition challenge (ILSVRC). In the ILSVRC-2012 challenge, the trained deep CNN won first place in tasks of image classification and object detection, and the error rate was far lower than the other programs. Since then, deep learning has been rapidly applied to different research fields and has achieved great success in many fields, including image classification (Huang et al. 2016), object detection (Girshick 2015, Redmon et al. 2016), image segmentation (Chen et al. 2018, Lee & Park 2020) and so on.

In recent years, deep CNN are applied to the detection of plant disease severity and has been proven to be a good method. For example, Liu et al. (2018) proposed a new CNN...
model based on Alexnet to identify four common apple leaf diseases. The overall accuracy of the model was 97.62%, and the parameters were reduced by 51,206,928 compared with the standard Alex net model. Xie et al. (2020) proposed a faster DR-IACNN model by introducing the concept-v1 module, concept-resnet-v2 module, and SE module. The results showed that the average detection accuracy of the detection model for the grape leaf disease dataset was 81.1% and the detection speed was 15.01 FPS. Wang et al. (2019) proposed a corn leaf disease segmentation method based on an improved fully convolution network (FCN). The method mainly included an encoding network and corresponding decoding network, as well as a pixel-level classifier behind the decoding network. This method had good segmentation performance and could accurately segment the diseased area of corn leaves.

Similar to computer vision tasks, the application of CNN in the research of plant diseases and insect pests can be roughly divided into classification networks, object detection networks, and segmentation networks according to their different tasks. The object detection network model not only gives the types of pests and diseases but also accurately finds out the location of the pests and diseases on the images. Object detection methods are further roughly divided into two categories, anchor-based object detection methods, and anchor-free object detection methods. For example, anchor-based object detection methods include the Faster RCNN series (Girshick 2015, Ren et al. 2017), YOLO series (Bochkovskiy et al. 2020, Redmon et al. 2016, 2017, 2018), SSD series (Jeong et al. 2017, Liu et al. 2016, Zhang et al. 2020), RFCN (Dai et al. 2016) and so on. All these methods rely on a set of predefined anchor boxes. Thus, to avoid the shortcomings brought by the pre-defined anchor box, people began to study the anchor-free object detection method. This method does not need to use anchors but adopts the idea of key point regression. First, some key points are defined to describe an object, and then each key point of the object is regressed. There are some classic methods, such as CornerNet (Law & Deng 2020), CenterNet (Zhou et al. 2019a), FCOS (Tian et al. 2020), and extreme (Zhou et al. 2019b), etc., all of which take object detection as a standard key point estimate problem.

In the above anchor-free object detection algorithms, CenterNet is a simple, fast, and accurate detector without any non-maximum suppression (NMS) as the post-processing method. In the training of the original CenterNet, a random affine transformation is done to each image to enrich the data, and the new object’s boundary box is generated by clip operation, which is usually not correct. To make the boundary box generated by clip operation as accurate as possible, Liang et al. (2021) only used a criterion that the proportion of the remaining objects should be at least 90% of the size of the original objects. Therefore, this study mainly focuses on identifying an optimal model based on parameter alpha, which is the parameter used to control the affine transformation in the preprocessing of CenterNet, to improve the accuracy of detecting plant diseases and pests. Both the least square method and an automated machine learning (AutoML) method are proposed to find an appropriate model for detecting plant diseases and pests.

MATERIALS AND METHODS

Study Area

The study area is located in Lingyuan City, Liaoning Province, Northeast China. Lingyuan City is located in the west of Liaoning Province, bordering Hebei Province and Inner Mongolia. The main vegetation is Chinese red pine (Pinus tabuliformis) and scattered with some poplar. The pest dendroctonus (Scolytidae) has caused damage and tree death in the area.

Six sample plots that are being infected by plant diseases and pests were selected. They were named plot 1 to plot 6. Fig. 1 shows the detailed location and distribution of these plots on the map.

Data Collection

The images of the UAV were taken in the study area from August 11 to August 12 during the growing season, which can better reflect the characteristics of plant growth. UAV took off from the center of six sample plots, and a batch of images was taken in each sample plot at different heights. The model of the UAV is four rotor DJI inspire2, equipped with DJI X5 professional camera, and the resolution of each image is 5280 × 3956 pixels.

CenterNet Principles

For image I, after the full convolution network, three outputs will be generated. One is the feature map containing C (number of categories of the detection task) layers. Each feature map corresponds to one category. Each pixel on the feature map represents the score of the pixel belonging to the center of an object. Another layer represents the offset \((x/S_y, y/S_y)\), where \((x, y)\) is the center of an object with class C on the input image, and \((S_x, S_y)\) is the horizon and vertical scale parameters of the input image to that of the output feature image, respectively. The number of this layer is 1, and each pixel on this layer represents the offset between the real center point position and center pixels on the feature map. The other layer represents the length and
width of the boundary box of an object. Each pixel on this layer represents the length and width of the object’s boundary box (box) corresponding to the point. The overall structure of CenterNet is shown in Fig. 2.

**Data Enhancement by Affine Transformation**

In the original CenterNet, before sending the image to the network, an affine transformation of random center translation and scaling is made to the image. As a result, some objects on the image will be removed from the new image boundary, while some objects on the image will be retained in the new image, and other objects on the image will fall on the new image boundary, as shown in Fig. 3(b). For objects that fall on the boundary, the original CenterNet only recalculates the boundary box’s coordinates of the remaining objects with a simple clip operation. The new boundary box of the remaining objects calculated by the clip operation is often inaccurate, as shown in Fig. 3(b), while Fig. 3(c) shows the ground truth of the boundary box of the remaining object.

For an object that remains in the new image after affine transformation to the original image, the ratio of the area of the new boundary box (boundary box created by clip operation) to the original boundary box (boundary box in the original image) is defined as alpha. It is known that, for an object that falls on the new image's boundary after the affine transformation to an image, the larger the alpha ratio, the more accurate the new boundary box obtained by clip operation is. As the shapes of the plants’ canopy are often approximate to circular, in most situations, with the growing of alpha, the remaining object’ boundary box calculated by clip operation will be more accurate, as shown in Fig. 4.

**Optimal Parameter Search by Least Square Fitting**

Alpha is a scale factor, and its value falls within the range of $[0, 1]$. To quickly obtain the appropriate value of alpha, the following strategies are adopted: after affine transformation, no constraints are made for the objects that are moved out of the image or the whole objects that are still within the image scope, while the alpha value is required to be greater than 0.5 to objects that fall on the image boundary, that is, the alpha value must be limit to the range of $[0.5, 1]$ if some objects fall on the image boundary after an affine transformation.

To explore the relationship between alpha and the detection accuracy of diseased and pest plant detectors, different alpha values are selected to train models on the same training dataset and then tested on the same test dataset. Finally, the...
least square method is used to fit the curve between alpha value and object detection accuracy.

**AutoML Method for Optimal Model Search**

In addition to the above-mentioned method to search for an optimal parameter, another AutoML method is also used to search for an optimal model automatically for the detection of plant diseases and pests here. Following is the procedure:

Step 1. In the first epoch of training, the model trained from ImageNet is used as the initial model, and 9 different alphas values chosen from the interval of [0.5, 0.95] with a step of 0.05 are used to train the 9 models.

Step 2. In the next epoch of training, the best model among the 9 models obtained by the previous epoch is re-
garded as the pre-training model, and then different alpha values within [0.5, 0.95] with the step of 0.05 are chosen again to train another 9 different models.

Step 3. Repeat Step 2 until the last epoch is completed or the training is converged.

The general schematic diagram of the whole process is shown in Fig. 5:

EXPERIMENTS
Data Preparation
The size of the original image obtained by the UAV is 5,280 x 3,956 pixels. Each original image will be cropped to smaller images with sizes between 1,000 and 2,000 pixels before training. This study only focuses on infected plants and dead plants, which are mainly yellow and red in the image. In the six sample plots, the images of sample plot 1, sample plot 3, sample plot 4, and sample plot 6 are divided into training and verification datasets, while the images of sample plot 2 and sample plot 5 are used as test datasets. Finally, the training and verification datasets contain 5,281 images and 1,319 images respectively, and the test dataset contains 3,842 images. In all, the training dataset contains about 2,433 infected instances and 13,539 dead instances, while the testing dataset has 938 infected instances and 3,144 dead instances, respectively. Before training, to obtain as many samples as possible, more data are created through data enhancement methods such as flipping, random color, random rotation, and random clipping.

Fig. 4: Boundary box generated by clipping after random affine transformation with different alpha values.

Fig. 5: Flow chart of AutoML method.
Training

As Pytorch deep learning framework is one of the most famous and fastest deep learning frameworks, it is chosen to train the models on GPU machines in this experiment. In all these experiments, no matter how large the original image is, it will be scaled to a fixed size of 512 * 512 through affine transformation, and then sent to the backbone of the CenterNet network. The backbone network is the classic resnet-101 structure. The training is carried out from 0 and is stopped after 100 epochs. The learning strategy is Adam’s method. The detailed training super parameters are shown in Table 1.

Test and Comparison

To evaluate the final test results, the official coco API (Lin & Dollar 2016) is used to calculate the accuracy of mAP, which is the average precision (AP) in multiple IOU thresholds ranging from 0.5 to 0.95 with the step of 0.05. It is simply defined as mAP@[.5, .95], which is used as the performance indicator in object detection tasks. IOU is calculated as follows:

\[
\text{IOU}(A, B) = \frac{A \cap B}{A \cup B} \quad \ldots(1)
\]

where A represents the boundary box of ground truth, and B represents the predicted boundary box by the network.

The Average Precision (AP) is the area under the Precision-Recall curve for the detection task. As in the COCO Challenge, the AP is computed by averaging the precision over a set of spaced recall levels from 0 to 1 with steps of 0.01.

\[
\text{AP} = \frac{1}{11} \sum_{\tau \in [0, 0.1, \ldots, 1]} \text{P\text{\textsubscript{int\textsubscript{erp}}}}(r) \quad \ldots(2)
\]

\[
\text{P\text{\textsubscript{int\textsubscript{erp}}}}(r) = \max_{\tau \geq \tau} p(\tilde{r}) \quad \ldots(2)
\]

Where \(p(\tilde{r})\) is the measure precision at recall \(\tilde{r}\). AP (Average Precision) is a concept of integrating precision as recall varied from 0 to 1, and mAP is defined as the average of AP for all of the object classes.

Table 1: Parameters of network training.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-batch size</td>
<td>8</td>
</tr>
<tr>
<td>Num_epochs</td>
<td>100</td>
</tr>
<tr>
<td>Lr_policy</td>
<td>Multistep</td>
</tr>
<tr>
<td>Step value</td>
<td>40, 80</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>1.25e-4</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.1</td>
</tr>
</tbody>
</table>

RESULTS

Results of Least Squares Parameter Fitting Parameter Model

In the interval of [0.5, 0.95], we take 0.05 as the step to obtain different alpha values while keeping other parameters unchanged. Different models are trained on the same training data and then tested on the same test set. The detailed results are shown in Table 2:

As shown in Table 2, at the lower alpha levels, the object detection accuracy increases with the increase of alpha; when alpha increases to about 0.75, the value of mAP reaches the highest. After that, the mAP decreases with the increasing value of alpha, showing a U-shaped pattern (quadratic). Therefore, based on this observation, taking the alpha parameter as the independent variable and mAP as the dependent variable, an expression of a quadratic equation is established: \(\text{mAP} = a \cdot \alpha^2 + b \cdot \alpha + c\).

Fitting the quadratic curve equation \(\text{mAP} = a \cdot \alpha^2 + b \cdot \alpha + c\) with the least square method, the result coefficients of a, b, and c are -0.22, 0.32, and 0.42, respectively. Therefore, the expression of the curve is \(\text{mAP} = -0.22 \cdot \alpha^2 + 0.32 \cdot \alpha + 0.42\), which is a bottom-up quadratic curve. In the range of [0.5, 0.95], the accuracy of mAP increases at the beginning and then decreases with the increase of alpha. When alpha reaches 0.733, the maximum value of the curve is 0.533. The overall curves are shown in Fig. 6. The red curve is the broken line connected by the original points, and the green curve is the least square fitting result of a one-dimensional quadratic equation curve.

Results of different models

For comparison, the least squares method model trained with the alpha of 0.733, which is the maximum point of the quadratic curve, together with the model created by the AutoML method and some other standard object detection models such as Faster RCNN (Ren et al. 2017), SSD (Liu et al. 2016), CenterNet (Zhou et al. 2019a) are all tested on the same test dataset. The results of all these models are as follows in Table 3.

As can be seen from the table, the accuracy of the AutoML method model and the least square method model are 0.545 and 0.536, respectively. Among the anchor-based methods (Faster RCNN, SSD, and RetinaNet), RetinaNet attained the highest accuracy, reaching 0.480 in mAP@[.5, .95]. When compared with all the models, CenterNet (AutoML) reached the best accuracy of 0.545 in mAP@[.5, .95].

It also can be seen in Fig. 7 that in the early stage of training, the convergence speed of the AutoML method model is faster than that of the least square method model, and when
it goes to about the 20th epoch, the accuracy of the AutoML method model almost equals to convergent accuracy of least square method model.

**DISCUSSION**

**Can Affine Transformation Operation be Replaced with Resize Operation**

To verify the effect of the affine transformation operation on the model’s accuracy, the affine transformation operation is replaced by a simple resizing operation in the training stage. Therefore, random translation and scaling affine transformation operation are removed in the preprocess of training, and all the original images are uniformly resized to 512 * 512 pixels to train a CenterNet model. The accuracy of the experimental results can only reach 0.493 in mAP@[0.5, 0.95]. It is lower than the original CenterNet’s accuracy with 0.498 in mAP@[0.5, 0.95]. This may be because the resizing operation uniformly scales all original images to a size of 512 * 512 pixels, on the contrary, the operation of random affine transformation in the original Centernet generates images of multiple different sizes (Fig. 8), which can enrich the richness of the training data. As a result, although resizing operation can produce a more accurate boundary box than that of the affine transformation operation, it is no better than the affine transformation operation in improving the detection model’s accuracy.

**Analysis of the Relationship Between Alpha and Detection Accuracy**

Generally, when the affine transformation is performed on the image, some plant objects may fall on the image boundary. The larger the alpha ratio, the more accurate the newly created boundary box of the remaining plants is. However, Fig. 6 indicates that in the experiment, the accuracy of ob-

---

**Table 2: Object detection accuracy corresponding to different alphas.**

<table>
<thead>
<tr>
<th>alpha</th>
<th>0.50</th>
<th>0.55</th>
<th>0.60</th>
<th>0.65</th>
<th>0.70</th>
<th>0.75</th>
<th>0.80</th>
<th>0.85</th>
<th>0.90</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>0.522</td>
<td>0.526</td>
<td>0.528</td>
<td>0.530</td>
<td>0.533</td>
<td>0.534</td>
<td>0.533</td>
<td>0.529</td>
<td>0.528</td>
<td>0.522</td>
</tr>
</tbody>
</table>

**Table 3: Detection results comparison using different frameworks and network architectures.**

<table>
<thead>
<tr>
<th>Method</th>
<th>backbone</th>
<th>mAP@[0.5]</th>
<th>mAP@[0.75]</th>
<th>mAP@[0.5, 0.95]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster RCNN</td>
<td>ResNet-101</td>
<td>0.693</td>
<td>0.535</td>
<td>0.472</td>
</tr>
<tr>
<td>SSD</td>
<td>ResNet-101</td>
<td>0.573</td>
<td>0.489</td>
<td>0.451</td>
</tr>
<tr>
<td>RetinaNet</td>
<td>ResNet-101-FPN</td>
<td>0.724</td>
<td>0.546</td>
<td>0.480</td>
</tr>
<tr>
<td>CornerNet</td>
<td>Hourglass-104</td>
<td>0.722</td>
<td>0.559</td>
<td>0.491</td>
</tr>
<tr>
<td>CenterNet</td>
<td>ResNet-101</td>
<td>0.703</td>
<td>0.557</td>
<td>0.498</td>
</tr>
<tr>
<td>CenterNet (LSM)</td>
<td>ResNet-101</td>
<td>0.726</td>
<td>0.584</td>
<td>0.536</td>
</tr>
<tr>
<td>CenterNet (AutoML)</td>
<td>ResNet-101</td>
<td>0.737</td>
<td>0.603</td>
<td>0.545</td>
</tr>
</tbody>
</table>

---

![Fig. 6: Least square fitting curve and broken line connected by the original points.](image1)

![Fig. 7: Convergence curves of the least square fitting model with alpha=0.733 and AutoML model.](image2)
ject detection does not increase with the increase of alpha all the time, but actually increases at first and then begins to decrease. The reason is mainly that during the increase of alpha from 0.600 to 0.733, the new boundary box calculated by clip operation for the remaining plants becomes more accurate. As the alpha continues to increase, although the new boundary box obtained by the clip operation is more accurate, the training data’s diversity begins to decrease. Nevertheless, the deep learning model needs to be driven by big data with high richness to get better accuracy. It can be seen from Fig. 6 that after the alpha increases to 0.733, the accuracy of the model begins to show a downward trend, which is mainly because the low data richness begins to play a greater impact on the model’s accuracy from then on. On the whole, in the range of 0.5 to 0.95, alpha presents a univariate quadratic monotonic function to the accuracy of the model, and it makes the accuracy of the model increase at first and then begins to decrease.

Advantages and Disadvantages of Automl Method and Least Squares Method

In comparison to the least square method model, the AutoML model’s accuracy is higher and it is an end-to-end training method without manual intervention, but the training time and training resources of the AutoML model are also higher. From the overall point of view, the final accuracy of the AutoML model is 0.545 in mAP@[.5, .95], which is higher than the accuracy of 0.536 in mAP@[.5, .95] selected by the least square method. However, since the variables alpha and mAP@[.5, .95] conform to a quadratic equation of one variable, only 3 different alphas and mAPs@[.5, .95] are needed to determine the equation expression. That is, the univariate quadratic equation can be determined only after 3 rounds of training and testing with different alphas. By contrast, when training the AutoML model, in each epoch 9 models need to be trained with 9 different alpha values from the parameter interval of [0.5, 0.95] with a step of 0.05. To sum up, though the AutoML method is an end-to-end method, the time cost and training resource cost of the AutoML method to find an optimal is about 3 times that of the least square method.

CONCLUSIONS

This article mainly proposed an AutoML method and a least square method for searching for an optimal model for detecting diseases and pest plants on the UAV image. The least square method finally fits an optimal alpha with the value of 0.733, and the accuracy of the corresponding model can reach 0.536 in mAP@[.5, .95]. The AutoML method uses the best model in the previous epoch as the initial model in each epoch, and the accuracy of the AutoML method is 0.545 in mAP@[.5, .95], which is higher than that of the optimal model find by the least square method. However, the training duration and training resource consumption of the AutoML model is about 3 times that of the least square method model. Therefore, in the actual application, a trade-off can be made according to the accuracy requirements, resource consumption, and task duration.
ACKNOWLEDGMENTS

The authors are very grateful to the Lingyuan Forestry Bureau for assisting in the data collection process.

REFERENCES


Tang, Y. 2014. Research on the vegetation identification method based on UAV image acquisition. Chengdu University of Technology, Chengdu, Sichuan.


Wu, Q. 2013. Research on bursaphelenchus xylophilus area detection based on remote sensing image. Anhui University, Hefei, Anhui.


Yuan, H. and Hu, X. 2016. Random forest and object-based classification for forest pest extraction from UAV aerial imagery. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, XL1-B1: 1093-1098.


The Inherent Grave Consequences of Glacial Retreat

Shefali Arora
Department of Chemistry, University of Petroleum and Energy Studies, Dehradun-248007, Uttarakhand, India
†Corresponding author: Shefali Arora; shefali.arora@ddn.upes.ac.in

ABSTRACT

Glaciers are the protector of climate change. As glacier melting is a long-term process, it does not gain the same attention in comparison to other crises. The visible evidence of global warming is the glaciers. The main cause of glaciers melting is the rising temperature of the earth by CO$_2$ emission and ocean warming. Deforestation, burning fossil fuels, transportation, and other human activities raise the atmospheric concentration of CO$_2$ and other greenhouse gases (GHGs) which warm the planet and ultimately cause the glacier to melt. 90% of the earth’s warmth is absorbed by the ocean and is responsible for the melting of marine glaciers. The main deglaciation consequences are sea-level rise which has contributed to rising sea level by 2.7 cm since 1961. Glaciers are always been of substantial research as their long-term behavior is like a barometer to check the weather variability, change in flora and fauna, and economic activity. Deglaciation promises grave consequences for wildlife, plant, and the region’s people and a frightening future. This paper showcase how glaciers are melting and hearts are frozen.

INTRODUCTION

Currently, we are on the edge of a climate crisis, so a lot of work is to be done to control the present situation. Reducing the human carbon footprint and climate change solutions would be the main focus of society if they want to avail the nature’s gift for long. Melting glaciers could create actual loss to the livelihoods of untold millions. The risks become too real in terms of unpredictable water supplies, increased extreme flooding, varying weather patterns, and changes in energy and food production. 10% of the earth’s surface is covered by glaciers and 70% of the world’s freshwater comes from it. The building of glaciers takes millennia and its size depends on the retaining capacity of ice glaciers throughout their lifespan. The main culprit of glaciers melting is human activity which in turn emits carbon dioxide and other greenhouse gases. It has been stated that glacial melting has accelerated over the past three decades. Per the study of 2019 satellite by the University of Zurich (Switzerland) and the World Wildlife Fund warns to evaporate over a third of all glaciers by 2100 and the loss of ice has already reached 335 billion tones/year. As soon as the glacier starts to break down, the glacier structure starts interacting with meltwater and seawater which increases the process of fast melting and retreat. The white surface of glaciers reflects the sun’s rays which makes our current climate forbearing. As soon as the glacier melts, the dark surface of the glacier absorbs and releases heat and increases the earth’s temperature. Glaciers have snow with gases, dissolved chemicals, and particulates which were carried by atmospheric wind current, and this snow traps all the transported substances. Long-lived gases e.g. CO$_2$ and air bubbles accumulate over the months and years and preserve the current atmospheric conditions at the time of precipitation. The mountain glacier has a special place in the heart of people. Disappearance and fast retreat of glaciers directly impact the survival and livelihood of residents and also threaten the cultural importance of glaciers (Jurt et al. 2015). Glaciers are delicate like human beings and we humans are building instability into them. This review is focusing on the relationship between the environment and glacial retreating and how deglaciation affects the flora and fauna and tourism industry.

GLACIERS RETREATING VS ENVIRONMENT

Direct and indirect human activity affects the climate and climate, in turn, affects the glacier retreating. Rapid increasing temperature potentially affects the natural and social system (IPCC 2014). Because of global warming, most of the world’s mountain glaciers are decaying since 1950 and due to climate conditions, the glaciers are going to shrink even in the absence of future temperature rises (IPCC 2013). As glaciers are so sensitive to temperature swings and going with climate change. In the early 20th century glacial retreat (the position of a mountain glacier’s terminus is farther up the valley than before) was found around the world at un-
paralleled rates. The reason for this massive glacier retreat was industrial revolution started around 1760. In this century various ice caps (a dome-shaped mass of glacier ice that spreads out in all directions) and ice shelves (a portion of an ice sheet that spreads out over the water) vanish together. Glaciers divulge clues about global warming. Within the past 200 years, 40% of CO\(_2\) is enhanced in the atmosphere by human activity. Other gases e.g. methane are increased by a factor of 2 to 3 or more. Heat radiated from the surface of the earth is absorbed by these greenhouse gases and warms up the atmosphere slowly. These greenhouse gases are called heat-trapping gases and are responsible for the warm climate and glacier retreat in the past 50 years. Other causes such as the burning of fossil fuel and forests, increased dust, farming, and soot from grazing also affect the glacier retreat. The Worlds Glacier Monitoring Services (WGMS) monitors changes worldwide in more than 100 alpine glaciers and out of 42 of those glaciers defines as climate references glaciers with records span of more than 30 years. NASA has shared an image of the melting Upsala Glacier which is the third-largest in the Southern Patagonian Icefield of Argentina and Chile. The image depicted that a large chunk of the Upsala Glacier (Fig. 1) breaks away due to the climate crisis. The glacier retreated more than 3 km between 2001 and 2016. The image is shot by a fresh astronaut, Thomas Pesquet from International Space Station (ISS) (NASA Image 2021).

Ice is very white and the white color reflects the sunlight more, that’s why large ice fields can govern the weather patterns. Another factor is air temperature which is very high above the ice...
patterns. Another factor is air temperature which is very high above the ice caps rather than its surface. The weather system is affected by wind patterns and can be dramatic around ice-covered land capes. International Panel on Climate change (IPCC) reported that more water flows to the seas from glaciers due to temperature rises which cause increased volume and warm ocean water. In the past hundred years, the global sea level has increased between 4 & 8 inches (10 & 20 cm). 25% (1% per year) of glaciers declined from 1975-2000 and during 2001-2005, this value drop up to 10-15% (2 to 3 % per year) (Haeberli et al. 2007). It was estimated that by 2100, the reduction in alpine glaciers will be 4%-18% of its 2012 size (Matthias et al. 2012). During 1930-2012, a 30% reduction in the total area of the Blanca glaciers was studied in the Peruvian Andes of South America (Schauwecker et al. 2014). In the past 100 years, 85% of ice bodies have been reduced in the glacier area of Kilimanjaro National Park which was 11.40km$^2$ to 1.76km$^2$ from 1912 to 2011 (Cullen et al. 2013). Various meteorological condition e.g. gale wind, heavy rain, fog, and strong sunlight is responsible for moraine (material left behind by the moving glacier) stability and influence glacial runoff. The climate change effect was reported by NASA Scientists because of the fast decay of ice sheets and increase global sea levels in a gigantic cavity of nearly 300 meters tall found at the bottom of Thwaites Glacier in West Antarctica (Fig. 2). As per the NASA statement, Scientists found some gaps between bedrock and ice at Thwaites’s bottom resulting the flow in of ocean water and melting of the glacier from the bottom reported by Eric Rignot of the University of California, Irvine in the US. The cavity is very large and contained 14 billion tonnes of ice and mostly ice melted over the past three years (World’s News 2019).

The Franz Joseph Glacier retreated 2.44 km during 1946-2008 with an annual retreat of nearly 39 km (Purdie 2013, Purdie et al. 2015). By 2100, the Franz Josef Glacier will be lost from 11 km to 6.4 km of its current length with a 62% reduction in the ice (Anderson et al. 2008). 70% of the world’s tropical glaciers are found in Peru and by the 1970s, 40% of their surface area has been lost. The best example is the Patoruri glaciers in Peruvian Andes (Scott et al. 2007) reported that during 1991-2006, the Chacataya Glacier decreased by 80% in Bolivia and the glacier had completely disappeared by 2009.

Edson Ramirez, the local expert predicted the demise of an 18,000-year-old ice field namely Bolivia’s 5,300 m high Chacaltaya glacier will disappear by 2015 but the last of the permanent snow disappeared in 2009 (Fig. 3). Alfredo Marinez of the neighborhood ski club Andino
Boliviano wrote in a very tearful nostalgic message for the glacier “Chacaltaya was my bride in white—now she’s dressed for a funeral”. Another very good example of glacier retreat due to climate effect is the largest glacier in the Italian Alps, the Forni glacier which retreated 535m and annually retreats more than 30m. The Forni Glacier area had lost 0.51 km² by 2012 as compared to 2007 (Azzoni et al. 2017). During 1950-2000, the air temperature increased by 2.5°C and in the 1930s the regional rapid warming increased (Turner et al. 2017, Vaughan et al. 2003). Glacier recession and ice-shelf collapse have been observed due to the southward movement of annual mean air temperature by -9°C isotherm. Warming in the region of James Ross Island started around 600 years ago and rapidly increased over the last century. This situation of warming is uncommon (Mulvaney et al. 2012). So global warming is responsible for the disappearing, shrinking, and retreating of glaciers (Marzeion et al. 2014, Zemp et al. 2015, Roe et al. 2017).

**GLACIER RETREATING VS FLORA**

Scientists revealed that facilitation and competition work together in the same ecosystem. So, competition alone is not the factor for studying criteria of species succession and coexistence (Callaway & Lawrence 1997, Losapio et al. 2015), especially in the mountain ecosystem. The role of species interaction and environment present geophysical focus is helpful to understanding the biotic pattern. Ecological succession also depends upon the interactions with surroundings organisms, such as seed predators, herbivores, soil microbes, and pollinators. The retreat of glaciers disturbs the natural hazards, water availability, landscape configuration, and the world’s ecosystem, and ultimately great impact on society (Fell et al. 2017, Cauby-Fraunie & Dangles 2019). Plants communities are very sensitive to the proglacial environments and ongoing glacier recession and sensitive to planning and projecting sustainable ecosystem management and biodiversity dynamics (Walker & Del Moral 2003, Erschbamer 2007). Losapio et al. (2021) studied the environmental condition, leaf traits, fine spatial scale, Spatio-temporal context, and species-to-species studies in various plant communities spanning 0 to 5000 years on average and collected the data after glacier retreat. Scientists found that 22% of plant species showed a response to glacier retreat non-linearly and with glacier extinction, the local species disappear. 66% of the species contribute to distribution patterns positively in soil carbon enrichment. In addition to 34% of the variance in plant communities is found in driving the Spatio-temporal dynamics. This study concluded that with the glacial retreat, the plant diversity first increases and more than a fifth of plant species considerably decreases and will lose with glacier disappearance. Coldwater temperature is the requirement for the survival of many aquatic flora and fauna species in the mountain environment. The loss of 4 glaciers threatened various rare and endemic species that exist at their tolerance limits. Deglaciation affected

![Fig. 3. A nostalgic look back at the demise of the world's highest Chacaltaya glacier (Wilkin 2013).](image-url)
plant succession and was investigated in Alaska-USA and
Glacier Bay (Cooper 1923a, Cooper 1923b, Cooper 1923,
Cooper 1939, Gurung et al. 2012). Three main vegetation
types were reported at Glacier Bay: Spruce forest, willows
alder thicket, and pioneer community. Soil development due
to deglaciation is the major cause of this vegetation. Various
factors such as temperature, availability of nutrients, length
of growing seasons, and topography are affected the plant
succession in de-glaciated soil. In East, Brogger Glacier
scattered patches of vascular plants and Bryophytes are
found in comparison to the older de-glaciated area where
well-developed patterns of some bryophytes and vascular
plants exist (Kleiden & Mooney 2000, Minami et al. 1996,
Cannone et al. 2004). The four steps seen for the plant suc-
cession in the Alexander Fiord region are mass, graminoid
ford, deciduous shrub moss, and evergreen dwarf-shrub moss
(Jones & Henry 2003). As per the reporter of BBC, Victoria
Gill, climate change destroy Antarctica’s ancient moss bed.1
Every Antarctic summer, the lush green mosses come out
from the ice in East Antarctica. Prof. Robinson has done a
pilot study in 2003, with continuous monitoring in 2003 and
2008, and found that green moss beds had first turned dark
red and then grey (means dying). He reported that the mosses
are severely stressed and the antioxidant and UV-Screening
compounds and pigments were produced by the mosses to
protect themselves (Victoria 2018) (Fig. 4).

**GLACIER RETREATING VS FAUNA**

Glacier retreat impact is also seen in the extinction of ani-
mals that live on or near glaciers. Glaciers are the home of
many unique organisms e.g. the entire life of the tiny ice
worms spends on ice. Feeding on glacier algae and once in
a while snatched up by hungry snow bunting. These worms
disintegrate over 50°C and their physiological adaptation
to survive at 0°C remains unknown. The 3000 years old
“epishelf lake” in the Northern hemisphere supported a rare
ecosystem in which marine organisms lived in harmony
with their freshwater brethren. It was quoted that 96% of
this low-salinity habitat has been disappearing by 2002
(WWF Report 2016). Animals that are directly dependent
on glaciers are also threatened. Small living sea birds (Kittitz
murrelet) who depend on food, especially in areas where
glacial meltwater enters the oceans are going to be extinct.
The population of these birds is located in Alaska. Kittitz’s
murrelet is very unique and found its inmost association with
glaciers in danger. Deglaciation creates the disturbance of the bird’s glacial habitat and decreases the availability of the fish which it eats. In 2001, Lynn Canal Conservation and Sitka Conservation society listed Kittitz’s murrelet on the list of endangered species. By 2013, a landmark agreement called the federal listing proposal comes for the protection of 757 species including the Kittiltz’s murrelet (Siegel 2009) (Fig. 5).

The sea level rises continuously by 0.2-0.4 mm per year due to glaciers retreating. A recent study of Alaska and the Patagonia Icefield confirmed the increase in the sea level by 0.375mm/year. A 1 m global sea level rise displaces 24 million people in Bangladesh, India, and Indonesia and overwhelms 80% of the Maldives. The Sunderban, the home of the world’s largest tiger population, disappeared by the end of the 21st century due to rising sea levels. The primary factor is the tiger’s ability to adapt as result of Sunderban’s anticipated sea level rise (WWF report 2010). By 2070, a 28 cm sea level rise will result in a 96% loss in the Sunderban’s remaining tiger habitat. Keya Chatterjee, director of WWF-US reported that due to climate change the sea-ice of the polar bear and mangrove forest of the Bengal tiger, and various species of reptiles, fishes, birds, and mammals will effect. The rapid melting of the glacier causes the transport and mobilization of various organic and inorganic molecules with some pollutants (Fountain et al. 2012). In the mountain area of the Alps, the level of nickel and other heavy metals increases due to the melting of rock glaciers which was a great threat to the ecosystem (Thies et al. 2007).

GLACIAL RETREATING VS TOURISM

Various organizations and programs such as World Meteorological Organization and the United Nations Environment program give special focus on the impact of climate change on tourism (Hall et al. 2013, Wang 2015). The sustainable development, beauty, and quality of glacier tourism are greatly affected by global warming (Wang & Jiao 2012, Wang & Cao 2015, Wang & Zhou 2019). The shrinking and retreating of glaciers around the world have been proved by a time series analysis of glacier areas, lengths, volumes, and physical balance monitoring changes (IPCC 2013). Rocky Mountain, the Andes, and the Alps are the world’s glacier tourist destinations that have lost 7000 km of ice from 1971-2010 (WGMS, 2012). Glacier tourism is a multimillion-dollar industry. Glacial retreat causes a change in surface morphology, thinning rates, and assessing hazards that create difficulty in the access of the glaciers. The impact of deglaciation on the economic earner was significant but only a few studies have been reported (Burki et al. 2005, Ritter et al. 2012). Another aspect of glacier retreating is to increase the interest in glacier tourism. In Norway, at Jostedalsbreen, tourists take the effect of climate change as a catalyst, and the number of visitors increases. They take this as a last-time opportunity and their response is like a final

Fig. 5. The Kittlitz’s murrelet is found only in Alaska and portions of the Russian Far East (Siegel 2009).
chance to tourism. So it can be said that “Tourists specifically look for disappearing landscape” (Lemelin et al. 2010). Tourists want to explore the location where distinct species, landscapes, or social heritages are going to vanish. In China, at Biashui Glacier No. 1, various tourism opportunities like glacier museums and telescope tours are developed to retain the disappearing resources as pristine as possible (Lemelin et al. 2012). The Canadian Rocky Mountains did a survey and found that the warmer temperature conditions increase the summer tourist season (Scott et al. 2016). Internationally, different measures are adopted to give momentum to glacier tourism, and in this direction, the ski industry is very proactive. In New Zealand, the ski-industry value is exceeding 1.4 million per year (Price 2010). In 2018-2019, 5000 people traveled to the Southern part of the Antarctica glacier (Fig. 6). It was a 53% jump from 2014-2015 as per the data of the International Association of Antarctic Tour Operators (IAATO) (Halpern 2020).

Now snowmaking technology is the main focus of the ski industry for increasing the economic value of the industry in terms of monetary and environmental aspects (Hendriks et al. 2012). Eijgelaar said, “Glaciers are unlike endangered species and when they’re gone, they’re gone forever.” The glacier was God’s great plow so enjoy every bit of the existence of the beauty of it.

**CONCLUSION**

For controlling the glacier retreat there must be a collaboration between the scientific community and government policy. The gap between science and industry should be addressed. Important studies like surface morphology change, bed topography, remote sensing, hazard analysis, surface melting and increased debris studies, etc. are helpful to know the cause, process, and impact of glacier retreats and how safely they can be accessed (Brook & Winkler 2013).

As our globe is under the new environmental pressure of glacial retreating which in turn affect very-very wrong with our ecosystem and disastrous consequence elsewhere. At last, we have to think about “What happens when the roof of the world melts.”
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ABSTRACT

The halophilic consortia were enriched from water samples of Abhhor, Red Sea, Jeddah, Saudi Arabia for the degradation of phenanthrene, fluorene, hexadecane, pyrene, and treatment of automobile service station wastewater under saline conditions (4%). Complete degradation of phenanthrene and fluorene was recorded up to a concentration of 500 mg L⁻¹ in 12 days, when the concentration was raised to 800 mg L⁻¹, the percentage of degradation of the two compounds was recorded by 84 and 90% within 14 days, while when the concentration increased to 1000 mg L⁻¹, a significant decline was recorded. Pyrene degradation was studied under saline conditions, where it recorded a degradation rate of 92 and 81% at a concentration of 50 and 100 mg L⁻¹ in 10 and 12 days, respectively, while when increasing the concentration, a severe decrease in the percentage of degradation was recorded that reached 57 and 44% at concentration 200 and 300 mg L⁻¹, respectively. Hexadecane recorded complete degradation at a concentration of 0.5 and 1%, within 4 and 6 days, respectively, while at a concentration of 1.5%, the rate of deterioration was 88% in 10 days. Record 93% removal of COD in CSTR within 40th day, when treatment of automobile service station wastewater with halophilic bacterial consortia. The existing bacterial strains were classified as potentially responsible for petroleum hydrocarbon degradation and treatment of automobile service station wastewater such as Ochrobactrum, Propionispira, Martellella, Bacillus, Marinobacter, and Azospira. The present study recommends that the hydrophilic consortia can be used in the treatment of automobile service station wastewater under saline conditions.

INTRODUCTION

Pollution by petroleum hydrocarbons is one of the most serious issues that occupy the world at the present time, as it is considered one of the most dangerous pollutants in the water and terrestrial environments (Isiodu et al. 2016, Logeshwaran et al. 2018, Imron et al. 2019, Khalid et al. 2021). During the past century, the production and transportation of the use of petroleum compounds witnessed great progress, as this led to more concerns towards both humans and the environment, as oil spills in the marine environment caused many devastating environmental problems (Ivshina et al. 2015, Pereira et al. 2019, Khalid et al. 2021).

Due to human activities in the environment, many toxic compounds and pollutants entered marine ecosystems, and this led to changes in the composition and life of these aquatic ecosystems (Chen et al. 2017). Pollution of the seas with petroleum compounds occurs through oil spills, naturally or artificially, as natural spills occur through oil spills through volcanic processes and natural leaks from reservoirs in the depths of the oceans, synthetic spills, including many processes, including spills that occur during oil extraction and transportation, oil loading operations, and transportation accidents. These operations are among the main problems of pollution of the seas and oceans with hydrocarbons. As well as oil spills from oil transportation pipelines, vehicles, spills from sites, and drilling and exploration operations, in addition to wrong practices for the disposal of petroleum waste (Simister et al. 2013, Hewelke et al. 2018, Xu et al. 2018).

The automobile service station is considered one of the basic components in the service sector industry, as the most important environmental impacts that result from these services are the leakage of motor oils into the soil, as well as water used in washing and other wastes resulting from these...
stations. This pollutant release leads to many problems in the soil such as loss of fertility, permeability, the ability of the soil to hold water, and other important biological properties of the soil.

At present, the interest of researchers and the world has become focused on finding renewable and environmentally friendly energy sources (Pereira et al. 2019). Crude oil is a complex compound (Xue et al. 2015), it contains thousands of different hydrocarbon compounds (Cheng et al. 2014) and due to the toxicity of these compounds for both humans and the environment. Bioremediation of hydrocarbon pollutants has been proposed as a promising solution to get rid of various environmental pollutants, in addition to the natural biodegradation operations that naturally occur in the polluted environment (Thapa et al. 2012, Ron & Rosenberg 2014).

Many previous studies and research have focused on the ability of single or combined bacterial strains, as these cannot biodegrade hydrocarbon pollutants in the presence of different concentrations of salt (Jamal & Pugazhendi 2018, 2021). The present study aims to determine the ability and efficiency to degrade the petroleum hydrocarbon compounds (Phenanthrene, Pyrene, Fluorene, and Hexadecane) by halophilic consortia, which was, enriched from the coast of Abhor, Jeddah, Saudi Arabia (SA) under 4% salty conditions.

The halophilic consortia were also used to treat the automobile service station wastewater under salty conditions and to define the existing bacterial strains that have the capability to degradation of hydrocarbons under these conditions.

**MATERIALS AND METHODS**

**Sampling**

Marine water samples were gathered from Abhor, Red Sea, Jeddah, SA. Samples were gathered in sterilized Schott glass bottles (250 ml) and transferred to the laboratory for further research experiments.

**Chemicals**

Fluorene, phenanthrene, pyrene, and hexadecane were purchased from Sigma Aldrich® with a purity of 98-99%, while all chemicals and reagents used were purchased from Himedia®.

**Medium Composition**

The medium used in this study was mineral salts medium (MSM), which was described by Liu et al. (1995), and this medium consists of the following mg/L: 435 K$_2$HPO$_4$, 85 NH$_4$Cl, 170 KH$_2$PO$_4$, 27.5 CaCl$_2$, 668 Na$_3$PO$_4$-7H$_2$O, 0.25 FeCl$_3$, 6H$_2$O, 22.5 MgSO$_4$.7H$_2$O, as it was modified by adding up to 40 g/L of NaCl, and then it was sterilized by autoclave (JSR, South Korea), at 121 °C for 15 min at 15 lbs. In this study, 4 compounds of petroleum hydrocarbons (Fluorene (FLU), Phenanthrene (PHE), Pyrene (PY), and Hexadecane (HXD)) were used, to evaluate the biodegradation capacity of a halophilic consortia that were enriched from in Abhor, Jeddah, SA. Different concentrations of stock solution were prepared for the petroleum hydrocarbon compounds used in this study and then stored in the refrigerator at 4 °C.

**Enrichment of Consortia**

Samples were enriched after collection in mineral salts medium (MSM) in an Erlenmeyer flask (250 mL), with phenanthrene (PHE) compound as the sole carbon source, and incubated in an IKA™ orbital shaker at 150 rpm.

**Biodegradation of Petroleum Hydrocarbons**

All biodegradation experiments of petroleum hydrocarbons were carried out using an experimental design. This design consisted of two controls (C1, C2) = (MSM + hydrocarbon as carbon source), and two test samples (T1, T2) = (MSM + hydrocarbon as carbon source + Bacterial Culture (BC), where the degradation process was studied at 4% NaCl concentration under a saline condition in MSM.

All biodegradation experiments were performed in duplicate and then kept in IKA™ orbital shaker at 150 rpm at 30 °C. For the extraction of hydrocarbons remaining from the biodegradation process, ethyl acetate (C$_8$H$_{18}$O$_2$) v/v, was utilized for the process of separating hydrocarbons from the media and the halophilic consortia in experimental flasks, in which the samples were filtered by anhydrous sodium sulfate to remove the aqueous phase. After extracting, the samples were condensed to 1 mL after the filtration process by a PTFE syringe filter (0.2 µm) in a vial for GCMS (Gas chromatography-mass spectrometry)/HPLC (High-Performance Liquid Chromatography) analysis. The extraction process was performed twice to ensure a high recovery of hydrocarbons.

**High-Performance Liquid Chromatography (HPLC) Analysis**

Mineralization of PAHs (PHE-FLU-PY) was analyzed in HPLC (Agilent, USA). The mobile phase (acetonitrile-1mL.min$^{-1}$) and stationary phase (C$_{18}$ column, Zorbax Eclipse plus) was used in HPLC for PAH degradation analysis. UV detector (254 nm) was utilized to disclose the PAHs present in the sample. Standards with high purity (>99%) were used to attain the linearity line for the calibration process.
Gas Chromatography-Mass Spectrometry (GCMS) Analysis

Hexadecane degradation by the consortia was analyzed in GCMS (Shimadzu, Japan). The temperature program for the analysis was used as detailed by Pugazhendi et al. (2017). Helium was utilized as the carrier gas with a flow rate of 1 mL.min⁻¹. Hexadecane high pure grade obtained from sigma was used for standard graph calibration.

Bioreactor Study

A double casing acrylic bioreactor continuous stirred tank reactor (CSTR) with a total amplitude of about 10 L. About 7 L were utilized in the experiment, samples were collected from automobile service station wastewater (6.5 L), running the reactor under continuous stirring, and 0.5 L of halophilic consortia. The air pump was linked to preserving the oxygen standard in the reactor and the temp was also controlled at 30°C by the water circulation unit (temp controlled) under salty conditions (Fig.1). Organic loading rates were determined as 0.084, 0.112, and 0.168 kg COD / m³.day. It was found that the improved OLR is 0.112 kg COD / m³.day with Hydraulic Retention Time (HRT) for 15 days. The bioreactor study took about 40 days during which the analysis of chemical oxygen demand (COD), mixed liquor volatile suspended solids (MLVSS), and mixed liquor suspended solids (MLSS), measurement was done according to the standard methods (APHA 2005).

Phylogenetic Analysis

Bacterial strains present in the consortia during the PAHs degradation and bioreactor study were analyzed using high throughput sequencing technique. The samples collected during biodegradation and operation of CSTR succumbed to DNA extraction (DNA Extraction Kit, Qiagen, Germany). Initial DNA was amplification was performed in PCR (Polymerase Chain Reaction) machine with universal primer (27F and 1492R). High throughput sequencing was executed with primers (515-532U and 909-928U) targeting the V4-V5 region in the 16S rRNA nucleotide sequence (Pugazhendi et al. 2017). The sequence obtained was analyzed in BLAST (Basic Local Alignment Search Tool) to recognize the bacterial strains.

RESULTS AND DISCUSSION

The biodegradation of petroleum hydrocarbons was studied by a halophilic bacterial consortia under salty conditions (40 g/L) of NaCl concentration, which was enriched from the coast of Abbor, Red Sea, Jeddah, SA, where degradation and treatment of automobile service station wastewater were used. An initial study of PHE degradation at 50 mg/L con-

<table>
<thead>
<tr>
<th>Petroleum Hydrocarbons</th>
<th>Concentration</th>
<th>Degradation [%]</th>
<th>Time (day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenanthrene [mg.L⁻¹]</td>
<td>50</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>84</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>62</td>
<td>16</td>
</tr>
<tr>
<td>Fluorene [mg.L⁻¹]</td>
<td>50</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>90</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>71</td>
<td>16</td>
</tr>
<tr>
<td>Pyrene [mg.L⁻¹]</td>
<td>50</td>
<td>92</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>81</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>57</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>44</td>
<td>16</td>
</tr>
<tr>
<td>Hexadecane [%]</td>
<td>0.5</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>88</td>
<td>10</td>
</tr>
</tbody>
</table>
centration in MSM confirmed the capability of the halophilic bacterial consortia to fully degrade PHE and FLU within 6 days see Table 1.

**Degradation of Various Petroleum Hydrocarbons**

**Phenanthrene (PHE) and Fluorene (FLU)**
The biodegradation of PHE and FLU were studied by the halophilic consortia at various concentrations (50, 100, 200, 500, 800, and 1000 mg.L\(^{-1}\)) under salty conditions. PHE and FLU were degraded at concentrations of 50, 100, 200, and 500 mg.L\(^{-1}\) completely within 6, 7, 8, and 12 days, respectively as shown in Fig. 1 & 2. When the PHE and FLU concentration was raised to 800 mg.L\(^{-1}\) the proportion of degradation was about 84% and 90% within 14 days, respectively. In the concentration of 1000 mg.L\(^{-1}\) for each of the two compounds, a significant decrease in the percentage of biodegradation was recorded, reaching about 62% for PHE and 71% for FLU within 16 days, where a diminution in the percentage of degradation and a raise in the time taken for degradation of these compounds were observed. Table 1 shows the concentrations and degradation rates of hydrocarbons and the days to degradation. The results revealed a high agreement with studies conducted by Jamal and Pugazhendi (2018, 2021) - a degradation of more than 92% of PHE and FLU to a concentration of 800 mg.L\(^{-1}\) under salty conditions by halophilic consortia.

**Pyrene**
The biodegradation of PY by a halophilic consortia was studied under salty conditions. The degradation of PY was recorded at a concentration of 50 m.L\(^{-1}\), where the percentage of degradation was about 92% within 10 days as shown in Fig. 3. Whereas when the PY concentration augmentation was 100 mg.L\(^{-1}\), a degradation of about 81% was recorded within 12 days. When the concentricity was raised to 200 and 300 mg.L\(^{-1}\), a degradation ratio of about 57% and 44% were recorded within 14 and 16 days, respectively. A severe decrease in the percent degradation was observed due to the suppression of the compound and its high toxicity, as it works to inhibit bacterial growth and stop biodegradation (Vaidya et al. 2017).

**Hexadecane**
The biodegradation of HXD was studied at a concentration of 0.5 and 1%, and complete degradation of HXD was registered within 4 and 6 days, respectively (Fig.4). When the HXD concentration was raised to 1.5%, the compound registered 88% degradation in 10 days by the halophilic bacterial consortia. Jamal and Pugazhendi (2021) recorded a complete degradation of hexadecane at different concentrations (0.5 and 1%), and at a concentration of 1.5%, the degradation rate reached 93% within 6 days under saline conditions (4%).

![Graph](image-url) Fig. 1: Degradation of PHE at 500 ppm by the halophilic consortia under salty conditions (4%).
Pyrene

The biodegradation of PY by a halophilic consortia was studied under salty conditions. The degradation of PY was recorded at a concentration of 50 mg L\(^{-1}\), where the percentage of degradation was about 92% within 10 days as shown in Fig. 3. Whereas when the PY concentration augmentation was 100 mg L\(^{-1}\), a degradation of about 81% was recorded within 12 days. When the concentration was raised to 200 and 300 mg L\(^{-1}\), a degradation ratio of about 57% and 44% were recorded within 14 and 16 days, respectively. A severe decrease in the percent degradation was observed due to the suppression of the compound and its high toxicity, as it works to inhibit bacterial growth and stop biodegradation (Vaidya et al. 2017).

Hexadecane

The biodegradation of HXD was studied at a concentration of 0.5 and 1%, and complete degradation of HXD was registered within 4 and 6 days, respectively (Fig. 4). When the HXD concentration was raised to 1.5%, the compound registered 88% degradation in 10 days by the halophilic bacterial consortia. Jamal and Pugazhendi (2021) recorded a complete degradation.

Fig. 2: Degradation of FLU at 500 ppm by the halophilic consortia under salty conditions (4%).

Fig. 3: Degradation of PY at 50 ppm by the halophilic consortia under saline conditions (4%).
Bacterial Society Analysis

Initial analysis of the bacterial communities detected the presence of different groups of bacteria and archae bacteria from the samples, as this consortia degraded the PHE and used it as the sole carbon source. Several bacterial strains found in the consortia were dominated by Martelella, Microbacterium, Propionispira, Ochrobactrum, Azospira, and Gordonia, in addition to the presence of a trace amount (≤1%) of different bacterial genera (Bacillus, Rhodococcus, Mycobacterium, Fusobacteria, Aeromonas, and Flavobacterium), which were present in the consortia during the biodegradation of PHE.

Interestingly, the bacterial consortia exhibited high growth when HXD was used as a carbon source and recorded different lineage of and dominated bacterial strains such as Bacillus, Microbacterium, Martelella, Gordonia, Ochrobactrum, and Mycobacterium. Through the aforementioned results, it was found that the presence of halophilic bacterial consortia has the potential to degrade the various hydrocarbons and the strains’ occupation percent change instituted on the hydrocarbons used as the sole carbon source.

In the studied samples from CSTR, several bacterial strains were found in the reactor where Martelella was dominated, followed by Propionispira, Bacillus, Microbacterium, Mycobacterium, Ochrobactrum, Azospira, Pseudomonas and Gordonia, in addition to a small number estimated at 0.5 of other bacterial strains such as Rhodococcus, Sphingomonas, Fusobacteria, Pseudomonas, Sphingomonas, Flavobacterium, Stenotrophomonas, and Aeromonas. Table 2 shows the percentage of bacterial strains that were dominant in this study. There are several studies revealed the efficiency of Martelella on the degradation of different PAHs that have proven its ability to degrade these compounds under saline conditions (Al Farraj et al. 2020, Chen et al. 2020, Li et al. 2020, Jamal & Pugazhendi 2021). Several studies have demonstrated the ability of several bacterial strains to degrade petroleum hydrocarbons, such as Martelella, Bacillus, Ochrobactrum, Gordonia, and Marinobacter under saline conditions (Adam 2016, Varjani 2017, Huang et al. 2019, Al-Mur et al. 2021).

Treatment of Petroleum Hydrocarbon from Automobile Service Station Wastewater in the Bioreactor (CSTR)

In this study, a bioreactor (CSTR) was operated to treat automobile service station wastewater collected from Jeddah, SA by a halophilic consortium under saline conditions, which is
The reactor was operated at different organic loading rates (OLR) (0.168, 0.112, and 0.084 kg.m\(^{-3}\) day), and the OLR was optimal (0.112 kg.m\(^{-3}\) day), with a hydraulic retention time (HRT) of 15 days (Fig. 5). Maximal COD removal of 93% was recorded in CSTR on 40\(^{th}\) day, while MLSS and MLVSS were maintained at 3.8 g.L\(^{-1}\) and 3.2 g.L\(^{-1}\) in the optimized conditions as shown in Fig. 6. Al-Mur et al. (2021) in a study conducted on petroleum refinery wastewater treatment in CSTR, where COD removal recorded about 92%, this is consistent with the current study.

**CONCLUSIONS**

In this study, halophilic bacterial consortia enriched from Abhor, Red Sea, Jeddah, SA, showed its ability to degrade petroleum hydrocarbons under salty conditions (4%). Halophilic consortia’s ability to degrade PHE and FLU compounds is up to 92% up to 1000 mg.L\(^{-1}\) effectively, while PY degradation has a degradation rate of less than 70%, while HXD recorded a complete degradation at the concentration (0.5 and 1%), while at 1.5 % concentration the degradation recorded 88% under salty conditions. The CSTR study clearly demonstrated the efficiency and potential of the halophilic consortia in the treatment of automobile service station wastewater with about 93% removal of COD on the 40\(^{th}\) day under salty conditions. Thus, the halophilic bacterial consortia are a promising candidate that we can employ in the treatment of automobile service station wastewater and the degradation of petroleum hydrocarbons in our various ecosystems.
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Fig. 5: Bioreactor (CSTR) design for the treatment of automobile service station wastewater by halophilic consortia.

Fig. 6: Treatment of automobile service station wastewater in CSTR using halophilic bacterial consortia under saline conditions (4%).
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INTRODUCTION

Groundwater is very important for industry, irrigation, and domestic purposes. Irrigation is the lifeline of agriculture in Arid and semi-arid regions. The demand for groundwater for irrigation is increasing day by day because of the induction of modern technology and the introduction of high-yielding varieties of seeds, pesticides, insecticides, chemical fertilizers, etc and due to the progress of the green revolution, the demand for groundwater in agriculture has increased a lot as compared to surface water (Gupta 2010). As a result, in some regions of India, water levels have declined significantly (CGWB 2009). Day by day decrease in the levels of groundwater has resulted in failure of bores holes, the drying up of dug wells and reduction in individual good yield, and an increase in power consumption (Gupta et al. 2021). Therefore, the availability and sustainability of safe groundwater are of great importance and demand and need a scientific action plan to ensure water security in the region. Groundwater is often developed without fully understanding its temporal and spatial formation and therefore in danger of its Overuse and pollution (Kumar et al. 2011). Therefore, groundwater management is key to the conflict in emerging water security problems. Knowing the depth of groundwater is a very important element in many cases, such as hydrological research, including agricultural salinity management, storage characterization, chemical seepage movement, and water supply studies (Maiti et al. 2013).

Water levels are also dropping as a result of natural and man-made activities, particularly in dry and semi-arid regions. Vertical electrical sounding (VES) surveys are beneficial and cost-effective in understanding underlying lithology and delineating potential groundwater zones (Bayowa 2020, Adagunodo & Oladejo 2020). In groundwater studies, the Schlumberger array is found to be more appropriate and common (Zhody 1969, Karlik & Kaya 2001). Many researchers have successfully used the approach to tackle groundwater problems (Karanth 1991, Janardhana et al. 1996, Balasubramanian et al. 1985). In groundwater investigation, the electrical resistivity method is the most generally recognized and used frequently (Kehinde & Oyeyemi 2018, Gupta et al. 2012). Electric currents are transmitted through electrodes into the ground, and the resistivity of rock formations is measured. In the study of groundwater, electrical resistivity techniques have become more important in exploration due to their inexpensive cost, ease of use, and ability to distinguish between fresh and saltwater (Pal & Majumdar 2001, Majumdar & Pal 2005, Narayanpethkar et al. 2006).

ABSTRACT

Electrical resistivity (Geoelectrical) methods are well-known and common techniques for investigating the groundwater potential zone. These methods are economically viable and have the highest resolving power compared with other geophysical methods. A total of fifteen Vertical electrical soundings were conducted in the village of Banauli, located in Singrauli district in Madhya Pradesh, India. Vertical electrical sounding was carried out using Schlumberger electrode configuration with the maximum current electrode (AB) spacing of 200 m and potential electrode (MN) spacing of 10 m. For interpretation of measured resistivity, the Partial curve matching technique was used to calculate the layer parameters (resistivity and thickness) and further depict the depth section of the profile. In this study, the maximum five-layer model is obtained, and most curves are of HAK types. The first layer has a mean resistivity value of 12.41 Ωm and a mean thickness of 0.94 m. The second layer has a mean resistivity of 7.93 Ωm and a mean thickness of 2.79 m. The third layer has a mean thickness value of 10.55 m and a mean resistivity value of 16.54 Ωm. The fourth layer has a mean resistivity value of 20.17 Ωm and a mean thickness of 9.20 m, and finally, the fifth layer, the bedrock, has a higher mean resistivity value of 59.92 Ωm. Thus, the obtained results may be used for identifying the drilling site for the groundwater potential zone.
THE STUDY AREA

Location

Banauli village is in the Singrauli Tehsil of Madhya Pradesh Singrauli district. It is 15 km from Singrauli, which is the district and sub-district headquarters of Banauli village. According to 2019 statistics, Banouli is the gram panchayat of Banauli village. The study area lies between latitude 24°1'0''N to 24°2'30''N and longitude 82°30'0''E to 82°32'0''E as shown in Fig.1. The settlement covers a total area of 251.83 hectares, and the population of Banauli is 1,233 people. In Banauli village, there are around 281 homes. Banauli village is a part of the Devsar assembly and Sidhi parliamentary constituencies.

Geology and Hydrology

In Village Banauli and surrounding regions, Talchir and Barakar formations are dominated by arenaceous facies consisting mostly of medium to coarse and very coarse-grained white to light brown sandstones, and Grey shale, arenaceous shale, and carbonaceous shale are the most common types of shale found in coal seams (Yadav et al. 1993). The weathering of sandstone in the Barakar formation is high to moderately and poorly consolidated mostly at a depth of 65 m and even up to a depth of 100 m in certain areas (Yadav 1997). The major groundwater reservoirs in the area are sandstone and fractured shale. Groundwater is found in sandstone and shales under water table conditions and is transferred through the cleavage and bedding planes of shale and sandstones. Rainfall through direct percolation to the saturation zone in the village and adjacent region is the primary source of groundwater recharge. Due to the area’s shallow soils, a large portion of the rainfall is lost as runoff. As a result, only a small proportion of rainfall reaches saturation and forms part of groundwater storage when evaporation losses are met.

MATERIALS AND METHODS

Fifteen Vertical Electrical Soundings (VES) stations were occupied with Signal Stacking resistivity meter model SSR-MP1. The SSR-MP1 IGIS Microprocessor-based Signal Enhancement Resistivity Meter is a high-quality microprocessor-based data acquisition system with many unique characteristics. The instrument’s design includes numerous modern digital circuitry techniques to make it a reliable geophysical tool that produces high-quality data valuable for mineral and groundwater exploration studies. The current electrode spacing on the Schlumberger electrode array ranged from 1 to 200 m. The data was plotted on bi-log papers and was then analyzed using partial curve matching. The parameters of the initial and final layers were then obtained using WinResist1D and Ipi2win software (Bobachev 2003). This study utilized a sounding technique for analyzing and recording data. The procedure was based on the data acquisition and processing techniques mentioned by Sunmonu et al. Finally, 2D geoelectric sections were generated based on the interpretation of layer parameters. The apparent resistivity (\(\rho a\)) is computed using the Schlumberger electrode configuration (Kearey & Brooks 1988).

\[
\rho a = \frac{(AB/2)^2 - (MN/2)^2}{MN} \times \frac{I\Delta V}{I}
\]

Where, 
AB = Current electrode spacing in meter
MN = Potential electrode spacing in meter
I = Current in ampere
\(\Delta V\) = Potential difference in mV

On a log-log graph, apparent resistivity vs. half of the current electrode separation (AB/2) of fifteen Vertical Electrical Sounding indicates a 3-5 layered structure in the research region (Fig.2).

RESULTS AND DISCUSSION

Resistivity Curve Matching

Fifteen VES data were collected from various sites in the study area. The data was collected for quantitative analysis to determine the subsurface layering, surface layers, and thickness of the groundwater layer beneath the studied sites. The field resistivity data were interpreted using Winresist.
Fifteen Vertical Electrical Sounding (VES) stations were occupied with Signal Stacking resistivity meter model SSR-MP1. The SSR-MP1 IGIS Microprocessor-based Signal Enhancement Resistivity Meter is a high-quality microprocessor-based data acquisition system with many unique characteristics. The instrument's design includes numerous modern digital circuitry techniques to make it a reliable geophysical tool that produces high-quality data valuable for mineral and groundwater exploration studies. The current electrode spacing on the Schlumberger electrode array ranged from 1 to 200 m. The data was plotted on bi-log paper and was then analyzed using partial curve matching. The parameters of the initial and final layers were then obtained using WinResist1D and Ipi2win software (Bobachev 2003). This study utilized a sounding technique for analyzing and recording data. The procedure was based on the data acquisition and processing techniques mentioned by Sunmonu et al. Finally, 2D geoelectric sections were generated based on the interpretation of layer parameters.

The apparent resistivity ($\rho_a$) is computed using the Schlumberger electrode configuration (Kearey & Brooks 1988).

$$\rho_a = \frac{(AB)^2}{(MN)^2} \times \prod \Delta V$$

Where, 
- $AB$ = Current electrode spacing in meter
- $MN$ = Potential electrode spacing in meter
- $I$ = Current in ampere
- $\Delta V$ = Potential difference in mV

On a log-log graph, apparent resistivity vs. half of the current electrode separation ($AB/2$) of fifteen Vertical Electrical Sounding indicates a 3-5 layered structure in the research region (Fig. 2).

Out of 15 VES stations, VES stations 1, 2, 4, 5, 7, 9, 10 and 12 show five-layer earth section, VES stations 3, 6, 11, 13 show four-layer earth section and VES stations 8, 14, 15 show 3-layer earth section.

Fig. cont...
Curve Types

Curve Types A, Q, H, K, and combinations of resistivity curves were produced (Table 1). The curve matching approach using four and five-layer master curves is used to understand these curves (Singh & Tripathi 2009). The following are the several fundamental types of curves:

1. \( \rho_1 > \rho_2 > \rho_3 \) Q Type
2. \( \rho_1 > \rho_2 < \rho_3 \) H Type
3. \( \rho_1 < \rho_2 > \rho_3 \) K Type
4. \( \rho_1 < \rho_2 < \rho_3 \) A Type

If the model is established for more than three layers, a combination of the fundamental curves can be obtained. The following are examples of possible combinations:

1. \( \rho_1 > \rho_2 < \rho_3 < \rho_4 \) Curve Type HA
2. \( \rho_1 > \rho_2 < \rho_3 < \rho_4 \) Curve Type HK
3. \( \rho_1 < \rho_2 < \rho_3 < \rho_4 \) Curve Type AA
4. \( \rho_1 < \rho_2 < \rho_3 < \rho_4 \) Curve Type AK
5. \( \rho_1 < \rho_2 > \rho_3 < \rho_4 \) Curve Type KH
6. \( \rho_1 < \rho_2 > \rho_3 < \rho_4 \) Curve Type KQ
7. \( \rho_1 > \rho_2 > \rho_3 < \rho_4 \) Curve Type QH
8. \( \rho_1 > \rho_2 > \rho_3 < \rho_4 \) Curve Type QQ

In the research area, a Four to Five-layer Earth model is obtained, and the curve types are then determined; Table 1 shows the obtained resistivity as well as the thickness of each layer. Fig. 2 depicts a representative VES curve.

The first layer topsoil layer seemed to have a thickness of 0.20 m - 2.59 m and a resistivity of 4.88\( \Omega \text{m} \) - 27.29 \( \Omega \text{m} \). Alluvial soil, red Sandy soil. The second layer has a thickness of 0.30m -25.2m and resistivity of 2.62 \( \Omega \text{m} \) -16.2 \( \Omega \text{m} \) which corresponds to subsoil to fine-grained sandstone. The third layer, Fine-grained sandstone, to fractured or weathered sandstone, has a resistivity of 7.903 \( \Omega \text{m} \) to 29.2 \( \Omega \text{m} \); this layer is most suitable for storage and movement of groundwater. The fourth layer has a thickness of 5.22 m to 20.14 m and resistivity of 5.19 \( \Omega \text{m} \) to 28.78 \( \Omega \text{m} \). This layer corresponds to fine to medium-grained fractured or

Fig. 2: Vertical electrical sounding curve of stations 1-15.
weathered sandstone, so there is storage and movement of groundwater. The fifth last basement layer has a resistivity of 10.73 $\Omega$m to 393 $\Omega$m, which corresponds to medium to coarse-grained sandstone. The thickness and resistivity of VES cross-sections are correlated with the presence of geological features near the sounding stations. It is suggested to associate the weathered and fractured zone with the resistivity of 5.19 $\Omega$m to 30 $\Omega$m and thickness of 2.7 m to 25 m. This zone is saturated with groundwater and capable of storage and movement of groundwater.

**Geo-Electric Cross-Section**

Three geoelectric cross-sections were created in the study area to analyze the subsurface features and understand the underlying aquifer bodies. AA’ and BB’ are the two profiles with four VES points each, and CC’ is the third profile with three VES points. The profiles AA’ and BB’ are orientated in the NE-SW direction, while the profile CC’ is oriented in the NE-SW direction.

**Profile AA’**

Profile AA’ covers the VES stations 1, 2, 7, and 11 trending in the NW-SE direction (Fig.3). A shallow low resistive layer (8.11 $\Omega$m to 10 $\Omega$m) occurs beneath stations 1, 2, and 11 at a depth of 0.5m to 3m. This effect is due to the presence of lithomarge clay, which may contain groundwater. A high resistive feature (23.1 $\Omega$m to 28.48 $\Omega$m) was observed at VES7 at a depth of 6 m to 12 m and also high resistive feature was observed at VES2 of resistivity (28.48 $\Omega$m to 390 $\Omega$m) at a depth of 5 m to 9 m. Beneath this high resistive formation, a low resistive formation up to a depth of penetration is observed having resistivity (10 $\Omega$m to 16.2 $\Omega$m) and thickness (2 m to 14 am) at stations 1, 2, 7, and 11. This high resistive indicates hard and compact sandstone formation, and all these low resistive zones are likely to be a good potential zone for groundwater. Hence these sites are suitable for groundwater exploration.

**Profile BB’**

The profile BB’ comprises VES stations 3, 5, 8, and 9 trending in the NW-SE direction (Fig.4). A shallow low resistive layer (7.19 $\Omega$m to 10 $\Omega$m) and thickness (0-5m) were observed beneath stations 3 and 5. This low resistive layer is due to the presence of lithomarge clay, and there may be the presence of groundwater. Beneath this layer, a high resistive (19.31 $\Omega$m to 26.83 $\Omega$m) and thickness (10 m to 14 m) were observed at VES3 and VES5. Below this layer, a low resistive layer having resistivity (10 $\Omega$m to 13.89 $\Omega$m) and at a depth of (10 m to 28 m) is observed at stations 3 and 5. A shallow

---

Table 1: Interpretation results of VES 1 to 15.

<table>
<thead>
<tr>
<th>VES point</th>
<th>$\rho_1[\Omega m]$</th>
<th>$\rho_2[\Omega m]$</th>
<th>$\rho_3[\Omega m]$</th>
<th>$\rho_4[\Omega m]$</th>
<th>$\rho_5[\Omega m]$</th>
<th>$h_1[m]$</th>
<th>$h_2[m]$</th>
<th>$h_3[m]$</th>
<th>$h_4[m]$</th>
<th>$h_5$</th>
<th>RMS % Error</th>
<th>Curve type</th>
<th>Depth of Bedrock [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.201</td>
<td>2.627</td>
<td>7.903</td>
<td>17.97</td>
<td>10.73</td>
<td>0.6188</td>
<td>0.3141</td>
<td>2.723</td>
<td>12.83</td>
<td>1.1</td>
<td>HAK</td>
<td>16.49</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8.97</td>
<td>3.66</td>
<td>9.615</td>
<td>26.75</td>
<td>11.09</td>
<td>0.6</td>
<td>0.654</td>
<td>4.224</td>
<td>5.97</td>
<td>1.25</td>
<td>HAK</td>
<td>11.45</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>27.29</td>
<td>9.777</td>
<td>19.31</td>
<td>13.65</td>
<td>20.90</td>
<td>2.692</td>
<td>25.11</td>
<td>0.808</td>
<td>HK</td>
<td>28.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12.26</td>
<td>6.203</td>
<td>12.15</td>
<td>27.84</td>
<td>14.04</td>
<td>0.6</td>
<td>0.654</td>
<td>4.23</td>
<td>5.97</td>
<td>1.19</td>
<td>HAK</td>
<td>11.57</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10.63</td>
<td>5.962</td>
<td>10.78</td>
<td>28.78</td>
<td>12.92</td>
<td>0.6</td>
<td>0.654</td>
<td>4.228</td>
<td>5.97</td>
<td>0.921</td>
<td>HAK</td>
<td>11.45</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>24.71</td>
<td>8.71</td>
<td>19.12</td>
<td>13.15</td>
<td>22.47</td>
<td>2.746</td>
<td>19.06</td>
<td>0.07</td>
<td>HK</td>
<td>22.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9.96</td>
<td>4.358</td>
<td>10.65</td>
<td>26.42</td>
<td>12.23</td>
<td>0.6</td>
<td>0.654</td>
<td>4.223</td>
<td>5.97</td>
<td>1.38</td>
<td>HAK</td>
<td>11.45</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>6.96</td>
<td>16.2</td>
<td>25.5</td>
<td>2.59</td>
<td>25.2</td>
<td>2.86</td>
<td>27.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4.931</td>
<td>8.931</td>
<td>29.29</td>
<td>5.199</td>
<td>393</td>
<td>1.933</td>
<td>6.746</td>
<td>14.45</td>
<td>20.14</td>
<td>0.946</td>
<td>AKH</td>
<td>43.27</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12.95</td>
<td>3.639</td>
<td>10.12</td>
<td>26.28</td>
<td>13.16</td>
<td>0.512</td>
<td>0.3041</td>
<td>4.16</td>
<td>11.6</td>
<td>1.01</td>
<td>HAK</td>
<td>11.6</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>24.71</td>
<td>8.71</td>
<td>19.06</td>
<td>13.15</td>
<td>22.47</td>
<td>2.746</td>
<td>19.06</td>
<td>0.97</td>
<td>HK</td>
<td>22.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>9.97</td>
<td>4.376</td>
<td>10.08</td>
<td>27.77</td>
<td>12.24</td>
<td>0.6011</td>
<td>0.6185</td>
<td>3.899</td>
<td>5.226</td>
<td>0.792</td>
<td>HAK</td>
<td>10.64</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>12.87</td>
<td>10.28</td>
<td>20.45</td>
<td>15.11</td>
<td>0.6</td>
<td>2.023</td>
<td>21.34</td>
<td>0.989</td>
<td>HK</td>
<td>23.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>4.88</td>
<td>12.7</td>
<td>21.3</td>
<td>2.14</td>
<td>14.1</td>
<td>3.4</td>
<td>A</td>
<td>16.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5.9</td>
<td>12.9</td>
<td>22.9</td>
<td>2.11</td>
<td>11.8</td>
<td>2.55</td>
<td>A</td>
<td>13.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>4.88</td>
<td>2.627</td>
<td>7.903</td>
<td>5.199</td>
<td>10.73</td>
<td>0.209</td>
<td>0.3041</td>
<td>2.723</td>
<td>5.226</td>
<td>0.792</td>
<td>HAK</td>
<td>10.64</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>27.29</td>
<td>16.2</td>
<td>29.29</td>
<td>28.78</td>
<td>393</td>
<td>2.59</td>
<td>25.2</td>
<td>25.11</td>
<td>20.14</td>
<td>3.4</td>
<td>43.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
low resistive layer (3.7 Ωm to 7.19 Ωm) and thickness (0-2.5m) are observed beneath stations 8 and 9. This effect is due to the presence of lithomarge clay, which may contain groundwater also. A high resistive layer (51.79 Ωm to 300 Ωm) occurs as a basement layer at station 9. A conductive layer of resistivity (10 Ωm to 13.89 Ωm) and thickness (5m to 30m) occur at station eight, and a low resistivity layer (5.1 Ωm to 7.1 Ωm) and thickness of 20 m occur at station 9. These all low resistive layers that are observed at stations 3, 5, 8, and 9 are likely to be a good potential zone for storage and movement of groundwater. Hence these sites are suitable for groundwater exploration.
Profile CC’

The Profile CC’ comprises VES stations 13, 12 and 14 trending in the NE-SW direction (Fig. 5). A low resistive (1 Ω m to 8.43 Ω m) layer is characterized at the top surface all along with the profile, and the thickness of this low resistive layer is small at stations 13 and 14, and thickness is about 1 m at VES station 14. This effect is due to the presence of clay in the soil. This layer may contain groundwater at station 14. A high resistive layer (26 Ω m to 300 Ω m) occurs at VES12 at a depth of 5 m to 10 m. This effect is due to the presence of Hard and compact sandstone. A low resistive layer (10 Ω m to 13.89 Ω m) of
varying thickness occurs at stations 13, 12, and 14 at a depth of 0.5 m, 1 m, and 2 m, respectively. This low resistive layer is likely to be a potential zone for the storage and movement of groundwater. At a maximum depth of observation, a low resistive layer (11.79 $\Omega$m - 14 $\Omega$m) and thickness of 15 m occur at station 12, which is likely to be a potential zone for groundwater. Hence a low resistive layer at station 13, 12, and 14 are likely to be a good groundwater potential zone.

**CONCLUSION**

Fifteen vertical electrical sounding data were acquired within the Village Banauli Singrauli district, in the eastern part of Madhya Pradesh, India, to delineate the resistivity and thickness of the geological formation and to assess the potential groundwater aquifer zones beneath the formation. Generally, good accumulation of groundwater occurs in

![Image](image-url)
weathered/fractured geological formations. In the study area, it is found that the top layer which has low resistivity may contain groundwater, but its thickness is small. By observing the layered resistivity and thickness of all fifteen VES stations, it is found that VES stations 1, 2, 4, 5, 7, 9, 10, and 12 have five layered Earth sections, and VES stations 3, 6, 11, and 13 have four layered Earth sections while VES stations 8, 14, 15 have three-layered Earth sections. Correlating the resistivity and thickness obtained in 15 VES stations with known lithology of the study area, it is found that the third layer of fine-grained sandstone to fractured or weathered sandstone has a resistivity of 7.903Ωm to 29.2Ωm and mean thickness of 10.55m, this layer is potential groundwater aquifer zones. Thus, the vertical electrical sounding technique has proven to achieve success and is extremely effective within the study area for the identification and delineation of subsurface structures that are favorable for groundwater accumulation in the study area. The electrical resistivity survey method utilized in this project necessitates locating favorable dug well and boreholes in the area.
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ABSTRACT
This paper mainly studies the adsorption of C₃N₄ on a series of heavy metals and focuses on the adsorption performance of C₃N₄ on Nd and Th. The main conclusions are as follows: Through the use of the thermal stripping method and melamine as the raw material, C₃N₄ was obtained at a lower cost, with superior adsorption performance. Through SEM-EDS, TEM, and other characterization analyses, the results show that C₃N₄ has a clear multilayer sheet structure, and the surface of the material is more uniformly dispersed. The maximum adsorption capacity of C₃N₄ for Th is 86.6 mg·g⁻¹, and the maximum adsorption capacity for Nd is 60.1 mg·g⁻¹. The kinetic model is also used for fitting, and the results showed that the kinetic of the adsorption was in line with the pseudo-second-order model, indicating that the adsorption was chemical interaction. After C₃N₄ adsorbed heavy metal elements, it was characterized by SEM-EDS, TEM, UHRTEM, and AFM. The results showed that a variety of heavy metal ions can be adsorbed by C₃N₄, which proved that C₃N₄ has good adsorption performance. Due to factors such as metal particle size, the adsorption of C₃N₄ on heavy metal elements is different.

INTRODUCTION
With the rapid development of economic globalization, the use of heavy metals by humans is increasing, which has led to an increasingly serious problem of heavy metal pollution. At present, the problem of heavy metal ions pollution is widespread in all regions of our country (Li et al. 2015), which has already caused a serious impact on the environment. In addition, heavy metal ions have the characteristics of concealment, long-term, and irreversibility (Li et al. 2014). There will be serious enrichment in the human body (Xu et al. 2016), so it can still cause huge health risks at low concentrations. Moreover, different heavy metal ions have different hazards to the human body. Excessive lead (Pb) content can easily lead to neurological disorders, induced anemia, and other diseases (Islam et al. 2014). Neodymium (Nd) and thorium (Th) two rare earth elements are low for a long time Dose exposure and intake will have adverse consequences for human health or metabolism in the body, and even cause lung and liver diseases (Ahmad et al. 2019, Talip et al. 2009). Moreover, the unreasonable exploitation of neodymium (Nd) and thorium (Th) will also lead to the destruction of the ecological environment, and cause problems such as the greenhouse effect and the acidification effect.

Therefore, finding a convenient, economical, and effective method to deal with heavy metal pollution has become one of the key areas of research by scientists in the world. To date, various technologies have been proposed and practiced, such as ion exchange, membrane filtration, chemical precipitation, adsorption, etc. Considering the removal efficiency of heavy metal ions and the convenience of operation, the adsorption method is favored by many researchers (Zheng et al. 2007). Its main mechanism is that when the fluid passes through the adsorbent, the molecules and ions in the fluid will accumulate on the adsorbent. Moreover, the adsorption method has the characteristics of green and environmental protection, which is simpler and more efficient than other methods. In recent years, new adsorbents have been continuously developed and applied, and the choice of adsorbents has increased year by year. Carbon nanomaterials are the most common type among them. Common carbon nanomaterials include activated carbon (Bali & Tlili 2019), fullerene (Alekseeva et al. 2016), and carbon nanomaterials. Nanotubes (Tian et al. 2012), graphene materials (Zhao et al. 2011), etc. The above-mentioned adsorbents have been widely reported as effective adsorbents (Liao et al. 2018), and because of its special properties, C₃N₄ is widely used in photocatalysis, electrocatalysis, bioimaging, heavy metal adsorption, and other fields, and it is often used as a precursor to synthetic...
composite materials. For example, Zheng et al. (2011) used a composite of C₃N₄ and porous graphite to prepare high-efficiency electrocatalysts, which have better methanol tolerance and higher catalytic efficiency than current commercial products. Hu et al. (2020) also found that g- C₃N₄ nanosheets have higher catalytic efficiency in the field of photoelectric catalysis. Compared with ordinary graphene materials, the ultra-thin g- C₃N₄ nanosheets prepared by Zhang et al. (2013) enhanced the light responsiveness of the material in aqueous solutions, which makes g- C₃N₄ also have greater application prospects in the field of bioimaging. Furthermore, Wang et al. (2017) found that g- C₃N₄ under the synergistic effect of photocatalysis and adsorption can remove Cr(VI) more efficiently, with a degradation rate of 100% at low concentrations. Similarly, Shen et al. (2015) found that g- C₃N₄ has a good adsorption effect on heavy metal elements such as Pb(II), Cu(II), Cd(II), Ni(II), and the adsorption kinetics all follow the pseudo-secondary model.

Based on the above facts and analysis, this thesis will study the following three aspects: First, use the thermal stripping method to prepare melamine into C₃N₄, and perform SEM-EDS and TEM characterization analysis on the prepared C₃N₄; secondly, use the prepared C₃N₄ Adsorbent, to study the adsorption effect and mechanism between C₃N₄ and heavy metal ions, and determine its adsorption performance, optimize the experimental conditions; finally, the C₃N₄ after adsorbing different heavy metal elements is characterized by SEM-EDS, TEM, UHRTEM and AFM, and other methods Process and analyze the adsorption of C₃N₄ on different types of metals.

MATERIALS AND METHODS

Experimental Materials and Apparatus

Hydroxylamine hydrochloride, sulfamic acid, citric acid, disodium hydrogen phosphate, arsenazo III, and melamine were provided by Shanghai Aladdin Biochemical Science and Education Co., Ltd. Neodymium nitrate hexahydrate, thorium oxide, sodium hydroxide, and hydrochloric acid were provided by Shanghai Ling Feng Chemical Reagent Co., Ltd. The purity of the reagents is analytically pure, and the deionized water is self-made. The components of the buffer solution obtained are citric acid and disodium hydrogen phosphate, and the deionized water is self-made. The components of the reducing agent are hydroxylamine hydrochloride and sulfamic acid.

Electronic balance (AL204) and pH meter (Five Easy plus) are produced by Mettler-Toledo (Shanghai) Co., Ltd. The ultrasonic cleaner (KQ5200DA) is produced by Kunshan Ultrasonic Instrument Co., Ltd. UV-Vis spectrophotometer (SP-756P) is produced by Shanghai Spectrometer Co., Ltd. And the vacuum drying oven (DZF-6020) is produced by Shanghai Jinghong Experimental Equipment Co., Ltd. The desktop low-temperature constant-temperature shaking shaker adopts the German IKA KS4000i control shaker. Use the muffle furnace (KSL-1700) produced by Hefei Kejing Material Technology Co., Ltd. The micro-continuous adjustable pipette (7010101017) produced by Dalong Xingchuang Experimental Instrument (Beijing) Co., Ltd., experimental method

Preparation of C₃N₄ Adsorbent

Prepare a dry and impurity-free alumina crucible, weigh 20g of melamine raw material into it with an electronic balance, spread the powder evenly in the crucible, and raise it to 520°C at a heating rate of 3°C.min⁻¹ in a muffle furnace. After baking for 3 hours, the temperature is reduced from 520°C to room temperature at a cooling rate of 3°C.min⁻¹ to complete the first thermal stripping treatment. Then put it into the muffle furnace, and repeat the above-mentioned roasting process, after the treatment is completed, take out the block-like light yellow powder C₃N₄. Transfer C₃N₄ to an agate mortar and grind into a fine powder, bag it for later use.

Static Adsorption Experiment

Take several 150 mL reaction flasks, use a pipette to accurately pipette the quantitative heavy metal ion standard solution into the reaction flask, add deionized water to make the total volume of the solution 100 mL, and adjust with 0.1 mol.L⁻¹ HCl and 0.1 mol.L⁻¹ NaOH respectively the pH of the solution is such that it has a pH gradient. After adding quantitative C₃N₄, use an ultrasonic cleaning machine for 30min ultrasonic treatment, and place it in a desktop low-temperature constant temperature shaking shaker for 24h after ultrasonication. Detect the influence of different pH on the adsorption of heavy metal ions. Choose several 150 mL reaction flasks. Accurately pipette the quantitative heavy metal ion standard solution into the reaction flask, add deionized water to make the solution volume 100 mL, and adjust the pH with 0.1 mol.L⁻¹ HCl and 0.1 mol.L⁻¹ NaOH respectively to make the pH value the same. Finally, C₃N₄ adsorbents of different qualities were added respectively, and ultrasonic treatment was carried out with an ultrasonic cleaning machine for 30 min. After ultrasonication, they were placed in a desktop low-temperature constant-temperature shaking shaker for 24 h to detect the influence of different adsorbent qualities on the adsorption of heavy metal ions. Select several 150 mL reaction flasks, respectively pipette different heavy metal ion standard solutions into the reaction flasks, add deionized water to make the reaction system 100 mL, and adjust the pH with 0.1 mol.L⁻¹ HCl and 0.1 mol.L⁻¹
NaOH. Make the pH the same. Add quantitative \( \text{C}_3\text{N}_4 \), use an ultrasonic cleaning machine for 30min ultrasonic treatment, and place it in a desktop low-temperature constant-temperature shaking shaker for 24 h after ultrasonication. After the oscillation is complete, take 1 mL of the above solution in a 25 mL colorimetric tube. The volume is adjusted to 25 mL, and the absorbance is measured with an SP-756P UV-visible spectrophotometer.

**Adsorption Experiment Data Processing**

Calculate the adsorption capacity (\( q_e \)) of different sets of data. The adsorption capacity refers to the concentration of heavy metal ions adsorbed per gram of adsorbent. Adsorption capacity: \( q_e = m_t / M \) where \( m_t (\text{mg}) \) represents the mass of heavy metal ions adsorbed, and \( M (\text{mg}) \) represents the mass of adsorbent.

In kinetic equation research, the three kinetic fitting models used in this experiment are fitted (pseudo-first-level model fitting, pseudo-second-level model fitting, and Elovich model fitting). The kinetic model is fitted to the experimental data according to the following formula (Chen et al. 2021, Wu et al. 2021):

- Pseudo first-level model fitting: \( \ln(q_t-q_e) = \ln q_e - k_1 t \)
- Pseudo secondary model fitting: \( t / q_t = 1 / (k_2 q_e^2) + t / q_e \)
- Elovich model fitting: \( q_t = 1 / \beta \cdot \ln(\beta) + 1 / \beta \cdot \ln t \)

Where \( q_e \) refers to the adsorption capacity (mg·g\(^{-1}\)) of the adsorbent after reaching the adsorption equilibrium, and \( q_t \) refers to the adsorption capacity of the adsorbate on the adsorbent at time \( t \) (mg·g\(^{-1}\)).

The pseudo first-order kinetic adsorption rate constant is \( k_1(1\cdot\text{min}^{-1}) \), \( k_2(\text{g}·\text{m}^2·\text{min}^{-1}) \) is the pseudo-second-order kinetic adsorption rate constant, \( \alpha(\text{g}·\text{m}^2·\text{min}^{-1}) \) and \( \beta(\text{g}·\text{mg}^{-1}) \) represent respectively Initial adsorption rate constant and desorption rate constant.

**Characterization Method**

In this study, JEOL, JSM-6360LV Scanning electron microscope-energy spectrum (SEM-EDS) was used for SEM characterization to analyze the morphological characteristics of the solid surface. The transmission electron microscope (TEM) can observe the finer structure of the sample, as well as the microstructure inside the material. After the team dispersed the samples evenly, they used the JEM-101 transmission electron microscope of JEOL for TEM characterization. The high-resolution transmission electron microscope (UHRTEM) can analyze the morphology, interface, and crystal defects of the material, and combine the morphology information with the structure information to analyze the material’s particle size, growth orientation, and other properties. The instrument model used to test UHRTEM: JEM-2100F high-resolution transmission electron microscope produced by JEOL. To analyze the surface roughness measurement, surface size, and statistical processing of pits and protrusions, this study used the Atomic force microscope (AFM) of the Brooker dimension icon for characterization.

**RESULTS AND DISCUSSION**

In this study, the kinetic experimental conditions for Th(IV) were pH=3.0, adsorbent 40 mg, 200 mL 80 ppm Th solution, and Nd(III) kinetic experimental conditions were pH=5.5, adsorbent 80 mg, 200 mL 80 ppm Nd solution. Kinetic discussion, Fig. 1A shows the adsorption time curve of \( \text{C}_3\text{N}_4 \) on Th(IV) and Nd(III). It can be seen from the figure that the adsorption effect of \( \text{C}_3\text{N}_4 \) on Th(IV) and Nd(III) is obvious. As time increases, the amount of adsorption gradually increases. The adsorption rate is faster from 0 to 50 minutes, and the adsorption amount does not change much after 50 minutes, which tends to reach the adsorption equilibrium. The maximum adsorption capacity of \( \text{C}_3\text{N}_4 \) for Th(IV) is 86mg·g\(^{-1}\), the maximum adsorption capacity for Nd(III) is 60 mg·g\(^{-1}\), and the adsorption equilibrium time is 50min. Fig. 1B shows the fitting of the pseudo-first-order model of \( \text{C}_3\text{N}_4 \) adsorption of Th(IV) and Nd(III); Fig. 1C shows the fitting of the pseudo-secondary-order model of \( \text{C}_3\text{N}_4 \) adsorption of Th(IV) and Nd(III); Fig. 1D shows the Elovich model fitting of \( \text{C}_3\text{N}_4 \) adsorption of Th(IV) and Nd(III). It can be seen from the figure that the adsorption of Th(IV) and Nd(III) by \( \text{C}_3\text{N}_4 \) is in line with the pseudo-secondary-order model fitting, indicating that the adsorption experiment is chemical adsorption.

**Scanning Electron Microscope Band Energy Spectrum (SEM-EDS) Analysis**

Fig. 2 and Fig. 3A, B, C, and D respectively represent \( \text{C}_3\text{N}_4 \) and its SEM-EDS images after adsorption of Nd, Th, Cd, and Co. It can be seen from the figure that the \( \text{C}_3\text{N}_4 \) before the adsorption of heavy metal ions has an obvious multilayer flake structure and a large number of defects, and the dispersion is relatively uniform. After the heavy metal ions are adsorbed, it can be seen that part of the defects on the \( \text{C}_3\text{N}_4 \) surface is filled, and from the EDS spectrum, it can be seen that the four heavy metal elements are enriched in the defects on the \( \text{C}_3\text{N}_4 \) surface. It can be inferred that the heavy metal ions are successfully adsorbed on the \( \text{C}_3\text{N}_4 \) surface.

**Transmission Electron Microscopy (TEM) Analysis**

Fig. 4A, B, C, and D are TEM images of \( \text{C}_3\text{N}_4 \) under the transmission electron microscope and its adsorption of Cu, Pb, and Zn. It can be seen from the figure that there are a large
number of defects in the adsorbent. After the heavy metal ions are adsorbed, a large amount of material accumulation can be seen on the surface defects of C$_3$N$_4$, and it can be inferred that the heavy metal elements have been adsorbed.

**High-Resolution Transmission Electron Microscope (UHRTEM) Analysis**

Fig. 5 is the UHRTEM image of Cu(II) adsorbed by C$_3$N$_4$. According to the image obtained by high-resolution transmission electron microscope and energy spectrum analysis, it can be clearly observed from the characterization image that Cu(II) fills part of the defects, and it can be seen from the energy spectrum, Cu(II) is enriched in the defects of C$_3$N$_4$ surface, so it can be inferred that Cu(II) is successfully adsorbed on the C$_3$N$_4$ surface.

**Atomic Force Microscopy (AFM) Analysis**

Fig. 6 A, B, C, and D are the AFM images of C$_3$N$_4$ after adsorbing Nd, Th, Cd, and Co, respectively. It can be seen from the 3D diagram in Fig. 4-6 that C$_3$N$_4$ has an obvious three-dimensional structure. In addition, in the 2D image, the color depth can represent the height of the area, the darker area has a larger height, and the darker area has a smaller height. According to the above method, the three-dimensional structure of C$_3$N$_4$ can also be observed. As shown in Fig. 4-6 A2 and C2, the height of C$_3$N$_4$ is about 3.3nm, while Fig. 4-6 B2 and D2 show that the height of C$_3$N$_4$ is about 1.6nm. This may be due to the partial overlap of C$_3$N$_4$ in the A2 and C2 pictures, resulting in a large difference in local thickness.

**CONCLUSION**

Based on the above analysis, this paper describes the preparation and characterization process of C$_3$N$_4$, and explores the adsorption performance of C$_3$N$_4$ on heavy metals such as Nd, Th, Co, Cu, and focuses on the optimal pH, the amount of adsorbent, and reaction kinetics experiment was carried out. Finally, the adsorption effect of C$_3$N$_4$ on a variety of heavy metals was analyzed through the characterization image. conclusion as below:

1. The adsorbent C$_3$N$_4$ was prepared by thermally peeling melamine, and it was characterized by SEM-EDS, TEM, and other methods. The results showed that the material...
Scanning Electron Microscope Band Energy Spectrum (SEM-EDS) Analysis

Fig. 2 and Fig. 3A, B, C, and D respectively represent C$_3$N$_4$ and its SEM-EDS images after adsorption of Nd, Th, Cd, and Co. It can be seen from the figure that the C$_3$N$_4$ before the adsorption of heavy metal ions has an obvious multilayer flake structure and a large number of defects, and the dispersion is relatively uniform. After the heavy metal ions are adsorbed, it can be seen that part of the defects on the C$_3$N$_4$ surface is filled, and from the EDS spectrum, it can be seen that the four heavy metal elements are enriched in the defects on the C$_3$N$_4$ surface. It can be inferred that the heavy metal ions are successfully adsorbed on the C$_3$N$_4$ surface.

Transmission Electron Microscopy (TEM) Analysis

Fig. 4A, B, C, and D are TEM images of C$_3$N$_4$ under the transmission electron microscope and its adsorption of Cu, Pb, and Zn. It can be seen from the figure that there are a large number of defects in the adsorbent. After the heavy metal ions are adsorbed, a large amount of material accumulation can be seen on the surface defects of C$_3$N$_4$, and it can be inferred that the heavy metal elements have been adsorbed.

Fig. 3: SEM-EDS image of Nd adsorbed by C$_3$N$_4$ (A), SEM-EDS image of Th adsorbed by C$_3$N$_4$ (B), SEM-EDS image of Cd adsorbed by C$_3$N$_4$ (C), SEM-EDS image of Co adsorbed by C$_3$N$_4$ (D).
Fig. 4: TEM image of \( \text{C}_3\text{N}_4 \) (A), TEM image of \( \text{C}_3\text{N}_4 \) after adsorption of Cu (B), Pb (C), and Zn (D), respectively.

has a clear lamellar structure, the dispersion is relatively uniform, and the state of layered accumulation is not obvious.

(2) Using \( \text{C}_3\text{N}_4 \) as the adsorbent, it adsorbed heavy metal elements such as Nd, Th, Co, Cu, etc. And through SEM, TEM, UHRTEM, AFM, and other characterization methods. It is proven that \( \text{C}_3\text{N}_4 \) has relatively good adsorption performance for heavy metal elements.
of the defects, and it can be seen from the energy spectrum, Cu(Ⅱ) is enriched in the defects of C₃N₄ surface. So it can be inferred that Cu(Ⅱ) is successfully adsorbed on the C₃N₄ surface.

Fig. 5: UHRTEM image of Cu adsorbed by C₃N₄.

Atomic Force Microscopy (AFM) Analysis

Fig. 6 A, B, C, and D are the AFM images of C₃N₄ after adsorbing Nd, Th, Cd, and Co, respectively. It can be seen from the 3D diagram in Fig. 4-6 that C₃N₄ has an obvious three-dimensional structure. In addition, in the 2D image, the color depth can represent the height of the area, the darker area has a larger height, and the darker area has a smaller height. According to the above method, the three-dimensional structure of C₃N₄ can also be observed. As shown in Fig. 4-6 A2 and C2, the height of C₃N₄ is about 3.3nm, while Fig. 4-6 B2 and D2 show that the height of C₃N₄ is about 1.6nm. This may be due to the partial overlap of C₃N₄ in the A2 and C2 pictures, resulting in a large difference in local thickness.

Fig. 6: AFM image after C₃N₄ adsorbed Nd (A), AFM image after C₃N₄ adsorbed Th (B), AFM image after C₃N₄ adsorbed Cd (C), AFM image after C₃N₄ adsorbed Co (D).

CONCLUSION

Based on the above analysis, this paper describes the preparation and characterization of C₃N₄ adsorbent. The influencing factors such as pH, adsorbent dosage, and heavy metal ion concentration for the adsorption of Nd and Th are explored. Finally, combined with pH=5.5, adsorbent mass of 80 mg, and Nd solution concentration of 80 ppm, the adsorption experimental kinetics of the Nd element is explored. Similarly, under the conditions of pH=3, adsorbent mass equal to 40mg, and Th solution concentration of 40 ppm, exploring the dynamics of Th element. The investigation results show that the kinetic
fitting of the adsorption experiment is in accordance with the pseudo-second-order model fitting, indicating that the adsorption experiment is chemical adsorption.
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ABSTRACT

Despite the country’s extensive environmental jurisprudence and many historic rulings in which the courts have rescued worsening environmental situations, river (Ganga and Yamuna) water does not match the mandated minimum “bathing quality.” Rivers like the Ganga and Yamuna, which flow through numerous states and towns, would be in a different situation. Without strict monitoring and enforcement of the measures, no action plan can work. Punishment of defaulters can serve as deterrence while also instilling fear in other non-compliant enterprises. In comparison to environmental legislation, the NGT Act allows for substantially harsher fines and penalties. River rejuvenation plans must be carefully monitored to ensure that they do not suffer the same fate. Making action plans will not improve river water quality unless they are implemented with sincerity and consistency, as well as continuous monitoring and severe enforcement.

INTRODUCTION

The Ganga (Ganges) basin covers more than 1 million square kilometers and is made up of parts of India (roughly 80% of the basin area), Nepal, China, and Bangladesh. The key channel is 2,525 kilometers long, with altitudes ranging from 8,848 meters in the high Himalayas to sea level in India and Bangladesh’s coastal deltas. The basin covers a fifth of India’s total land area and is one of the most populous regions on Earth. The River Yamuna is the Ganga’s main tributary. It starts at a height of 6,387 meters on the southwestern slopes of the Bandarpooch peaks in the uppermost area of the Lower Himalaya in Uttarkashi, Uttarakhand State, and travels approximately 1,376 kilometers through Uttarakhand, Himachal Pradesh, Delhi, Haryana, and Uttar Pradesh until finally meeting the Ganges at Triveni Sangam, Prayagraj.

The Ganga Action Plan began cleaning the river Ganga in 1985 (GAP) and in 1993, the Yamuna Action Plan (YAP) was created. Sewerage/drain interception and diversion, sewage treatment plants (STPs), low-cost sanitation/community toilet complexes, and electric/improved wood crematoria were among the projects undertaken. The Central Government formed the National Ganga River Basin Body (NGRBA) in 2009 as an empowered planning, funding, monitoring, and coordinating authority for the Ganga River to achieve successful pollution abatement and river conservation through a comprehensive strategy. On the 13th of May, 2015, the Cabinet approved the Namami Gange policy as a holistic strategy to rejuvenate the Ganga and all of its tributaries by combining current ongoing activities and preparing a clear action plan for the future (Xun et al. 2017). There is no special scheme for the rejuvenation of the river Yamuna since the Namami Gange policy encompasses all of the Ganga’s tributaries, including the Yamuna, which is one of them. Since the mid-1980s, river cleaning campaigns have failed to either recover or replace our waterways (Xun et al. 2017).

THE SCALES OF JUSTICE

The issue before the court in the famous case of M. C. Mehta Vs Union of India (AIR 1988 SC1037: (1987) 4 SCC463) in 1985 was that tanneries in Uttar Pradesh were discharging industrial effluents into the Ganga without treatment (M. C. Mehta vs. Union of India, n.d.). In light of this, the Supreme Court (SC) issued a slew of orders prohibiting tanneries in Uttar Pradesh were discharging industrial effluents into the Ganga without treatment (M. C. Mehta vs. Union of India, n.d.). In light of this, the Supreme Court (SC) issued a slew of orders prohibiting tanneries from polluting the Ganga. The court also ordered that water and effluents be treated before being dumped into the Ganga (M.C. Mehta vs Union Of India & Ors on 12 January 1988, n.d.). The Supreme Court has ordered tanneries in and near the Ganga basin to install effluent treatment plants and emissions control systems. The Apex Court has set a six-month deadline for these directives to be implemented.
The Supreme Court invoked Article 48-A of the Constitution, which requires the state to protect and enhance the natural environment. Each citizen of India has a constitutional obligation under Article 51-A to conserve and conserve the natural environment (Hashim 2013). In this context, the court remembered the passage of the Water (Prevention and Control) Act 1974, the Environment (Protection) Act 1986, and the circumstances that led to the UN Conference on the Human Environment’s proclamation in Stockholm in 1972 (Balaji 2008). The court received expert advice from a group of scientists on the construction of the sewage treatment system. To set up treatment plants, the annual turnover of the tanneries was taken into account. In M.C. Mehta Vs Union of India, the Supreme Court addressed the issue of riparian rights (AIR 1988, SC 1115). In another important decision of the High Court of Allahabad in S. K. Garg Vs State of Uttar Pradesh (AIR 1999, ALL 21), the important issue was about safe drinking water, as the Ganga and Yamuna rivers were polluted to the point that the water was unsafe to drink. The Supreme Court of India ordered the National Environmental Engineering Research Institute (NEERI) to prepare a study on the contamination caused by tanneries in the Eastern part of Calcutta, such as Tangra, Tiljala, Tapsia, and Pagla Danga, in M.C. Mehta Vs Union of India (1997(2) SCC 411) (Eastern Book Company - Practical Lawyer, n.d.). The study reported that there was a systemic lack of waste control and recycling and that none of the tanneries had a proper drainage system.

**DEVOLUTION OF THE PRINCIPLES**

**Polluter Pays Principle**

In the well-known case of M. C. Mehta Vs Union of India (AIR 1987 SC1086), the Supreme Court of India, when reviewing the extent of remedies available under Article 32 provided guidelines for human rights protection and broadening the horizons of Article 21 of the Constitution, held that the right to live implicitly includes the right to seek compensation for pollution victims (United Nations. Office of the High Commissioner for Human Rights 2013, Vilhena et al. 2013). The Polluter Pays Principle is the most critical of the three important concepts outlined in Section 20 of the NGT Act, 2010, namely, the “principles of sustainable growth, precautionary principle, and the polluter pays principle;” under which the National Green Tribunal (NGT) determines the amount of punitive and monetary penalties and issues a reasoned warrant, verdict, or award (Dutta & Purohit 2015, Gill 2016, Rengarajan et al. 2018, The National Green Tribunal Act, 2010 2013).

Simply stated, it means that the harm caused by contamination should be mitigated by the person who caused the damage and that the person who caused the damage should pay the whole cost (Polluter-Pays Principle n.d.). The core premise is to ensure that environmental costs are internalized while keeping the public interest and natural environment protection in mind, without risking long-term growth and future by imposing a fee on environmental breaches. In this sense, this admirable Principle must aid in the quantification and determination of criminal fines and costs, allowing for the calculation of compensation dependent on environmental breaches incurred by persons or businesses, as well as the establishment of maximum values for allowable discharges (Barrett et al. 2019, Beder 2013, Ebbesson 2009, Martin-Ortega et al. 2011). The idea of environmental justice is a noble philosophy that allows restitution for losses caused by emissions, and it is under this theory that the National Green Tribunal compensates for the destruction of the natural ecosystem (Choudhry et al. 2016, Gill 2016). The National Green Tribunal (NGT), in the case of Samir Mehta vs Union of India and Others (Before the National Green Tribunal, Principal Bench, New Delhi, O. A. No. 24 of 2011, Decided On: 23.08.2016), applied the Polluter Pays Principle and ordered the Respondent to compensate for the environmental harm.

This polluter pays principle takes its authority from the European Community environmental policy on waste management adopted in the year 1973 (Johnson & Corelle 1995, Lister 1996, Lowe & Ward 2005, Mazzucco et al. 2020, Tanil 2021). The Court of Justice has unanimously decided that the owner of the property where waste is dumped is the owner of the waste as defined by the definition and therefore liable (Court of Justice, case C-365/97 Commission v. Italy, (1999) ECR I-7773). The member states, on the other hand, have the final say in deciding where these stations will be built (Kjellstrom et al. 2006). In the H. Acid case (1996 3 SCC 212 at 247), the Supreme Court established the polluter pays principle by invoking the principles of the European Community Treaty on Environment under Article 130 R(2), which allows the state to give mandatory directions under the provisions of the Environment Act. In the above case, the Supreme Court ordered the government to take appropriate action against polluting factories that generated extremely radioactive acidic waste (Lister 1996). As a result, the cost of penalties and fines was transferred from the government to the polluting companies. The polluter pays theory was upheld by the Supreme Court in this instance, stating that the polluter is responsible for the harm caused by environmental pollution (Polluter-Pays Principle n.d.).

In the case of Manoj Mishra Vs Union of India and Others, the NGT ordered the Civic and Municipal authorities of Delhi to levy property taxes on any home, which included
fines or compensation for the Yamuna River pollution abatement. In Krishan Kant Singh vs National Ganga River Basin Authority (2014), the NGT ordered the defaulting industrial unit to pay a fee of Rupees Five Crores to the concerned State Pollution Control Board based on the Polluter Pays Principle for performing remedial practices to ensure river safety in its judgment delivered on October 16, 2014. In another case, R K Patel Vs Union of India, the NGT ordered environmental compensation of Rupees Ten Lakhs to the aggrieved farmers in Vapi, Gujarat, due to hazardous waste contamination in a judgment issued on February 18, 2014.

The Doctrine of Public Trust

The philosophy of public trust can be traced back to Roman law, and it is founded on the righteous idea that all natural resources are public property, with ownership rights vesting in humanity as a whole. According to Roman law, no one owns these properties solely (res nullus), but the common citizens of the society have vested ownership rights (res communnium). The English common law, on the other hand, stipulated that the Sovereign retained possession, though restricted (Wehmeier 2021). The Crown was considered to be holding resources eligible for this use of confidence for the public’s benefit. The Supreme Court of India enunciated this noble concept in M.C. Mehta Vs Kamal Nath and Others ((1997) I SCC388), which has served as the foundation for Indian environmental law (Balaji 2008). In yet another case (M. C. Mehta Vs Union of India (Span Motel cases), 1997(1) SCC388), the Supreme Court addressed the doctrine of public confidence in greater depth, reinforcing the people’s right to natural capital (Sivaramakrishnan 2011). The noble ideal enshrined in this theory was that individuals in a society as a whole have the right to possession, as opposed to the principle of private ownership. Natural resources, according to the philosophy, are public land, and so the general public can benefit (Adler 2021).

ANALYZING THE FUNDAMENTALS OF THE ISSUE

River Ganga is a symbol of Indian faith and tradition, and it is regarded as so pure that it has been dubbed the “elixir of life.” For millions of devotees of Indian civilization, the holy water of the Ganga has the greatest religious significance (Victor 2017). The Ganga is the epitome of the Indian subcontinent’s long-standing traditions, history, and civilizational ideals (Kumar 2017). The river Ganga has aided the development of Indian society, and it is properly regarded as the emblem of Indian culture, tradition, and faith, as well as its importance (Ahmed & Sinha 2014). For centuries, Ganga, the founder of righteousness and holiness, has become a constant source of purification of the inner as well as inner selves of humankind (Sanghi 2013). Despite its physical, natural, cultural, and religious importance, the Ganga River ranks tenth among the world’s most polluted rivers (Trivedi & Trivedi 2014). The Ganga has a total length of 2,525 kilometers and is significant in that it has influenced India’s culture, personality, religious values, and economy, as well as being the world’s fourth-largest river basin (Meena 2020). The Uttarakhand High Court, in a well-known judgment (Mohd. Salim v. State of Uttarakhnad & Others, Writ Petition (PIL) No. 126 of 2014, decided on March 20, 2017), highlighted the importance of the Holy Rivers Ganga and Yamuna, holding that the rivers Ganges and Yamuna are worshipped by Hindus and are very sacred and revered.

The proliferation of pharmaceutical and other industries, as well as other practices such as dumping waste and other hazardous substances directly into river systems in urban areas, have harmed the ecosystem, climate, livelihood, and lifestyle of millions of people in many states where these rivers flow (Trivedi & Trivedi 2014). Rivers have long been important to human development around the world, and the Ganga river basin has made a significant contribution to the growth of the human population and, as a result, to rapid urbanization (Fig. 1). As a result, the towns and cities that the Ganges flows through, as well as thousands of villages, have become the primary source of pollutants because they spill their untreated or maltreated waste products, such as sewage and human and animal carcasses, totaling more than 6 billion liters, directly into the Ganges (Maji & Chaudhary 2019). This is compounded by the reality that many factory setups, mills, and tanneries drain untreated industrial sewage and wastewater directly into the Ganges, amounting to 260 million liters every day. In addition, according to a report by the Ministry of Water Resources, River Development, and Ganga Rejuvenation, 6 million tonnes of chemical fertilizers and 9000 tonnes of pesticides used in agricultural fields along the Ganga basin were dumped directly into the Ganga garbha (Dutta et al. 2020). As a result, the Central Pollution Control Board (CPCB) has come to the disturbing conclusion that the Ganga at Kanpur, Allahabad, and Varanasi has become one of the world’s most polluted rivers. Thousands of people bathe in the Ganga River every day as part of their religious rituals. The National Green Tribunal (NGT) has issued timely health alerts about the dangers of bathing in the polluted Ganga and has directed that the health hazards be displayed along the Ganga’s banks between Haridwar and Unnao (Ganga water is injurious to health! NGT says Holy river should carry warnings like cigarettes, 2018, 28).

RIVER POLLUTION AND ACTION PLANS

The term pollutant is defined by the Environment (Protec-
The 1986 Environment (Protection) Act regulates the regulation, mitigation, and abatement of water contamination. Section 17 of the Act also states that the government offices, by the Head of the Agency, are solely responsible for any breach of the legislation by the department. The Central Pollution Control Board recommended the establishment of the Central Ganga Authority in 1981-1982 in its comprehensive report on Ganga pollution, and the Ganga Action Plan (GAP) was launched in 1985 with the primary goal of cleaning the Ganga (Xun et al. 2017). In the year 1985, the Government of India under the aegis of the Ministry of Environment and Forest (MoEF) as it then was called, launched Ganga Action Plan (GAP) Phase-1 to address and abate the increasing pollution of the river Ganga and the initiatives were taken to clean the Ganga. This proposal was later expanded to cover all other waterways, and the National River Conservation Plan (NRCP) was officially initiated in December 1996 to determine the extent of the contamination. As early as 1983, the urgency of the massive issue of river contamination was addressed in depth by U. N. Mahida.

The influx of vast amounts of untreated domestic and industrial wastes is the primary source of Ganga contamination. Since the factories in the area still lack adequate effluent and sewage treatment units, the people living along the Ganga basin, which number over 300 million, are the most affected (Sanghi 2013, Trivedi & Trivedi 2014, Xun et al. 2017). According to a 2015 World Bank study, domestic waste accounts for nearly 80% of the overall pollution in the Ganga, with just 15% coming from untreated agricultural waste and effluents. Despite successive governments investing thousands of crores of rupees in it, the Ganga Action Plan failed to meet its target, despite the government’s lofty statements. And, as we can see today, the holy Ganga is
always filthy, as it has always been (Sinha & Prasad 2020). The River Boards Act was passed in 1956, and the River Boards were formed to provide advice to the government on river pollution management. The law has no impact since the Board’s function in terms of water quality is purely advisory.

The Factories Act of 1948 (Great Britain 1948) contains provisions for the treatment of waters and effluents by factories. Sec. 12 of the Act is significant in that it requires industries to dispose of properly handled hazardous waste and effluents efficiently. It also gives the state government the authority to make any laws or arrangements necessary to reduce emissions. Non-observance or non-compliance with the requirements of Sec. 12 and other laws made under the Act are subject to a general punishment under Sec. 92 of the Act. Untreated industrial effluents can contain extremely toxic chemical compounds. Toxic wastes pollute rivers as untreated sewage water is released into them (Great Britain 1948, MONAPPA2012, Panda 2012). Food manufacturing and the food goods industries contribute a significant amount of toxins. It is a reality that many large and medium-sized food manufacturing businesses lack adequate waste and effluent treatment facilities on their premises.

GANGA RIVER POLLUTION THROUGH THE LENS OF NGT ORDERS

The National Green Tribunal (M.C. Mehta vs. Union of India, ORIGINAL APPLICATION NO. 200 OF 2014 (C.WRIT PETITION No.3727/1985) (M.A. No. 594/2017 &598/2017, Decided on13.07.2017) has gone into great depth about the shortcomings in the implementation of GAP-I and GAP-II, citing supporting reports and evidence. It went on to say that it needs to find a path forward that is free of certain flaws and capable of achieving the goal of cleaning and rejuvenating the Ganga. The Indian Institute of Technology (IIT) Consortium, other technical experts, the stakeholders’ consultative mechanism, the Tribunal’s Principal Committee, and finally the Tribunal itself all agree that ad-hocism was a major factor in making GAP I and GAP II inefficient and unsuccessful.

The Ganga River Basin Management Plan (GRBMP) prepared by the seven IIT consortiums for National Ganga River Basin Authority (NGRBA) proposed a separate statute and constitutional mechanisms and further recommended the establishment of the National River Ganga Basin Management Commission (NRGBMC). It’s pointless to handle either the hotspots or one or two parts of a city along the riverbank while allowing all the drains carrying mixed waste to flow into the river. Even where a Sewage Treatment Plant/ Common Effluent Treatment Plant (STP/CETP) is built to handle effluents or sewage, it connects to other larger drains downstream, resulting in heavily contaminated treated water (Bharati et al., 2016; Smakhtin, 2006; Tchobanoglous et al., 1991). There must be a systemic solution that will assist in cleaning the whole section on a watershed basis rather than the specific location, which may be a highly polluting spot, but addressing it alone without taking any necessary measures for pollution prevention and control will be of little concern and would yield ineffective results (Agarwal & Agarwal, 2021; Singh et al., 2019).

The Tribunal would take a systemic approach rather than one that cannot withstand review in terms of technical, science, and application. The lessons learned in the past must be shared by all parties so that they do not make the same errors and waste public funds indiscriminately, avoiding waste of public funds on the one hand and increased emissions on the other. The tribunal also went into great depth on end-off pipe disposal. The need of the hour is to disinfect the river as quickly as possible, and for that, care of the drains that enter the river and hold mixed effluents should take precedence (Agarwal & Agarwal, 2021; Singh et al., 2019). This is also consistent with the river basin approach, which treats the whole river basin, including tributaries and storm drains that enter the river, as a single organic body. The Tribunal had extensive discussions with all stakeholders, and the only sensible decision that emerged and is most reasonable is that drain-wise treatment should be used instead of city cleaning, particularly where cities include a variety of planned, unplanned, haphazard construction, and slum areas.

However, the river has stayed polluted, increasing emission levels such as heavy metals like arsenic, hexavalent chromium, fluoride, iron, and other sediment contaminants (Pandey et al. 2015). So, bearing in mind the magnitude of the issue and to expedite the cleaning operation, and measuring the urgency and significance of the task of cleaning Ganga, the National Democratic Alliance, which has been in power in the government since mid-May 2014, has launched a new program popularly known as the Namami Gange Programme (NGP). As a result, the government has urged the Ganga’s five basin states to work together to revitalize the river. The project was expected to cost more than Rs. 20,000 crores, with a task deadline of 2019, which has now been pushed back to 2020. There are logistical issues with cleaning the Ganga, including a lack of proper coordination inside and across the different government ministries. On the 10th/18th December 2015, the court issued a comprehensive order in the case of ‘Indian Council for Enviro Legal Action Vs National Ganga River Basin Authority (Original Application No. 10 of 2015), in which the demarcation of the floodplain, restricted consumer, and restriction of 100 meters from the center of the river was discussed and instructions were given (Gill 2016).
The National Green Tribunal in Social Action for Forest and Environment (Safe) Vs Union of India & Ors. (Original Application No. 87 of 2015, Decided on 02.03.2017), while considering different issues, including whether there is an immediate need for the full shutdown of camping activities in the River Ganga basin in the Rishikesh district (Original Application No. 87 of 2015, Decided on 02.03.2017). Since they were causing irreversible air and water contamination in the River Ganga and the surrounding regions, the court ruled that all operations would be carried out in compliance with the rules. In a 2017 order reprimanding the government, its functionaries, and other stakeholders, the National Green Tribunal stated emphatically that “...not a single drop of river Ganges has been cleaned thus far, and just wasting public resources.” As a result, it is abundantly clear that a stringent, open, and accountable framework within the system is needed for the cleaning of the Ganga, as well as proper management of funds appropriately and productively.

YAMUNA RIVER POLLUTION THROUGH THE LENS OF NGT ORDERS

River Yamuna flows south and east through the states of Uttarakhand, Haryana, Delhi (UT), and Uttar Pradesh, with major cities/towns along the known polluted stretch being Gautam Budh Nagar, Bulandshahar, Agra, Mathura, Aligarh, Prayagraj, and Etawah. Around 20 are currently in operation, whereas the other 10 remain closed for various reasons. The installed capacity of CETP Mathura is 6.5 MLD, but due to the self-closure of industries, only 3.0 MLD is currently being used. The treated effluent is discharged into the River Yamuna by 35 drains, 18 of which are mixed and 17 of which are solely domestic. Sugar, Pulp & Paper, Distillery, Textile, Slaughterhouses, and other factories are very polluting (Rout 2017).

In Mathura, there is a textile industrial cluster with 30 Saari Washing & Printing Units at Site-A, UPSIDC, Industrial Area, Mathura. Around 20 are currently in operation, whereas the other 10 remain closed for various reasons. The spread of the novel coronavirus known as COVID-19 has resulted in unparalleled degrees of adversity. Around the same time, it is a cause for celebration because it has resulted in a reduction in air and water emissions. The self-cleaning property of the river improved during the nationwide lockdown period (Vinaya & Karthik 2021).

Both water-polluting factories will be continuously regulated by three agencies: the UPPCB, the District Ganga Committee/Zila Paryavaran Samiti, and reputable third-party institutions. The District Ganga Committee/Zila Paryavaran Samitis will track GPIs periodically, and other industries will be tracked at random. CPCB and NMCG will both entrust Third Party Institutions with the burden of robust oversight. In addition, District Ganga Committees/Zila Paryavaran Samitis, with adequate Magisterial and Police assistance, will conduct a campaign to identify and close illicit factories existing in non-conforming areas. The National Green Tribunal directed that a Control Room be built in Agra with proper facilities and human resources for monitoring and coordinated reporting of numerous pollution sources.

The control room will be managed by the UP Pollution Control Board with the assistance of District Ganga Committees/Zila Paryavaran Samitis and will be supervised by the Commissioner of Agra. District Ganga Committees / Zila Paryavaran Samitis can hire JRFs/Monitoring Assistants on a contractual basis for monitoring purposes, with financial assistance from the District Ganga Committees/Zila Paryavaran Samitis. Educational/Technical Institutions and Colleges will also be known for their assistance in pollution source control and remediation. The Pollution Control Board will also develop the capacity for tracking pollution sources among students at such established institutions and colleges. The proposed surveillance would be carried out from the Control Room using a Web Portal to which field monitoring data would be submitted. The UP Pollution Control Board was suggested to create a Web Portal with access shared with District Ganga Committees/Zila Paryavaran Samitis for easier access to the portal.

COVID-19, THE LOCKDOWN, AND ITS EFFECTS ON THE RIVERS

The National Green Tribunal stated emphatically that “not a single drop of river Ganges has been cleaned thus far, and just wasting public resources.” As a result, it is abundantly clear that a stringent, open, and accountable framework within the system is needed for the cleaning of the Ganga, as well as proper management of funds appropriately and productively.
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water supplies were severely degraded beyond repair, with a total of 40 million liters of uncontrolled municipal pollution and wastewater entering rivers and other water bodies every day, just 37% of it is properly handled. The lockdown took just weeks to accomplish this feat of a cleaner Ganga and Yamuna, which governments have failed to achieve despite investing thousands of crores over decades. It is clear that the rivers have finally been able to breathe after such a long time of national shutdown, and the Ganga and Yamuna rivers have been healthier than ever before, with the water quality of these rivers exceeding expectations. This change can be credited to the nationwide lockdown imposed by Covid-19, as a result of which events such as tourism, fairs, swimming, and cloth washing near the ghats ceased, resulting in a poisonous load being removed from the river and the full cessation of untreated industrial waste discharge has improved the Ganga’s water quality.

**CONCLUSION**

Environmental conservation in India has largely failed, especially when it comes to rivers and urban water bodies. The cleaning of the Ganga and Yamuna rivers is a monumental challenge that necessitates top-down and bottom-up policies that include all stakeholders and leave no stone unturned. Cities discharge millions of gallons of untreated or partly treated wastewater into urban lakes and waterways to complete the hydrological cycle. As a result, India’s waterways are heavily polluted and often eroded into foul-smelling streams, posing considerable ecological and health risks (Rout 2017). Using a bottom-up strategy will mean using a common collection of parameters to evaluate all stakeholders’ success across the networks to identify compliance challenges that could emerge in the future rather than judging how they occurred previously. It would also make it easier to meet regulatory goals cost-effectively.

Many analysts have raised concerns about violations of environmental laws and regulations, especially about shortcomings and inconsistencies in environmental clearances provided by the Ministry of Environment and Forests (MoEF) and emission control systems (Panigrahi et al. 2012, Karpouzoglou 2011). Indian state authorities, especially the Ministry of Environment and Forests (MOEF) and the Central Pollution Control Board (CPCB), have publicly admitted that institutional frameworks and regulatory enforcement to protect the environment are inadequate (CPCB 2006, 2010, MoEF 2009). Although large-scale riverfront developments are encouraged across India as ecological restoration projects, the construction of iconic and aesthetic riverfronts takes precedence, and river restoration projects are largely unsuccessful in terms of ecological restoration (Desai 2012, Follmann 2015).

The accountable ministry would work to improve the phase-by-phase execution of these policies. There is also a pressing need to investigate why the government of India’s numerous policies over the decades have failed to yield the desired results. Thousands of crores of rupees have been spent on various schemes to clean the Ganga and Yamuna rivers, but none of them have met their objectives. Furthermore, in addition to the continuing plans to clean the Ganga and Yamuna, these can be exacerbated with small-scale, phase and location-specific, low-cost, and long-term solutions. The Central Government, State Governments, and their respective agencies, as well as the Judiciary, must develop an integrated Ganga and Yamuna River management strategy (Tortajada 2014). This will necessitate a thorough knowledge of the Ganga and Yamuna basin’s geography, history, ecology, policy, geology, anthropology, society, culture, and economy (Helmer & Hespanhol 1997).

The government’s efforts would eventually be a civil-society initiative in which people’s constructive participation is paramount. At various levels, such as policymaking, execution, supervision, and management of an integrated program to clean the Ganga and Yamuna, there should be active cooperation with and among different stakeholders such as politicians, scientists, civil society, and religious leaders. Climate change effects on the Ganga and Yamuna Rivers, as well as the environment around them, should be assessed. In brief, a holistic approach to urban river ecological rejuvenation is a pressing problem for India’s long-term urban growth and environmental governance (Uberoi 2004). Environmental advocacy has stressed the natural integrity of waterways and the intimate river-city interactions, even though state actors do not see it that way.
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**ABSTRACT**

In Indonesia, the pest *Thrips parvispinus* Karny is a major problem for red chili plants. Most pest control techniques rely on synthetic pesticides, resulting in environmental degradation, the extinction of natural enemies, and the emergence and resilience of a variety of different pests. The aim of this study is to determine the impact of a 25% Imidacloprid insecticide on population density and the proportion of infestations and natural enemies in the field. A randomized block design with 5 treatments and 5 replications was utilized in this field investigation. Plant samples were collected in a “U-shaped” pattern. According to the findings, a 25% Imidacloprid pesticide had a significant influence on population density and *T. parvispinus’* attack on red chili plants. Moderate damage was caused by *T. parvispinus’* infestation on red chili plants using 50-200 L.ha\(^{-1}\) 25 % Imidacloprid pesticide. Furthermore, a 25 % Imidacloprid insecticide dosage increase was shown to have a very strong relationship with a reduction in population density, the proportion of *T. parvispinus* attack, and the variety and quantity of natural enemies in red chili. Thus, a 25 % Imidacloprid insecticide at a rate of 100 L.ha\(^{-1}\) proved successful in reducing *T. parvispinus* while remaining safe for natural enemies. Future pest control techniques must still be based on improved field data collection, such as data on pesticide contamination or other anthropogenic chemicals, which may also be used to estimate natural enemy population levels in the field.

**INTRODUCTION**

Red chili (*Capsicum annuum* L.) is one of the top national commodities generating public income and state foreign exchange in the non-oil and gas sector. Compared to its potential production of more than 20 tons.ha\(^{-1}\), the average red chili yield per farmer in 2015 was 8.65 tons.ha\(^{-1}\) (BPS 2015). The infestation of *Thrips parvispinus* Karny in every growing season causes low red chili yield (Johari et al. 2016). These pests target red chili shoots, young leaves, and flowers by inserting their stylets into the epidermal tissue, palisade tissue, and mesophyll cells to extract nutrients from the plant fluid (Merta et al. 2017). The brown-turned silvery spots are typical symptoms of a normal infestation on the foliage. Damage to the leaves can interfere with the photosynthesis process, resulting in a reduction in leaf photosynthesis rate (Gassmann 2004). Curling leaves and stunted terminal shoots are two more indications of this pest infestation (Tyagi et al. 2015).
Classical biological management utilizing imported exotic natural enemies has a long history of effectiveness in controlling target pest populations in many nations (Horrocks et al. 2020). Natural enemies from predatory groups may be employed to naturally control these pests (van Lenteren 2012, Duan et al. 2015, Barratt et al. 2018, Supartha et al. 2020). Natural enemies, for example, are reported to have had a significant part in at least a 50% decrease in pest infestation on certain agricultural fields, which contribute US$13 billion in ecosystem benefits in the United States each year (Losey & Vaughan 2006).

However, if biological control measures fail to manage certain pests, further management methods, such as synthetic pesticides are required. In 2003-2005, Prabaningrump & Moekasan, (2008) reported the control activities on red chili planting in the West Bandung Regency, Indonesia with agrochemicals such as Imidacloprid insecticide. In Indonesia, rice farmers have been using imidacloprid pesticides since 1994 (Thorburn 2015). This pesticide is good and efficient against pests such as whitefly and aphids (Hartwig et al. 1991). According to Firmansyah et al. (2014), of five imidacloprid insecticide doses namely 3,200 g.ha⁻¹, 1,600 g.ha⁻¹, 800 g.ha⁻¹, 400 g.ha⁻¹, and 200 g.ha⁻¹, the suggested amount for controlling brown leafhoppers was 800 g.ha⁻¹. In another case, the imidacloprid pesticide was well-known for its effectiveness in suppressing the Silverleaf whitefly, Bemisia tabaci (Hemiptera: Aleyrodidae) (Setiawati et al. 2007). In addition to the pesticide Imidachlorid, there is another insecticide with the active ingredient Fipronil 50 g.L⁻¹ that considerably lowers the dominance and diversity index of the yellow rice stem borer, Scirpophaga incertulas Walker (Lepidoptera: Pyralidae) and their abundance of parasitoids, especially at higher doses (Putra et al. 2017).

This field study aimed to assess the efficiency of 25% Imidacloprid insecticide in suppressing the population of thrips, as well as its effect on the population diversity and abundance of T. parvispinus on red chili (Capsicum annuum L.). In terms of the use of synthetic pesticides that impact the balance of insects in agricultural landscapes, these results may be useful information, particularly for farmers and relevant authorities. Additionally, environmental and human health must be emphasized via the application of Integrated Pest Management.

**MATERIALS AND METHODS**

**Study Area**

This study was carried out in Kerta Village, Payangan District, Gianyar Regency, Bali Province, on a T. parvispinus-attacked red chili (Pilar variety) plantation owned by local farmers. The study site is located 850 meters above sea level with temperatures ranging from 26 to 28°C and 77% humidity. Meanwhile, the laboratory-scale study was carried out at IPM Lab, Faculty of Agriculture, Udayana University, Denpasar-Bali.

**Research Design**

This study used Randomized Block Design with five treatment doses of 25% Imidacloprid insecticide: 50 g/ha, 100 g.ha⁻¹, 150 g.ha⁻¹, and 200 g.ha⁻¹, and the control (no insecticide) in five replications. The total land area is 1,440 m² with a bed area of 36 m². The plant population per bed was 144 plants, with a spacing of 50 cm x 45 cm. The number of plants sampled per bed was ten with a “U” (U-shape) sampling technique. When the red chili plants were 4 weeks old after planting (wap) or 10 T. parvispinus nymphs were identified per plant, the 25% Imidacloprid pesticide was applied once a week for a total of ten applications using a high-pressure sprayer.

**Population Density**

The population density of T. parvispinus was observed on three selected red chili blooms. T. parvispinus population density (PD) is determined using the following formula:

\[
\text{Population density} = \frac{\text{number of individuals}}{\text{area (m}^2\text{)}}
\]

**Percentage of Attack**

The percentage of attack was determined using six leaves namely every two leaves from the bottom, middle, and top of the red chili plant. The percentage of attack (P) is calculated using the formula:

\[
P = \frac{\text{number of affected leaves (a)}}{\text{total number of leaves observed (b)}}
\]

**Diversity of Natural Enemies**

Shannon-Weaver’s natural enemy diversity formula (Price, 1984):

\[
H' = \sum \frac{P_i \log P_i}{N} = \sum \left(\frac{n_i}{N} \log \frac{n_i}{N}\right)
\]

Where:

- \(H'\) = Diversity Index
- \(P_i = \frac{n_i}{N}\) (the number of i-species individuals divided by the total number of individuals).
- \(n_i\) = Number of i-species individuals
- \(N\) = Total number of individuals
The observation was performed by collecting specimens, documenting, and photographing the type and quantity of predators encountered in the field once a week for identification in the laboratory.

**Data Analysis**

ANOVA (SPSS 23.0, IBM, USA) was used to evaluate data on population density and the proportion of *T. parvispinus* assaults on plants, as well as the index of population diversity and predator abundance on red chili. If the treatment has a significant effect on the observed variables, the Least Significant Difference (LSD) test at a 5% level (P<0.05) will be conducted. Meanwhile, regression analysis was performed to investigate the relationship between demographic data and the proportion of infestations (MS Excel 2019, Microsoft Windows USA).

**RESULTS AND DISCUSSION**

**Population Density**

Based on the results, *T. parvispinus* population density decreased from 7 weeks after planting (wap) to 13 wap. This happened as a result of 25% Imidacloprid insecticide application in lowering *T. parvispinus* population density on red chili plants (Table 1). This is supported by Abdel Farag El-Shafie (2020) that pest population density may be reduced by application-based control methods. The 25% Imidacloprid has a high effectiveness value for eliminating insects including aphids, peach aphids, armyworms, rice ear bugs, and brown leafhoppers, and is generally safe because of its minimal toxicity to mammals (Saharan et al. 2014). In addition to affecting the density of insect populations, exposure to imidacloprid for 35 days affects the physiology of crops and is easily concentrated on the shoots of vegetables which are generally used as a source of nutrition by several invasive pests in the field (Li et al. 2019).

The results are supported by Supartha et al. (2002) that pesticides with systemic and contact characteristics can impair the growth and development of insect larvae. The decrease in population density of *T. parvispinus* at the 10 to 13 Week after Planting (WAP) was assumed to be related to the physical traits (the developed plant tissue, a decrease in the food supply, and the appearance of red chili plants. Histological, physiological, and behavioral effects of exposure to low doses of the insecticide Imidacloprid were also investigated in *Drosophila melanogaster* and these findings indicate that oxidative stress is a key factor in the process of action of this insecticide by generating Ca2+ fluxes that enter neurons and increase levels of relative oxygen species (ROS) in fly larvae brain (Martelli et al. 2020).

<table>
<thead>
<tr>
<th>Treatment Dose (g/ha)</th>
<th>Population density of <em>T. parvispinus</em> [m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week after planting (WAP) Week after planting (WAP)</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>200</td>
<td>14.9 a</td>
</tr>
<tr>
<td>150</td>
<td>15.0 a</td>
</tr>
<tr>
<td>100</td>
<td>15.3 a</td>
</tr>
<tr>
<td>50</td>
<td>15.4 a</td>
</tr>
<tr>
<td>0</td>
<td>15.5 a</td>
</tr>
</tbody>
</table>

Note: the numbers followed by the same letter in the same column show no significant difference in the Least Significant Difference (LSD) Test at the 5% level (<0.05).

<table>
<thead>
<tr>
<th>Treatment Dose (g/ha)</th>
<th>Percentage of attack index of <em>T. parvispinus</em></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week after planting (WAP) Week after planting (WAP)</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>200</td>
<td>15.7 a</td>
</tr>
<tr>
<td>150</td>
<td>15.9 a</td>
</tr>
<tr>
<td>100</td>
<td>16.3 a</td>
</tr>
<tr>
<td>50</td>
<td>17.1 a</td>
</tr>
<tr>
<td>0</td>
<td>17.5 a</td>
</tr>
</tbody>
</table>

Note: the numbers followed by the same letter in the same column show no significant difference in the Least Significant Difference (LSD) Test at the 5% level (<0.05).
Percentage of Attack Index

Based on the results of data analysis, the effect of 25% Imidacloprid insecticide on the percentage of attack was substantially different between the control and the treatment studied. From top to lowest, the percentage of attacks was 50 g.ha\(^{-1}\), 100 g.ha\(^{-1}\), 150 g.ha\(^{-1}\), and 200 g.ha\(^{-1}\) (Table 2). The 25% Imidacloprid insecticide, used as a contact and systemic poison against T. parvispinus, has the potential to block the signal flow that would otherwise travel to the receiving neuron, making it impossible for the nerve to receive messages spontaneously. As a result, insects suffer paralysis leading to death (Wang et al. 2008, Khoa et al. 2018).

Diversity of Natural Enemies Index

Based on the results, 25% Imidacloprid insecticide to the diversity of natural enemies at 50 g.ha\(^{-1}\) to 150 g.ha\(^{-1}\) doses were not significantly different from the control treatment. These results indicated that the insecticide had no significant effect on natural enemies, especially predatory insects. This can be seen in 50 g.ha\(^{-1}\) and 150 g.ha\(^{-1}\) doses that several types of predatory insects were still able to survive. However, not all types of natural enemies can survive at high doses, for example, at 200 g.ha\(^{-1}\) doses, the predatory insects significantly decreased compared to the control. This is presumably because several types of predatory insects exposed to the 25% Imidacloprid insecticide were unable to maintain the viability of the toxic nature at the highest concentration (Table 3). The 25% Imidacloprid insecticide can penetrate the bodies of insects by systemic and contact poisoning (Kreutzweiser et al. 2008).

The Abundance of Natural Enemies

Based on the results, 25% Imidacloprid insecticide had a significant effect compared to the control, especially at 100 g.ha\(^{-1}\), 150 g.ha\(^{-1}\), and 200 g.ha\(^{-1}\) (Table 4). The unwise use of synthetic insecticides (especially non-selective ones) can reduce the population of insect pests and can adversely affect the decrease in the abundance of natural enemy populations in fields (El-Wakeil et al. 2013, Göldel et al. 2020, Gesraha & Ebeid 2021).

Relationship Between 25% Imidacloprid Insecticide Dose and Population Density and Percentage of Attack

The \(R^2\) value of population density and percentage of attack was 0.6708 and 0.9137, respectively (Fig. 1). These results indicated a positive and very strong relationship between the 25% Imidacloprid Insecticide and population density as well as percentage of attack.

<p>| Table 3: The effect of 25% imidacloprid insecticide on diversity of natural enemies index in red chili plants. |</p>
<table>
<thead>
<tr>
<th>Treatment Dose (g.ha(^{-1}))</th>
<th>Week after planting (WAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>200</td>
<td>0.60 a</td>
</tr>
<tr>
<td>150</td>
<td>0.56 a</td>
</tr>
<tr>
<td>100</td>
<td>0.57 a</td>
</tr>
<tr>
<td>50</td>
<td>0.60 a</td>
</tr>
<tr>
<td>0</td>
<td>0.59 a</td>
</tr>
</tbody>
</table>

Note: the numbers followed by the same letter in the same column show no significant difference in the Least Significant Different (LSD) Test at the 5% level (<0.05).

<p>| Table 4: The effect of 25% imidacloprid insecticide on abundance index of natural enemies in red chili plants. |</p>
<table>
<thead>
<tr>
<th>Treatment Dose (g.ha(^{-1}))</th>
<th>Week after planting (WAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>200</td>
<td>11,1 a</td>
</tr>
<tr>
<td>150</td>
<td>10,8 a</td>
</tr>
<tr>
<td>100</td>
<td>10,8 a</td>
</tr>
<tr>
<td>50</td>
<td>12,3 a</td>
</tr>
<tr>
<td>0</td>
<td>11,9 a</td>
</tr>
</tbody>
</table>

Note: the numbers followed by the same letter in the same column show no significant difference in the Least Significant Different (LSD) Test at the 5% level (<0.05).
as attack percentage. Thus, 25% Imidacloprid Insecticide was very effective in suppressing population density and the percentage of *T. parvispinus* attack on red chili plants.

The decrease in population density and the percentage of attacks was in line with the increase in the tested dose, meaning that the higher the dose applied, the lower the population density and the percentage of attacks. The population decrease was caused by the direct effect of the 25% Imidacloprid insecticide either by contact or systemically on the body of the insect (Sanchez-Bayo et al. 2013, Pisa et al. 2021). The 25% Imidacloprid insecticide had a strong influence on the types of insect pests in eating, grating, and sucking (Ahmed et al. 2014). The way the insecticide works is very compatible with the behavior of *T. parvispinus* attacking leaves and flowers, namely by grinding and sucking the liquid from the leaves and flowers of red chili plants containing 25% Imidacloprid insecticide. This is supported by Summers et al. (2004) that the 25% Imidacloprid insecticide is effective in suppressing population density and the attack of aphids on red chili plants.

**Relationship Between 25% Imidacloprid Insecticide dose and the Diversity and Abundance of Natural Enemies**

The R² value of diversity and abundance of natural enemies
was 0.6307 and 0.9178, respectively (Fig. 2). These results indicated a positive and very strong relationship between the 25% Imidacloprid Insecticide and the diversity and abundance of natural enemies. An increase in the dose of 25% Imidacloprid insecticide significantly decreased the abundance of natural enemies in red chili plantations. The use of selective insecticides even at high doses can have a negative effect on decreasing the abundance of natural enemies (Xiao et al. 2016). Insecticides cause species shift phenomena, trophic level simplification, and pest resurgence (Yamamuro et al. 2019). The overall density of predators applied with insecticides was lower than in the control plots (Janssen & Rijn 2021).

CONCLUSION

The 25% Imidacloprid insecticide had a significant effect on population density and the attack of T. parvispinus on red chili plants. The percentage of T. parvispinus attack on red chili plants with the 25% Imidacloprid insecticide at a dose (50-200 L.ha$^{-1}$) was included in the “mild damage” category. 25% Imidacloprid insecticide had a significant effect on the diversity and abundance of natural enemies at a dose of 100 g.ha$^{-1}$. An increase in the dose of 25% Imidacloprid insecticide showed a very strong relationship to the decrease in population density, the percentage of T. parvispinus attack, and the diversity and abundance of natural enemies in red chili (Capsicum annuum L.). Thus, 100 L.ha$^{-1}$ 25% Imidacloprid insecticide was effective in controlling T. parvispinus and safe for natural enemies.

It is still necessary to conduct further research on the contamination of 25% Imidacloprid insecticide on heavy metals in horticultural crops and their impact on human health, to provide important information on human health and the agricultural environment.
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**ABSTRACT**

The study aims to bring out the interdependence of the air pollutant components through Correlation and Principal Component Analysis (PCA) to identify the sources causing air pollution in Residential, Resident cum Industrial and Industrial areas of Hyderabad. For this purpose, daily data (from 1st January 2018 to 31st December 2020) of air pollutants recorded by Continuous Ambient Air Quality Monitoring Stations (CAAQMS) that includes 15 air pollution-causing components was collected from the Centre Pollution Control Board (CPCB) website. Data from Residential (Hyderabad Central University (HCU)), Residential and Industrial (ICRISAT-Patencheru), and purely Industrial (Pashmylaram) areas were analyzed and it was identified that 5 majorly contributed pollutants at HCU were due to residential activities however, 5 major pollutants at ICRISAT and Pashmylaram were due to vehicular traffic and industry emissions. The purpose of the study was to figure out the sources of air pollutants and their interdependency under different local conditions. The findings of the study may help the policymakers and authorities concerned to implement different strategies and take necessary steps to keep the pollution levels under control.

**INTRODUCTION**

The rapid increase in urbanization and industrialization has been observed in many Indian cities over the last two decades. Hyderabad, Telangana State is one of the fast-growing and most urbanized, and industrialized cities in the country. It is located on the bank of the Musi River, covering 650 sq km at an altitude of 542 m above sea level. In recent years the city experienced striking development in many areas, especially in information technology, pharmaceuticals, and other industries. Many World-class companies like Google, Amazon, etc., started their business which leads to a remarkable expansion of the city in all directions. In this process, several residential communities were developed, High range and multi-stored buildings had come up and resulted in an exponential increase in transport vehicles. This growth has a greater impact on air pollution, and it is well known that air pollution has adverse effects on human health and also on the environment.

In nature, the air is an essential element that does not have any potential defending barrier that can be isolated therefore, there is a need to analyze the impact of pollutants on Global, National, and Local-scale, thereby measures can be taken to control the pollution at all levels (Cichowicz & Wielgosi ski 2015, Ménard et al. 2016, Vallero 2014).

World Health Organization (WHO) reported that the premature deaths of more than two million people each year are attributed to the effect of air pollution during the 21st century. According to the National Institutes of Health, industrial and photochemical smog are the two major forms of air pollution that can create health hazards.

Generally, pollutants found in urban areas are from short-range sources, which include vehicle exhaust, combustion, standby generators, construction, demolition, and kitchen exhaust (Cichowicz & Wielgoski ski 2015, Gurney et al. 2012, Lelieveld et al. 2015, Nemitz et al. 2002). Airborne particulate matter is a complex mixture of organic and inorganic substances, that stay for more time in the atmosphere; as a result, they can easily bypass the filters of the nose and throat of human beings, causing a great impact on health that includes chronic bronchitis, breathing issues heart problems and asthma.

Many studies have proved that industrial and vehicular emissions are the two major contributors to atmospheric pollution (Ajay Kumar et al. 2020, Ravindra et al. 2016, Zhang et al. 2019, Zhao et al. 2019, Singh et al. 2020).

The air quality over Hyderabad gradually declined due to industrial and transport sectors (Guttikunda et al. 2014). The source contribution of Particulate matter over Hyderabad was quantified, using a chemical mass balance receptor
model, and reported that more than 60% of pollution was dominated by vehicular exhaust and road dust (Venkateswara et al. 2016). In this paper, an attempt was made to identify the dominant air pollutants in different areas of Hyderabad using PCA.

MATERIALS AND METHODS

Over the past two decades, Hyderabad city has evolved into an IT hub hosting several Global software companies and is famous for several Pharmaceutical industries and others. The extensive network of public transport includes state-owned road transport, Multi-Modal Transport System, elevated Mono Rail transit system apart from private cabs, and three-wheeler autos. The increased economic activity coupled with the migration of the population has resulted in the outward expansion of the city and made industrial estates an integral part of the city.

The CPCB is operating 6 continuous ambient air quality monitoring stations (CAAQMS) [Bolaram; Sanathnagar; Zoo park; Hyderabad central university; ICRISAT; Pashamylar-am] over Hyderabad. The details of the stations and their significance are mentioned in Table 1.

All the above CAAQM stations using sophisticated analyzers generate data instantly and facilitate online data dissemination of various parameters including Particulate Matter of size less than 10 microns and 2.5 microns (PM10, PM2.5), chemical pollutants (NOx, SO2, CO, O3 NH3 VOCs) and meteorological parameters (Temperature, Relative Humidity, and Wind Speed). Our study includes air quality data taken from 3 stations out of the above six stations across Hyderabad. The aim behind choosing them was due to their proximity to the residential area (HCU) residential and Industrial area (ICRISAT) and Industrial area (Pashamylar-am).

Data Analysis

The daily air quality data for three years from January 2018 to December 2020 amounting to 1905 days was taken from the CPCB website for the aforesaid stations. Significant outliers were removed from the data before the analysis. The details of pollutant components studied for the purpose are given in Table 2.

The pre-processed data of three stations (the residential area (HCU) residential and Industrial area (ICRISAT) and Industrial area (Pashmylaram), shown in Fig. 1 are correlated using Karl Pearson’s Coefficient of correlation, and the results are reported in Table 3a, b and c respectively. From the correlation matrix, it is observed that most of the variables are moderate to highly correlated, they have been highlighted in bold.

Factor Analysis is a statistical technique used for dimension reduction of variables that are considered to be a linear combination of underlying factors. Initially, the data were tested for the suitability of factor analysis using KMO and Bartlett’s Test. It was observed that KMO > 0.6 is a reasonable and acceptable value. Sig. <0.001 for Bartlett’s test indicates the correlation matrix is significantly different from the identity matrix which is consistent that the matrix is factorable.

Principal Component Analysis

The purpose of Principal component analysis is to account for the utmost portion of the variance with a minimum number of latest or composite variables called principal components. If X1, X2,……. Xk are variables required to represent the complete economy by removing overlapping the same can be accounted for by a small number p of the principal components. Replacing the initial k variables with p principal components the original data set consisting of n measurements of k variables thus reduces to an information set consisting of n measurements of p principal components. Algebraically principal components represent the linear combination of k variables X1, X2,……. Xk and a new coordinate system is obtained by rotating the original system with X1, X2,……. Xk is the new coordinate axes. The new axes represent the direction of maximum variability that gives rise to simple and precise covariances.

If X’=[X1,X2,….Xk ] stands for transformed covariance matrix, then λ1 ≥ λ2 ≥…….≥λk ≥ 0 are its eigenvalues.

### Table 1: Details of Continuous Ambient Air Quality Monitoring Stations.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Name of the station</th>
<th>Significance of station</th>
<th>Latitude [°N]</th>
<th>Longitude [°E]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bollaram Industrial Area, Hyderabad-TSPCB</td>
<td>Industrial Residential Rural and Other Area</td>
<td>17.54</td>
<td>78.34</td>
</tr>
<tr>
<td>2</td>
<td>Central University, Hyderabad-TSPCB</td>
<td>Downstream of industrial area and sensitive zone</td>
<td>17.45</td>
<td>78.34</td>
</tr>
<tr>
<td>3</td>
<td>ICRISAT Patancheru, Hyderabad-TSPCB</td>
<td>Industrial Residential Rural and Other Area</td>
<td>17.51</td>
<td>78.27</td>
</tr>
<tr>
<td>4</td>
<td>IDA Pashamylaram, Hyderabad-TSPCB</td>
<td>Industrial Residential Rural and Other Area</td>
<td>17.53</td>
<td>78.18</td>
</tr>
<tr>
<td>5</td>
<td>Zoo Park, Hyderabad-TSPCB</td>
<td>Industrial Residential Rural and Other Area</td>
<td>17.34</td>
<td>78.45</td>
</tr>
<tr>
<td>6</td>
<td>Sanathnagar, Hyderabad-TSPCB</td>
<td>Centre of the city and Balanagar IDA</td>
<td>17.45</td>
<td>78.44</td>
</tr>
</tbody>
</table>
The principal components are generated using the linear combinations
\[ Y_1 = a_{11}X_1 + a_{12}X_2 + \ldots + a_{1k}X_k \]
\[ Y_2 = a_{21}X_1 + a_{22}X_2 + \ldots + a_{2k}X_k \]
\[ Y_k = a_{k1}X_1 + a_{k2}X_2 + \ldots + a_{kk}X_k \]

Then \( \text{Var}(Y) = a_i^2 \sum a_i \) for \( i = 1, 2, \ldots, k \)
and \( \text{Cov}(Y_i, Y_j) = a_i a_j \sum a_j \) for \( i, j = 1, 2, \ldots, k \)

The uncorrelated linear combinations of \( Y_1, Y_2, \ldots, Y_k \) generate principal components with the largest possible variances.

**RESULTS AND DISCUSSION**

Principal Component Analysis using the Varimax method is applied for data reduction. The rotated component matrix of the 3 stations is consolidated in Table 4 and the resulting factors are summarized in Table 5.

From Table 5 three factors are extracted from 15 pollutant components at HCU, however, four factors each were extracted at other stations (ICRISAT and Pashmylaram). Eigenvalues at HCU amount to 68.4% of the variability whereas at ICRISAT and Pashmylaram amount to 74.049% and 67.486% respectively. The cumulative percentage of variation is well preserved by rotation, however; the spread of variation is distributed evenly over the components.

The air pollution at HCU rose due to its proximity to the IT corridor. The major variability of 29.487% at HCU is contributed by Volatile organic compounds (VOCs), the most

<table>
<thead>
<tr>
<th>Air Pollutants</th>
<th>Abbreviation</th>
<th>Units of Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particulate Matter 2.5</td>
<td>PM 2.5</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Particulate Matter 10</td>
<td>PM 10</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Nitric Oxide</td>
<td>NOx</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH₃</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Sulfur Dioxide</td>
<td>SO₂</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td>CO</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Ozone</td>
<td>O₃</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Benzene</td>
<td>Benzene</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Toluene</td>
<td>Toluene</td>
<td>μg.m⁻³</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>RH</td>
<td>%</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>WS</td>
<td>Meter/sec [m.s⁻¹]</td>
</tr>
<tr>
<td>Wind Direction</td>
<td>WD</td>
<td>Degree [°]</td>
</tr>
<tr>
<td>Solar Radiation</td>
<td>SR</td>
<td>Watt/Meter² [W/m²]</td>
</tr>
<tr>
<td>Ambient Temperature</td>
<td>AT</td>
<td>°C</td>
</tr>
<tr>
<td>Xylene</td>
<td>Xylene</td>
<td>μg.m⁻³</td>
</tr>
</tbody>
</table>

Fig.1: Selected CAAQMS stations based on their proximity to Residential, Residential & Industrial, and Industrial areas.
Table 3a: Correlation matrix of air pollutants at HCU.

<table>
<thead>
<tr>
<th></th>
<th>PM 2.5</th>
<th>PM 10</th>
<th>NOx</th>
<th>NH₃</th>
<th>SO₂</th>
<th>CO</th>
<th>O₃</th>
<th>Benzene</th>
<th>Toluene</th>
<th>RH</th>
<th>WS</th>
<th>WD</th>
<th>SR</th>
<th>AT</th>
<th>Xylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM 2.5</td>
<td>.911**</td>
<td>.683**</td>
<td>.513**</td>
<td>.493**</td>
<td>.536**</td>
<td>.538**</td>
<td>.553**</td>
<td>.477**</td>
<td>-.328**</td>
<td>-.428**</td>
<td>-.361**</td>
<td>.138**</td>
<td>-.132**</td>
<td>.451**</td>
<td></td>
</tr>
<tr>
<td>PM 10</td>
<td>.721**</td>
<td>.516**</td>
<td>.550**</td>
<td>.557**</td>
<td>.623**</td>
<td>.607**</td>
<td>.566**</td>
<td>.561**</td>
<td>-.362**</td>
<td>-.321**</td>
<td>.316**</td>
<td>.083**</td>
<td>.517**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOx</td>
<td>.584**</td>
<td>.513**</td>
<td>.575**</td>
<td>.390**</td>
<td>.676**</td>
<td>.630**</td>
<td>.433**</td>
<td>-.440**</td>
<td>-.372**</td>
<td>.201**</td>
<td>-.021</td>
<td>.630**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH₃</td>
<td>1</td>
<td>.226**</td>
<td>.235**</td>
<td>.305**</td>
<td>.375**</td>
<td>.336**</td>
<td>.301**</td>
<td>-.197**</td>
<td>-.352**</td>
<td>.074**</td>
<td>-.056</td>
<td>.337**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO₂</td>
<td>1</td>
<td>.287**</td>
<td>.404**</td>
<td>.526**</td>
<td>.525**</td>
<td>-.659**</td>
<td>-.080**</td>
<td>-.092**</td>
<td>-.403**</td>
<td>.348**</td>
<td>.549**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>1</td>
<td>.941**</td>
<td>-.481**</td>
<td>-.228**</td>
<td>-.043**</td>
<td>.211**</td>
<td>.101**</td>
<td>.899**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₃</td>
<td>1</td>
<td>-.486**</td>
<td>-.238**</td>
<td>-.066**</td>
<td>.227**</td>
<td>.131**</td>
<td>.838**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>1</td>
<td>.062**</td>
<td>.111**</td>
<td>-.654**</td>
<td>-.573**</td>
<td>-.433**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS</td>
<td>1</td>
<td>.383**</td>
<td>-.059</td>
<td>.254**</td>
<td>-.128**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WD</td>
<td>1</td>
<td>-.033</td>
<td>.121**</td>
<td>-.027</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>1</td>
<td>.538**</td>
<td>.228**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>1</td>
<td>.192**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xylene</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3b: Correlation matrix of air pollutants at ICRISAT.

<table>
<thead>
<tr>
<th></th>
<th>PM 2.5</th>
<th>PM 10</th>
<th>NOx</th>
<th>NH₃</th>
<th>SO₂</th>
<th>CO</th>
<th>O₃</th>
<th>Benzene</th>
<th>Toluene</th>
<th>RH</th>
<th>WS</th>
<th>WD</th>
<th>SR</th>
<th>AT</th>
<th>Xylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM 2.5</td>
<td>.923**</td>
<td>.770**</td>
<td>.671**</td>
<td>.396**</td>
<td>.792**</td>
<td>.255**</td>
<td>.295**</td>
<td>.304**</td>
<td>-.292**</td>
<td>-.522**</td>
<td>-.666**</td>
<td>.034**</td>
<td>-.231**</td>
<td>.239**</td>
<td></td>
</tr>
<tr>
<td>PM 10</td>
<td>.787**</td>
<td>.676**</td>
<td>.489**</td>
<td>.781**</td>
<td>.340**</td>
<td>.314**</td>
<td>.309**</td>
<td>-.512**</td>
<td>-.465**</td>
<td>-.595**</td>
<td>.155**</td>
<td>-.107**</td>
<td>.270**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOx</td>
<td>1</td>
<td>.617**</td>
<td>.385**</td>
<td>.806**</td>
<td>.154**</td>
<td>.359**</td>
<td>.393**</td>
<td>-.292**</td>
<td>-.519**</td>
<td>-.559**</td>
<td>.032**</td>
<td>-.262**</td>
<td>.382**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH₃</td>
<td>1</td>
<td>.297**</td>
<td>.660**</td>
<td>.231**</td>
<td>.295**</td>
<td>.287**</td>
<td>.353**</td>
<td>-.476**</td>
<td>-.553**</td>
<td>.048**</td>
<td>-.259**</td>
<td>.264**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO₂</td>
<td>1</td>
<td>.273**</td>
<td>.326**</td>
<td>-.049</td>
<td>-.073**</td>
<td>-.356**</td>
<td>.158**</td>
<td>-.207**</td>
<td>.096**</td>
<td>.003**</td>
<td>-.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>1</td>
<td>.265**</td>
<td>.363**</td>
<td>.383**</td>
<td>.351**</td>
<td>-.561**</td>
<td>-.598**</td>
<td>.019**</td>
<td>-.397**</td>
<td>.439**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₃</td>
<td>1</td>
<td>.140**</td>
<td>.099**</td>
<td>-.537**</td>
<td>-.089**</td>
<td>-.271**</td>
<td>.359**</td>
<td>.026**</td>
<td>.138**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>1</td>
<td>.849**</td>
<td>-.075**</td>
<td>-.461**</td>
<td>-.311**</td>
<td>.099**</td>
<td>-.139**</td>
<td>.549**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toluene</td>
<td>1</td>
<td>-.063**</td>
<td>-.478**</td>
<td>-.321**</td>
<td>.088**</td>
<td>-.243**</td>
<td>.533**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>1</td>
<td>.201**</td>
<td>.291**</td>
<td>-.650**</td>
<td>-.050**</td>
<td>-.034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS</td>
<td>1</td>
<td>.584**</td>
<td>-.126**</td>
<td>.253**</td>
<td>-.353**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WD</td>
<td>1</td>
<td>-.015</td>
<td>.303**</td>
<td>-.149**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>1</td>
<td>.245**</td>
<td>.042</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>1</td>
<td>-.131**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xylene</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
by vehicular traffic and industry emissions is the major contributor. Also being a residential area the second highest contributor to atmospheric pollution is VOCs amounting to 16.874% of the total variance. These large amounts of VOCs prohibit atmospheric ozone to decompose and the presence of a large amount of ozone contributes to 14.708% of the variance. It was observed that SO\(_3\) has contributed 8.881% variance to the pollution. According to a report released by Telangana Pollution Control Board in 2019 (CBCP 2019), ICRISAT is housing many steel industries whose major air pollutants are Sulphur dioxide and Nitrogen oxides.

Pashmylaram is a hub of chemical and pharmaceutical industries. Major chemical pollutants released in the air are in the form of smog with air-borne particulate matter and Sulphur dioxide (Naidu et al., 2021). It is evident from particulate matter PM 2.5, PM 10, and SO\(_3\) contributed to 23.163% of the total variance. Air pollutants generated by pharmaceutical industries predominantly consist of VOCs consisting of sulfur dioxide, nitrogen oxide, etc. (Yaqub et al. 2012). It can be noted that the contribution of NH\(_3\) and NOx is 9.328% to the variability.

Fig. 2 illustrates the box and whisker plot of various pollutants under the study at three different stations. It was observed from 2(b) and 2(h) of Box and whisker plots of NOx and Ambient temperature (AT) that the higher the AT in ICRISAT and HCU lower is the NOx. This indicates that the concentrations of NOx have a strong negative correlation with ambient temperature. A similar observation was made by Chen et al. (2010). Fig.2 (c), (b), and (e) are Box and whiskers plots of NH\(_3\), CO, and NOx. Lower boxes of NH\(_3\) at ICRISAT support lower production of CO and NOx, and higher boxes of NH\(_3\) at HCU and Pashmylaram support higher production of CO and NOx. Industrial and traffic emissions are also important ammonia sources in urban areas (Ianniello 2010, Pandolfi 2012, Phan 2013). It was recently proved that Ammonia in the air plays a primary role in the formation of CO, SO\(_2\), and NOx (Behera & Sharma 2010, Updyke et al. 2012).

The destruction of atmospheric O\(_3\) is done by the action of solar radiation (SR) on NOx to break it down to Nitrogen monoxide (NO) and atomic oxygen (O), This atomic oxygen synthesizes with molecular oxygen(O\(_2\)) to form tropospheric ozone (O\(_3\)), which in turn reacts with NO to form new NO\(_2\) and O\(_2\), maintaining the concentrations of reagents and products in equilibrium (Yurdakul et al. 2013). Box and whisker plots corresponding to SR and O\(_3\) are in agreement with the results of the aforesaid paper.

### Table 3c: Correlation matrix of air pollutants at Pashmylaram.

<table>
<thead>
<tr>
<th></th>
<th>PM 2.5</th>
<th>PM 10</th>
<th>NOx</th>
<th>NH(_3)</th>
<th>SO(_2)</th>
<th>CO</th>
<th>O(_3)</th>
<th>Benzene</th>
<th>Toluene</th>
<th>RH</th>
<th>WS</th>
<th>WD</th>
<th>SR</th>
<th>AT</th>
<th>Xylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM 2.5</td>
<td>1</td>
<td>.929**</td>
<td>.398**</td>
<td>.147**</td>
<td>.502**</td>
<td>.458**</td>
<td>.458**</td>
<td>.303**</td>
<td>.339**</td>
<td>-.342**</td>
<td>-.553**</td>
<td>- .433**</td>
<td>-.116**</td>
<td>-.181**</td>
<td>.171**</td>
</tr>
<tr>
<td>PM 10</td>
<td>1</td>
<td>.424**</td>
<td>.177**</td>
<td>.502**</td>
<td>.434**</td>
<td>.409**</td>
<td>.337**</td>
<td>.401**</td>
<td>.473**</td>
<td>-.509**</td>
<td>-.365**</td>
<td>.028</td>
<td>-.042</td>
<td>.234**</td>
<td></td>
</tr>
<tr>
<td>NOx</td>
<td>1</td>
<td>.088**</td>
<td>.330**</td>
<td>.219**</td>
<td>.139**</td>
<td>.113**</td>
<td>.159**</td>
<td>-.217**</td>
<td>-.162**</td>
<td>-.085**</td>
<td>-.111**</td>
<td>-.371**</td>
<td>-.158**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH(_3)</td>
<td>1</td>
<td>.115**</td>
<td>.314**</td>
<td>.202**</td>
<td>.019</td>
<td>.141**</td>
<td>-.365**</td>
<td>.031</td>
<td>-.173**</td>
<td>-.072**</td>
<td>.318**</td>
<td>-.156**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO(_2)</td>
<td>1</td>
<td>.140**</td>
<td>.259**</td>
<td>.297**</td>
<td>.346**</td>
<td>-.256**</td>
<td>-.270**</td>
<td>-.315**</td>
<td>-.020</td>
<td>-.172**</td>
<td>-.256**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>1</td>
<td>.437**</td>
<td>-.042</td>
<td>.008</td>
<td>-.385**</td>
<td>-.291**</td>
<td>-.230**</td>
<td>.027</td>
<td>.136**</td>
<td>-.043</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O(_3)</td>
<td>1</td>
<td>-.056</td>
<td>.067**</td>
<td>-.683**</td>
<td>-.187**</td>
<td>-.387**</td>
<td>.219**</td>
<td>.250**</td>
<td>.083**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>1</td>
<td>.733**</td>
<td>.017</td>
<td>-.205**</td>
<td>-.334**</td>
<td>-.024</td>
<td>-.048</td>
<td>.452**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toluene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>1</td>
<td>.089**</td>
<td>.297**</td>
<td>-.543**</td>
<td>-.543**</td>
<td>-.199**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS</td>
<td>1</td>
<td>.192**</td>
<td>.088**</td>
<td>.179**</td>
<td>-.105**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WD</td>
<td>1</td>
<td>-.064</td>
<td>-.229**</td>
<td>-.322**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>1</td>
<td>.586**</td>
<td>.105**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>1</td>
<td>.214**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xylene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

** Correlation is significant at the 0.01 level (2-tailed).
Table 5: Summary of resulted factors.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Components</th>
<th>Components</th>
<th>Components</th>
<th>% of Variance</th>
<th>% of Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SO2, CO, Benzene, Toluene, Xylene</td>
<td>SO2, CO, Benzene, Toluene, Xylene</td>
<td>SO2, CO, Benzene, Toluene, Xylene</td>
<td>29.487</td>
<td>23.163</td>
</tr>
<tr>
<td>2</td>
<td>PM 2.5, PM 10, NOx, NH3, CO, WS, WD</td>
<td>PM 2.5, PM 10, NOx, NH3, CO, WS, WD</td>
<td>PM 2.5, PM 10, NOx, NH3, CO, WS, WD</td>
<td>33.587</td>
<td>30.828</td>
</tr>
<tr>
<td>4</td>
<td>SO2</td>
<td>SO2</td>
<td>SO2</td>
<td>68.402</td>
<td>74.049</td>
</tr>
</tbody>
</table>

Table 4: Rotated Component Matrix of 3 Stations.

<table>
<thead>
<tr>
<th>Component</th>
<th>Component</th>
<th>Component</th>
<th>Component</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM 2.5</td>
<td>0.453</td>
<td>0.745</td>
<td>0.083</td>
<td>0.891</td>
</tr>
<tr>
<td>PM 10</td>
<td>0.503</td>
<td>0.678</td>
<td>0.322</td>
<td>0.824</td>
</tr>
<tr>
<td>NOx</td>
<td>0.601</td>
<td>0.629</td>
<td>0.087</td>
<td>0.803</td>
</tr>
<tr>
<td>NH3</td>
<td>0.216</td>
<td>0.613</td>
<td>0.099</td>
<td>0.767</td>
</tr>
<tr>
<td>SO2</td>
<td>0.468</td>
<td>0.377</td>
<td>0.157</td>
<td>0.337</td>
</tr>
<tr>
<td>CO</td>
<td>0.637</td>
<td>0.208</td>
<td>0.188</td>
<td>0.849</td>
</tr>
<tr>
<td>O3</td>
<td>0.5</td>
<td>0.218</td>
<td>0.579</td>
<td>0.193</td>
</tr>
<tr>
<td>Benzene</td>
<td>0.934</td>
<td>0.157</td>
<td>0.151</td>
<td>0.2</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.891</td>
<td>0.128</td>
<td>0.156</td>
<td>0.238</td>
</tr>
<tr>
<td>RH</td>
<td>-0.36</td>
<td>-0.206</td>
<td>-0.815</td>
<td>-0.319</td>
</tr>
<tr>
<td>WS</td>
<td>-0.124</td>
<td>-0.641</td>
<td>0.169</td>
<td>-0.621</td>
</tr>
<tr>
<td>WD</td>
<td>0.125</td>
<td>-0.771</td>
<td>-0.022</td>
<td>-0.787</td>
</tr>
<tr>
<td>SR</td>
<td>0.086</td>
<td>0.092</td>
<td>0.822</td>
<td>-0.095</td>
</tr>
<tr>
<td>AT</td>
<td>0.071</td>
<td>-0.273</td>
<td>0.824</td>
<td>-0.47</td>
</tr>
<tr>
<td>Xylene</td>
<td>0.917</td>
<td>0.079</td>
<td>0.143</td>
<td>0.162</td>
</tr>
</tbody>
</table>

out in the correlation matrix and was grouped into various factors using PCA. The weightage of each group was carefully examined, and the major contributors were identified in the three different areas of Hyderabad. It was observed that VOCs were the dominant contributors in residential areas and particulate matter was significant in the areas where industries are located. Causes of various pollutants were well deciphered from the Box and whiskers plot emphasizing the role of meteorological parameters in pollution.
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ABSTRACT

The primary motivation for researching biofuels is to meet the world’s energy requirements. Demand for fossil fuels is rising significantly due to population expansion. Biodiesel is a promising renewable energy source that, if implemented effectively, has the potential to reduce the dependency on fossil fuels. Because biodiesel is a cleaner fuel that requires no engine modification, its implementation is not complicated. It can directly be used in diesel engines or as a blended diesel with fossil diesel. Seven different vegetable oils were utilized to replicate restaurant waste cooking oil in the laboratory to make biodiesel. The qualities of biodiesel produced were investigated and compared to determine how they vary depending on the chemical composition of the oil source. The physical appearance of biodiesel varies slightly depending on the oil source. Density, kinematic viscosity, flash point, and acid levels, on the other hand, are all within acceptable biodiesel criteria for all types of oil sources used.

INTRODUCTION

The use of biofuel as a sustainable substitute for petroleum diesel is a timely vital solution to the inescapable global issues related to environmental pollution and fossil fuel. Implementing biofuel is considered crucial for both economic and ecological reasons, and has gained significant attention. Biodiesel is derived from lipids such as edible or non-edible oils reacting with alcohol with a catalyst (Ramos 2021). Biodiesel, which is considered clean and environmentally friendly, could be produced from edible oils such as coconut, palm, olive, and sunflower oil and non-edible oils such as rubber seed oil and algal oil using a process known as transesterification (Miyuranga et al. 2021). Waste cooking oil (WCO) is one of the promising sources of biodiesel production, which can be considered non-edible oil as it is the waste from the cooking process (Saydut et al. 2010).

WCO is a potentially problematic waste stream that requires proper management even though it is not currently happening in many countries. Nevertheless, WCO can be considered a promising alternative for producing biodiesel as it is a cheaper raw material with the handling of waste produced during the cooking process (Supple et al. 2002). Moreover, it reduces the need for agricultural lands for biodiesel-producing crops if produced from edible oil sources (Enweremadu & Mbarawa 2009). However, the presence of water in the WCO accelerates the hydrolysis of triglycerides and eventually increases the free fatty acid (FFA) content of the oil (Kawentar & Budiman 2013).

FFA content of the WCO gradually increases with the frying attempts. As food particles and water consist in the WCO, the pretreatment step is necessary to prevent saponification during the biodiesel production process. It can be done by pre-filtering to remove food particles and sediments and heating to remove the moisture content of the WCO. Pretreated WCO reacts with alcohol in the presence of the catalyst around 60°C for 30 min to produce biodiesel. The primary transesterification reaction is given in Fig. 1.

DIFFERENT OIL SOURCES

There are various oil sources available in the market as vegetable oil, such as Coconut oil, Palm oil, Corn oil, Sunflower oil, Olive oil, Canola, Soybean, etc. Edible vegetable oil is vital for our health as it maintains the balance of lipids, cholesterol, and lipoproteins that circulate in the blood. The application of non-edible oils to synthesize biodiesel is considered beneficial compared to edible oils to avoid the food crisis and make biodiesel a cost-effective process. However, WCO can be a potential source as it is a waste that will be...
The major fatty acid of sunflower oil is Linoleic acid, based on the experimental analysis (Ilkiliç et al. 2017). In short, biodiesel has attracted much attention due to its various environmental benefits. However, the main challenges include its production cost and availability of suitable raw materials. Edible oil source as a raw material for biodiesel production is not encouraging due to demand for food, and the prices increase eventually. Therefore, waste cooking oil is considered one of the best alternative raw materials for biodiesel production.

Moreover, the productivity of the oil from the biomass crop and the oil content of the source are considered and given in Table 1. It is seen that the seed oil content of the corn is the highest among them, while coconut shows the lowest oil content of the seed. The oil productivity per hectare per year is most elevated in palm oil, around 5366 L oil per hectare.

**WASTE VEGETABLE OIL**

Direct use of vegetable oil for biodiesel production has been continuously practiced worldwide to reduce environmental pollution and carbon emission. However, as a food crop, that concept is not a sustainable solution for a better future as part of the world will be struggling for their food sources. The waste cooking oil as a biodiesel source is promising. Waste cooking oil is considered an effective raw material due to its availability and cost-effectiveness. Different types of waste cooking oil have been previously tested for biodiesel production, such as waste canola oil (Hossain & Mazen 2010), waste olive oil (Mihankhah et al., 2016), etc. Multiple cooking oils are used by different restaurants and hotels. However, most of them have been already used for biodiesel preparation worldwide. Several research groups have tested the use of palm oil for biodiesel production as palm oil contributes to the majority of the market share in the vegetable oil market (Chozhavendhan et al. 2020, Ojiego et al. 2014). However, no research has been conducted to compare the properties of biodiesel from many different oil sources similar to this study. Therefore, it was identified as beneficial to compare the biodiesel production from WCO.
and the properties’ variations when the source of the oil and chemical composition changes.

MATERIALS AND METHODS

Materials

Here in this study, seven different oil sources such as coconut oil, Palm oil, corn oil, sunflower oil, olive oil, canola, and soybean are considered for biodiesel production. The properties of oil sources are analyzed in the laboratory and shown in Table 2. Kinematic viscosity, specific gravity, acid value, FFA%, and flash point, are considered the oil source’s primary properties. WCO from seven different oil sources is generated at the laboratory by frying fresh marinated chicken for five frying attempts (Which means the same oil sample was heated for frying until the fifth batch of the chicken sample is fried). It was carried out in the laboratory to replicate the exact WCO generated by the restaurant. The produced WCO was filtered using a cloth filter to remove food particles and thereafter pre-heated to 110°C for 20 minutes to remove the moisture. For the biodiesel production experiments, the following reference quantities of reactants and catalysts were used: 100 ml of pre-treated Waste Cooking Oil (WCO), 20ml of methanol, and 1 w/w% of KOH based on the oil weight.

Table 1: Comparison of oil feedstocks.

<table>
<thead>
<tr>
<th>Plant Source</th>
<th>Seed Oil Content [% oil w/w in biomass]</th>
<th>Oil Volumetric Productivity [L oil.ha*year⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coconut (Cocos nucifera L.)</td>
<td>13</td>
<td>1350(^b)</td>
</tr>
<tr>
<td>Palm (Elaeisguineensis)</td>
<td>36(^c)</td>
<td>5366(^c)</td>
</tr>
<tr>
<td>Corn/Maize (Zea mays L.)</td>
<td>44(^c)</td>
<td>172(^c)</td>
</tr>
<tr>
<td>Sunflower (Helianthus annuus L.)</td>
<td>40(^c)</td>
<td>1070(^c)</td>
</tr>
<tr>
<td>Olive (Olea europaea L.)</td>
<td>15-30(^d)</td>
<td>360-700(^c)</td>
</tr>
<tr>
<td>Canola/Rapeseed (Brassica napus L.)</td>
<td>41(^c)</td>
<td>974(^c)</td>
</tr>
<tr>
<td>Soybean (Glycine max L.)</td>
<td>18(^c)</td>
<td>636(^c)</td>
</tr>
</tbody>
</table>

\(^{a}\)(Agarwal 2017)  
\(^{b}\)(https://www.gardeningplaces.com/articles/oil-crops-compared1.htm)  
\(^{c}\)(Mondal et al. 2017)  
\(^{d}\)(Zeb & Murkovic 2011)  
\(^{e}\)(Russo et al. 2016)

Table 2: Properties of vegetable oil.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Types of Vegetable Oil</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coconut Oil</td>
</tr>
<tr>
<td>Density [15°C, kg.m⁻³]</td>
<td>0.9331</td>
</tr>
<tr>
<td>Kinematic Viscosity at (40°C, cSt)</td>
<td>27.71</td>
</tr>
<tr>
<td>Flash Point [°C]</td>
<td>309</td>
</tr>
<tr>
<td>FFA%</td>
<td>0.5640</td>
</tr>
</tbody>
</table>

Transesterification

In the first step of the experiment, KOH was added to the methanol and stirred until all KOH dissolved. Then, 100 ml of pre-filtered and purified WCO was measured using a measuring cylinder and heated until 55-60°C. After reaching the desired temperature, the Methoxide mixture was added to the continuously mixed-heated oil, and the reaction was carried out for 30 minutes. After the reaction finished, the reaction mixture was allowed to settle until the biodiesel light layer was completely separated from the heavy glycerin layer. It took around three hours for the glycerin and biodiesel layers to separate. The biodiesel layer, known as Fatty Acid Methyl Ester (FAME), was separated by removing the glycerin layer. Afterward, the biodiesel was prepared for the washing procedure. For the washing process, 50% (related to the biodiesel volume) of warm distilled water was added to the biodiesel to extract contaminants.

The mix was allowed to separate, forming a top biodiesel layer and a bottom aqueous layer, due to differences in densities and immiscibility. After complete separation, the aqueous layer is removed, and the extraction process is repeated until the aqueous layer shows no contamination. The next step is the drying process, where heating the biodiesel sample to a
temperature range of 105-110°C. The biodiesel was heated for about 20 minutes until all the water evaporated and separated from the sample. A similar procedure is followed for seven different waste cooking oil samples. The produced biodiesel samples have color differences due to the source of the oil (Fig. 6).

**Analysis of Physical and Chemical Properties**

The physical properties of the produced biodiesel were tested at the laboratory for flash point, density, kinematic viscosity, and acid value. The ASTM analysis method was followed by maintaining similar conditions for all samples. Three biodiesel samples from each oil source were produced to get the average value by minimizing human errors. The Cleveland open-cup flash point tester was used to analyze the oil samples and the biodiesel samples. Experiments were conducted in an open cup tester exposed to the air outside. While the temperature of the oil sample gradually raised, an ignition source is passed over the top to catch the flashes after a specific time. The temperature which initiates the flashes is recognized as the flashpoint of the substance. The redwood viscometer was used for the viscosity analysis of oil and biodiesel samples.

**RESULTS AND DISCUSSION**

The physical properties of the seven different biodiesel samples which were produced in the optimum conditions were measured in the university laboratory and shown in Table 3. These results are compared with the standard ASTM biodiesel properties.

**Density**

Fuel density has a significant impact on engine performance and emissions. The density of a methyl ester is determined by its molecular mass, the content of free fatty acids, the amount of water present, and the temperature. Density increases when chain length decreases and the number of double bonds increases density; on the other hand, it can be reduced by having a lower density contaminant such as methanol. Polyunsaturated fatty acids are more polar, and dipole-dipole interactions are the interacting forces between these molecules. These interaction forces are more significant than the interactions of non-polar molecules, causing the distance between the molecules to be closer, and therefore the density increases.

In this study, Biodiesel densities were determined at a constant temperature of 15°C. However, according to the experimental results shown in Table 3, all samples were shown similar densities, which do not have many deviations according to the oil source. This is because the density of methanol and oil is close to the density of biodiesel produced. Furthermore, the densities of the biodiesels were within the acceptable ASTM D6751 standard range.

![Fig. 6: Biodiesel generated by waste cooking oil samples from different oil sources.](image)

Table 3: physical and chemical properties of produced biodiesel.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Source of the Vegetable Oil used for WCO to produce biodiesel</th>
<th>ASTM D6751 Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [15°C, kg.m⁻³]</td>
<td>Coconut Oil 0.884, Palm Oil 0.855, Corn Oil 0.863, Sunflower Oil 0.87, Olive Oil 0.858, Canola Oil 0.87, Soybean Oil 0.872</td>
<td>860-900</td>
</tr>
<tr>
<td>Kinematic Viscosity at (40°C, cSt)</td>
<td>Coconut Oil 3.84, Palm Oil 5.32, Corn Oil 5.94, Sunflower Oil 5.61, Olive Oil 5.53, Canola Oil 5.35, Soybean Oil 5.11</td>
<td>1.9 - 6.0</td>
</tr>
<tr>
<td>Flash Point [°C]</td>
<td>Coconut Oil 109, Palm Oil 188, Corn Oil 180, Sunflower Oil 174, Olive Oil 178, Canola Oil 118, Soybean Oil 178</td>
<td>&gt;130</td>
</tr>
<tr>
<td>Total acid value (mg KOH.g⁻¹)</td>
<td>Coconut Oil 0.2, Palm Oil 0.5, Corn Oil 0.48, Sunflower Oil 0.5, Olive Oil 0.42, Canola Oil 0.42, Soybean Oil 0.42</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>Yield [%]</td>
<td>Coconut Oil 95, Palm Oil 94.1, Corn Oil 88.1, Sunflower Oil 90.4, Olive Oil 86.5, Canola Oil 90.6, Soybean Oil 91.8</td>
<td></td>
</tr>
</tbody>
</table>

(Lamichhane et al. 2020)
Kinematic Viscosity

The viscosity is one of the most crucial fuel characteristics directly connected to the hydrocarbon chain’s molecular structure and length. It is one of the contributing components that substantially impact the atomization of fuel having a length of 12 carbons. Because it is a medium-chain fatty acid, the interaction force between molecules is comparatively weaker, and lauric acid’s viscosity is lower. The interaction forces between molecules are relatively substantial because it is a long-chain fatty acid; consequently, the viscosity of Linoleic acid is high. Oleic acid is an unsaturated fatty acid with a long chain. It exhibits a double bond from its carboxylic end (-COOH) after the 9th carbon and shows 18 carbon atoms inside its molecules. Since the contact forces between molecules are tremendous, oleic acid has a high viscosity, consisting of long-chain fatty acid.

As a result, coconut oil has a very low viscosity (27.71 cSt) in comparison to other oils, owing to the high concentration of lauric acid, a medium-chain fatty acid. This effect is visible in the biodiesel produced from each vegetable oil, containing fatty acids with slightly different fatty acid profiles than vegetable oils. Accordingly, biodiesel produced from coconut oil has a lower kinematic viscosity (3.84 cSt) than others.

Viscosity is affected by the double bond configuration; According to Refaat (2009), the cis-double-bond configuration has a lower viscosity than the trans-double-bond configuration. This is especially important when using WCO as a feedstock for biodiesel, as they are often partially hydrogenated and have high trans fatty acid chain concentrations. Palm oil, corn oil, sunflower oil, olive oil, canola oil, and soybean oil contain varying amounts of long-chain fatty acids. Nevertheless, due to the length of the carbon chain, the kinematic viscosity of the biodiesel produced from these oils remained rather constant, ranging between 5.11 and 5.94 cSt. According to Sagiroglu et al. 2011, biodiesel derived from olive oil has lower unsaturation fatty acid content (84.45%) than biodiesel derived from canola oil (88.99%). Thus, olive oil has a higher kinematic viscosity than canola oil, as demonstrated by the experiment results in Table 3.

The unsaturation fatty acid content of biodiesel composite for corn oil (81.73%), sunflower oil (86.92%), and soybean oil (93.93%) was enhanced, according to Sagiroglu et al. (2011). Therefore, as the unsaturation level increases, the kinetic viscosity of these biodiesels is expected to decrease. According to the kinematic viscosity at 40°C in Table 3, as predicted, kinematic viscosity was lowered, such as 5.94, 5.61, and 5.11 cSt for corn oil, sunflower oil, and soybean oil, respectively. However, each biodiesel generated from all oils falls within the ASTM D6751 standard value range for biodiesel.

Flashpoint

The flashpoint of a fuel is the temperature at which it begins to burn when it comes into contact with a heat source. Although the flashpoint has no direct effect on combustion,
it is critical for fuel transportation, storage, and handling. Numerous factors affect the flashpoint of biodiesel, one of which is the residual alcohol level (Thilakaratne et al. 2021). Additionally, the flashpoint is affected by the number of double bonds and carbon atoms. As the percentage of unsaturated fatty acids and polyunsaturated fatty acids increases, unsaturated bonds introduce bends into the molecule, thus preventing adjacent fatty acids from packing together. This causes the van der Waals forces to decrease. The lower the van der Waals force, the less energy is needed to evaporate the oil. Therefore, causes the flashpoint to drop.

Furthermore, as the length of the fatty acid’s carbon chain in the oil increases, the flashpoint of the oil increases. This is because the intermolecular forces increase as the number of carbon increases. According to Table 2, the flashpoint of corn oil, sunflower oil, olive oil, canola oil, and soybean oil is high because they contain many long-chain fatty acids. On the other hand, Palmitic acid is a 16-carbon saturated fatty acid; however, palm oil showed the lowest flashpoint (270°C) since it contains a relatively small percentage of saturated fatty acids (47.9%) compared to coconut oil (86.3%) according to the previous experiments (Ganesan et al. 2013). The flashpoint of all vegetable oil methyl esters is much lower than their vegetable oil. According to Table 3, all biodiesel had lower flash points than their vegetable oil counterparts, with coconut oil having the lowest flashpoint for biodiesel (109°C). However, the flashpoint of biodiesel produced from all vegetable oils except coconut oil satisfies the ASTM D6751 standard. Contamination of biodiesel with methanol may cause it to fail to fulfill the regulatory criteria for a minimum flashpoint, as methanol reduces flashpoints.

Methanol contamination is generally occurred by inadequate purification of the ester following the transesterification process. In addition, the wear problem is considered to be caused by a formic acid attack when methanol is utilized for transesterification, according to Demirba (2008).

**Acid Value**

Acid value determination is a critical analysis for determining the quality of particular biodiesel. The acid value of the starting material (oil) can significantly affect the final product’s FAME content. A variety of factors determines the acid value of biodiesel. On the one hand, it affects the type of feedstock used in biodiesel manufacturing and its refined degree. On the other hand, the acid value can be increased by raising the FFA content during the production process. Finally, the parameter indicates the amount of fuel that ages during storage due to the ester bond being hydrolyzed. High acid value fuel has been considered concerning engine corrosion and, more specifically, the production of deposits in the fuel injectors due to catalyzed polymerization of highly recycled fuel loops. However, FFA as free carboxylic acids is less dangerous than strong mineral acids. Therefore, the maximum acid value for pure biodiesel is 0.5 mgKOH/g according to ASTM D6751 standard. As the FA is broken down into shorter chain acids, the acid value increases. When edible oil is exposed to atmospheric oxygen, moisture, and steam at elevated temperatures during frying conditions, a multitude of complex chemical reactions such as hydrolysis, oxidation, polymerization, lipid decomposition, and other thermal reactions is taken place, which causes the ester linkages of triacylglycerols to break down and that results in the formation of numerous undesirable compounds form FFA, monoacylglycerols, diacylglycerols, and glycerol. As a result, the FFA content of fried oils increases with the number of fried, as shown in Fig. 7. The acid value is twice as high as FFA%. High levels of FFA% can lead to increased viscosity, according to Aliasa.

**CONCLUSIONS**

Fatty acid methyl ester (i.e., Biodiesel) was manufactured through different waste vegetable oils such as coconut oil, Palm oil, corn oil, sunflower oil, olive oil, canola, and soybean. As the raw material cost is high for biodiesel production, waste cooking oil is considered for the current experiment. According to the study, the number of frying attempts has a significant effect on the FFA% of the oil. However, the main idea was to compare the different waste cooking oil-based biodiesel properties. Under similar reaction conditions, various samples of Biodiesel were prepared and tested in accordance with ASTM standards. The sample’s densities, specific gravity, kinematic viscosity, flash point, and acid value were reported. Even though there are slight variations of those variables, they can be negligible as all values follow the standard values. Therefore, the chemical composition, the major acid component of the oil source, does not affect the production of Biodiesel from WCO. Physical properties and appearance have slight variations due to the color and chemical composition of the oil source. However, all physical properties are following ASTM standards of Biodiesel.
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ABSTRACT
Environmental pollution is one of the major concerns as it affects public health and is responsible for various neurological disorders too. Neurological disorders are governed by many different factors - they can be genetic, based on lifestyle, or environmental. In many recent studies, it has been observed that exposure to many environmental pollutants increases the risk of Alzheimer’s disease (AD). Pollutants like PM$_{10}$, PM$_{2.5}$, and some other ultrafine nanoparticles, lipophilic vaporized toxicant (acrolein) can easily reach the brain by crossing the blood-brain barrier after it they can activate the innate immune responses inside the target site like neurons, astrocytes, and microglia by this way they can be neurotoxic. Human epidemiological evidence proves that there is a correlation between environmental pollutants and neurological disorders like dysfunction of mitochondrial, oxidative stress, disruption in the myelin sheath, the blood-brain barrier anatomy alterations, and endoplasmic reticulum stress which direct towards cognitive impairment with lower quality of lifestyle. The review article aims to culminate the correlation between the environmental factors and Alzheimer’s disease. The different sources of pollution and their effect on various stages of human life, developmental neurotoxicity, and neurological disorders also have been discussed.

INTRODUCTION
Alzheimer’s disease is called elderly dementia as it is responsible for 60–70% of global cases. This debilitating is progressive, and it is an irreversible illness (McKhann et al. 2011). According to WHO it is a global public health issue. Environmental air pollutions are responsible for neurotoxicity related to development, and for the teratogenic effect. Eventually, it becomes a cause of mental retardance or just a reduction in IQ level, or both. The exact process of how pollution induces neurotoxicity is still unknown but it is clear that it interferes with an inflammatory pathway (Akt/GSK3β, Nrf2/NF-k, and MAPKs/PI3K), modulates the neurotransmitters, and affects the endogenous antioxidant defense system too (Iqbal et al. 2020). Etiologically the relation between AD and environmental pollution is still not clear but in pathology, it is heavily acknowledged (Mir et al. 2020). German physician Alois Alzheimer originally described Alzheimer’s disease in 1907 (Prince et al. 2016). He conducted years of research on two patients who exhibited hallucinations, aggression, and cognitive problems. Since 1907, there has not been a single treatment available to change AD. A summary of its pathology, epidemiology, and genetics is provided in this article. After it, further therapy opportunities and upcoming remedial approaches will be taken into account (Sharma et al. 2020). According to epidemiological proof, education and physical fitness can act as a safeguard but diseases like diabetes in middle age and hypertension too can increase the risk of Alzheimer’s disease (Xu et al. 2015). Research showed that obesity increases the risk of Alzheimer’s disease and dementia but recently this was challenged (Qizilbash et al. 2015). Vascular risk factors can increase the risk of AD by a “double-hit” of superimposed cerebrovascular injury. It can also be possible that if there is any vascular damage that can affect the progress of pathology of Alzheimer’s disease directly (Van Norden et al. 2012)

ENVIRONMENT POLLUTANTS RESPONSIBLE FOR ALZHEIMER’S DISEASE
Air pollutants especially particulate matters increase the risk of oxidative stress, and hypertension, resulting in dementia and cognitive decline (Peters et al. 2019) Lancet commission (Commissions from the Lancet journals) in 2017 included air pollution in the list of responsible factors for dementia...
MECHANISM OF EXPOSURE AND EFFECT ON BRAIN HEALTH

As part of the mechanism of neurodegenerative illness, oxidative stress, inflammation, protein aggregation, and dysfunction in mitochondrial neurons all play a role (Genc et al. 2012) (Fig. 1). A study on a dog was conducted in Mexico City (highly polluted). The dog was living in a highly polluted area for a long time. The study observed high brain inflammation (Calderon et al. 2002). The progression of oxidative stress involves the mechanisms of neurological disturbances and it can be caused by pollution (Calderon et al. 2002, Peters et al. 2006). Air pollution is a mixture of gasses and some other factors like PM$_{10}$ and PM$_{2.5}$ (Costa et al. 2017). PM$_{2.5}$ have the ability to translocate up to the alveolar region. From the alveolar region, it merges with the systemic circulation and finally reaches the brain (Costa et al. 2019). The ultrafine particulate matter (UFPM), which has a size <100 nm is more harmful as because of its size it can easily enter into the systemic circulation. They can reach up to the brain via the olfactory bulb or the other way through the blood-brain barrier (Costa et al. 2017, Iqbal et al. 2018). After translocating across the CNS, they activate the innate immune responses, which activate microglia and increase lipid peroxidation. Because of it, patients suffer from neuroinflammation specifically in the cortex and hippocampus (Morris-Schaffer et al. 2019). The exact pathway of neurotoxicity induced by air pollution is still unknown; but, few studies suggest nanoparticles interference in the alteration of the amyloid-beta process and neuroinflammation (Oudin 2020).

EVIDENCES ABOUT ALZHEIMER’S DISEASE AND POLLUTION

In other published studies including people (who took part in the third National Health and Nutrition Examination Survey; NHANES III; USA) aged 18 to 59, it was found that there was only a weak correlation between reaction time, cognitive strength, and the case of dementia and Alzheimer’s disease.

Table 1: Effect of pollutants on cognitive health.

<table>
<thead>
<tr>
<th>Pollutants</th>
<th>Air Quality Standards</th>
<th>Summary</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>India: Air Quality Standards</td>
<td>WHO: Ambient (outdoor) air pollution</td>
<td></td>
</tr>
<tr>
<td>PM$_{2.5}$</td>
<td>40 μg.m$^{-3}$ annual mean 60 μg.m$^{-3}$ 24-hour mean</td>
<td>20 μg.m$^{-3}$ annual mean 50 μg.m$^{-3}$ 24-hour mean</td>
<td>The study suggested that the cognitive decline rate is higher in women who live in a polluted area. No correlation could be found between one month, one to two months, or 2 or 5 years of exposure.</td>
</tr>
<tr>
<td>PM$_{10}$</td>
<td>60 μg.m$^{-3}$ annual mean 100 μg.m$^{-3}$ 24-hour mean</td>
<td>20 μg.m$^{-3}$ annual mean 50 μg.m$^{-3}$ 24-hour mean</td>
<td>The study was conducted on participants who did not move to London during the study. According to this study PM$_{10}$ exposure (with a 4-y lag) is linked with cognitive decline.</td>
</tr>
<tr>
<td>NO$_{2}$</td>
<td>40 μg.m$^{-3}$ annual mean 80 μg.m$^{-3}$ 1-hour mean</td>
<td>40 μg.m$^{-3}$ annual mean 200 μg.m$^{-3}$ 1-hour mean</td>
<td>An increased interquartile concentration of NO$_{2}$ is directly associated with dementia risk.</td>
</tr>
<tr>
<td>O$_{3}$</td>
<td>100 μg.mL$^{-1}$ per 8 hour 180 μg.m$^{-1}$ per hour</td>
<td>100 μg.mL$^{-1}$ per 8 hour 180 μg.m$^{-1}$ per hour</td>
<td>A study was conducted based on CDR-SB assessments and MMSE ($p&lt;0.05$). In this study, participants were exposed to the highest and medium level O$_{3}$ as a result of cognitive decline triggered.</td>
</tr>
</tbody>
</table>
visual-motor coordination, and learning with an increment of annual Particulate Matter 10(PM$_{10}$) levels. (cardiovascular risk factors, many markers of socioeconomic status, and ethnicity are adjusted.) (Chen & Schwartz 2009). Another study (in which N=780) was conducted on non-Hispanic black and white people in which the age group was 55 and older. It was observed that the older adults who were living in the areas where the concentrations of PM$_{2.5}$ were high, had an error rate 1.5 times higher than the people who were living in lower concentrations (Ailshire & Crimmins 2014). One more finding suggested that long-term exposure to pollution can cause Alzheimer’s disease in elderly people (Calderón-Garcidueñas et al. 2004). Small particles are more dangerous for cognitive performance than larger ones. It can be because they have more chances to reach the brain than larger ones as they have a smaller size (Zeng et al. 2010).

A postmortem study on a dog suggested that air pollution affects the brain by creating neurotoxicity and histological aberration, especially in the cortex region, histological damage can be easily marked. Neuroinflammation and neurodegeneration are also marked (Calderon-Garciduenas et al. 2003). In Alzheimer’s disorder etiology, there are many other factors responsible like certain kinds of head injury, genetics aging, different environmental metabolites, and substances.

![Fig. 1: Effect of air pollutants on brain.](image-url)
(Coon et al. 2007, Calderon-Garciduenas et al. 2004, Guo et al. 2000). This fact is already known that AD is affected by genetic elements. AD is correlated with the APOE-E4 allele predominantly. Because the environmental element is still poorly understood, there is a connection between the delay in exposure to Alzheimer’s disease and the onset of AD. However, due to the time delay between exposure and the role of environmental factors, their function in AD is not well known (Coon et al. 2007, Rahman et al. 2020).

Research indicates that genetic predisposition accounts for 70% of AD cases, whereas the remaining 30% are caused by lifestyle-related problems including obesity, hypertension, smoking, etc. (Ballard et al. 2011). All environmental pollutants and toxins are not responsible for Alzheimer’s disease, neurotoxins found in the environment are responsible for neurological issues in elderly people (Baldi et al. 2003). However, research is needed in the field that environmental pollutants are alone responsible for the progress of AD or a combination of being responsible.

**EFFECT OF AIR POLLUTANTS ON THE PROGRESSION OF ALZHEIMER’S DISEASE**

Due to metabolic imbalance oxidative stress generates and as a result free radicles accumulate in the body which leads to problems like neuroinflammation and neuropathology (Block & Calderón-Garcidueñas 2009). Many studies suggested that PM$_{2.5}$ and PM$_{10}$ play a very important role in AD and other neurodegenerative disorders causation. Metals such as nickel, lead, and gases like sulfur-di-oxide, carbon-mono oxide, and nitrogen oxide may play an important role in the production of ROS (reactive oxygen species) and can cause oxidative stress cerebrovascular damage, neuroinflammation, accumulation of Aβpeptide which is a major contributor in the progression to AD (Moulton & Yang 2012). It is reported that the brain of mice which was exposed to Ni (nickel) showed increased amyloid-β40 and amyloid-β42thesis both are associated with Alzheimer’s disease (Kim et al. 2012). A study on children conducted in Mexico City showed that when children get exposed to pollutants, a protein starts depositing inside their body which is analogous to the protein found in the early stages of Alzheimer’s disease (Calderon-Garciduenas et al. 2004). In another study, it is reported that 56% of children who were exposed to PM at a younger age had white matter lesions which can cause neurodegeneration and neuroinflammation in upcoming stages of life (Kim et al. 2012). Exposure to these particles can cause neuro-inflammation because of the activation of the sensor of the ROS pathogen (Calderón-Garcidueñas et al. 2012).

Hippocampus is a commonly affected area in the brain that is affected by AD. Adult Wistar rats show heavy progressive neuro degradation when exposed to O$_3$. In the inflammation process, it disrupts ROS, and minimizes hippocampus repair (Rivas-Arancibia et al. 2009). It is shown in a study that in humans and animals, the expression of neurodegenerative disease pathology-linked makers increases with the organic compound, PM$_{10}$, gases, and PM$_{2.5}$ (Costa et al. 2017). Many epidemiological, experimental, observational, and clinical studies suggested that air pollution can cause the disease related to CNS and AD is one of them (Genc et al. 2012). Laboratory experiments have proved that many VOCs such as toluene, ketone, and benzene can perform biochemical and morphological changes in neurons eventually which can be a cause of AD. (Kukull et al. 1995). Results from chromatography and mass spectrometry show that AD patients have higher levels of VOCs than normal patients when compared to those without the disease (Tisch et al. 2013).

**NANOPARTICLES EXPOSURE TO ALZHEIMER’S DISEASE**

Epidemiologically there is no study to correlate nanoparticles exposure to Alzheimer’s disease, but according to experimental evidence, it is proved that NP has a role in neurological disorders. Recently, it was discovered in a study on mice that giving TiO$_2$-NPs to them through their noses causes glios and oxidative stress. Other impacts include a decline in the number of neurons in the hippocampus that are connected to cognition and memory due to neuronal death (Ze et al. 2014). When male and female mice were
treated with nanoparticles of Al, Cu, and Ag multiple times various alterations like motor deterioration, sensory, and cognitive were recorded in their brain. (Sharma et al. 2009, Shanker Sharma & Sharma 2012). When mouse neuro-2a and human (SK-N-SH) neuroblastoma cells were exposed to silica nanoparticles, the Aβ level of (intracellular) both cell lines increased, and the APP level increases with a decrease in NEP protein level. The whole process was mediated with the help of increased ROS production (Yang et al. 2014). In another study when Neuro 2a cells were treated with silver nano-particles, they exhibited the deposition of Aβ plaques and the expression of APP enhanced, but NEP and LPR1 expression was reduced which directly says that silver NPs alter the amyloidogenic pathway as a result of AD chances get increased (Huang et al. 2015)

**CONCLUSION**

In the Progression of AD, environmental toxicant has an important role and are important for public health. But some chemical agents will be always in the limelight. Many inorganic and organic compounds have a direct or indirect link
with AD. but in the lack of direct evidence, all these things are just elusive. As there are other factors contributing to the genesis of AD, the neurotoxic chemical has to be further examined for its potential role in AD. Experimental research and data demonstrate the fact that there are potential risks associated with exposure to various environmental contaminants. These pollutants and oxidative stress production show a similar toxicity mechanism. Both of these represent typical neurodegenerative disease mechanisms. If oxidative stress is caused by the creation of ROS or antioxidant enzymes that disrupt a few proteins, such as α-syn, Aβ, and Tau. As a result, the cerebral cortex and hippocampus of AD patients lose neurons.

Due to these neurotoxins, oxidative stress generates which inhibits various enzymes in pathways that are involved in the accession of various noxious materials in many neural cells including Aβ, byproducts of oxidative aberrant proteins, and DNA oxidation which can alter regulations (epigenetic/genetic). Chemicals related to AD exposure will continue in the future also as they are commercially in use and an essential service also but awareness can be one of the weapons against it. Research is also needed in the field of biomarkers related to this field so that early diagnosis can be possible. There is also a need for epidemiological study in this field.
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ABBREVIATIONS

PM$_{2.5}$: Fine particles with a diameter of 2.5 microns (µm) or less
NO$_2$: Nitrogen dioxide
PM$_{10}$: Coarse particles with a diameter of 10 µm or less
PM: Particulate matter
AD: Alzheimer’s Disease
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Abstract

The objective of the research was to provide an overview of soil N₂O emissions in coffee cropping systems; summarizing available field data on soil emissions and identifying controlling factors (fertilizer type, precipitation, temperature, altitude). A systematic search of Scopus, Science Direct, Springer, and Scielo for experimental-type studies was conducted from January 2000 to October 2021. Of the seventy manuscripts determined through the search strategy, eight studies met the inclusion criteria. Analysis of the included studies revealed that they were conducted in Ecuador, Costa Rica, and Nicaragua; the rainfall of the fields ranged from 910 mm to 2740 mm per year and the average temperature was 20.3°C. Coffee is planted under agroforestry systems and monocultures; in addition, the most abundant forest species in coffee agroforestry systems are leguminous plants of the Inga and Erytrina genus and 60% of the studies have been developed with the Catuai coffee variety. The pH and humidity of the soil where coffee plantations are developed range from 4.67 to 6.34 and 53.3 to 67.05% respectively. Finally, the fertilizers used are of chemical, organic, and chemical + polymer origin, at fertilization rates ranging from 66 to 400 kg.N.ha⁻¹ and N₂O emissions ranging from 0.2 to 12.8 kg.N.ha⁻¹yr⁻¹. Overall, the present systematic review provides a scientific basis for evaluating N₂O emissions generated in coffee crops.

Introduction

Agriculture is responsible for 10 to 12% of total greenhouse gas (GHG) emissions, 52% of N₂O, 18% of CO₂ and 84% of CH₄ (IPCC 2014), the increase in the atmospheric concentrations of these gases generates global warming (Guo et al. 2021). Coffee is the most traded tropical agricultural product worldwide, its cultivation thrives in more than 50 countries and covers an area of more than 11 million hectares (Davis et al. 2012, De Beenhouwer et al. 2015), due to population growth and increased demand for this product, GHG emissions from these agricultural ecosystems tend to continue to increase (Wang et al. 2021). The increase of coffee monoculture systems in Latin America has led to the application of a high rate of mineral fertilizers to improve the productivity and profitability of these plantations (Romero-Alvarado et al. 2002); however, the excessive use of these inputs by coffee growers generates several environmental problems (Capa et al. 2015), for example, eutrophication (Borbora-Cordova et al. 2006), reduction of soil microorganism biodiversity (De Beenhouwer et al. 2015), GHG emissions (Hergoualc’h et al. 2012, Hergoualc’h et al. 2008). Maintaining or increasing crop productivity while reducing GHG emissions is one of the major challenges facing agriculture (Lesk et al. 2016).

N₂O is a long-lived GHG in the atmosphere, whose global warming potential is 298 times that of CO₂ (Forster et al. 2007), is mainly emitted in agricultural soils fertilized with nitrogen (Recio et al. 2020) and is the substance that has the greatest effect on the destruction of stratospheric ozone (Ravishankara et al. 2009). Both nitrification and denitrification are considered to be the main biological processes leading to N₂O emission in agroecosystems (Butterbach-Bahl et al. 2013, Recio et al. 2020). Nitrification generally occurs under aerobic conditions, while denitrification occurs under oxygen-deficient conditions, although the two processes often occur simultaneously when there is a close coexistence of oxic and anoxic conditions (Baggs & Philippot 2011, Hallin et al. 2018). These two processes are favored by the amount of soil water (water-filled pore space, WFPS) under saturation (40-60% WFPS) (Sanz-Cobena et al. 2017).

Different N₂O emission reduction strategies have been established in nitrogen-fertilized agroecosystems (Sanz-Cobena et al. 2017), these include the synchronization of the N applied with the N demand of the crop, the use of water-saving irrigation systems to prevent N₂O formation.
through denitrification in water-saturated soils, and the use of water-saving irrigation systems to prevent the formation of \( \text{N}_2\text{O} \) through denitrification in water-saturated soils (Guardia et al. 2017) or application of nitrification inhibitors (NI) (Sanz-Cobena et al. 2016). The most commonly used INs are dicyandiamide (DCD) and 3,4-dimethylpyrazole phosphate (DMPP) which have demonstrated a high potential to decrease nitrifying activity and consequently decrease \( \text{N}_2\text{O} \) emissions (Cayuela et al. 2017, Lam et al. 2018).

Systematic reviews (SR) is a useful and comprehensive technique to search, collect, select, evaluate and synthesize all the existing evidence on a specific problem, this method suggests key features, including the development of a thorough search and coding method, analysis-interpretation, and systematic reporting (Bai et al. 2022). Recently, several SR studies on GHG emissions have been reported (Gao et al. 2018, Guardia et al. 2017, Hu et al. 2020, Lynch 2019); however, there are no such studies focused on \( \text{N}_2\text{O} \) emissions in coffee cultivation. The objective of this SR was to provide an overview of soil \( \text{N}_2\text{O} \) emissions in coffee cropping systems; summarizing available field data on soil \( \text{N}_2\text{O} \) emissions and identifying \( \text{N}_2\text{O} \) control factors (fertilizer type, precipitation, temperature, altitude) as a basis for developing \( \text{N}_2\text{O} \) mitigation strategies.

MATERIALS AND METHODS

Search Strategy

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were followed for the literature search and review (Moher et al. 2014). Duplicate articles were eliminated, then all titles and abstracts were evaluated following the inclusion and exclusion criteria to identify relevant research for the present review, after which full-text articles were reviewed to determine whether they met the inclusion criteria according to the research objective.

The databases used in the search for articles were Scopus, ScienceDirect, Springer, and Scielo. The keywords used were “nitrous oxide” and “coffee monoculture” or “nitrous oxide” and “coffee agroforestry systems” or “carbon footprint” and “coffee cultivation” or “óxido nitroso” y “café”. All original full-text articles in English or Spanish, published from January 2000 to October 2021, were considered for review. To increase the quality of the review, only peer-reviewed literature was examined and results published in the form of master’s theses, Ph.D. dissertations, and conference abstracts were excluded.

Inclusion and Exclusion Criteria

Inclusion criteria for the selection of articles were a) research studies conducted in the field; b) studies measuring cumulative emissions (kg.ha\(^{-1}\)) of \( \text{N}_2\text{O} \); c) means, standard deviations (or standard errors), and several replicates that were reported, and/or could be calculated; d) experimental duration, N application rate and management practices that were reported. All study designs had to correspond to primary studies, including randomized controlled trials, crossover, cohort, case-control, case reports, and case series.

The following criteria were used to exclude articles (a) studies with a secondary design, such as meta-analyses, systematic reviews, and narrative reviews; (b) non-experimental studies; (c) studies in which other greenhouse gases were estimated; (d) articles without full text available; (e) studies whose object of research is other than \( \text{N}_2\text{O} \) emissions in coffee crops; (f) opinion articles, commentaries, and editorials were not considered for inclusion.

RESULTS AND DISCUSSION

Selection of Research Articles

A total of 70 articles were identified across the four databases and 10 articles were excluded due to duplication. Of that number, 46 articles were excluded after the first review of the title and abstract as it was determined that they did not meet the inclusion criteria. Next, 14 articles were evaluated by reading the full text to certify that they met all inclusion and exclusion criteria. Finally, the total number of studies included in the present systematic review was eight (Fig. 1).

Analysis of Included Studies

Table 1 shows the eight selected papers, indicating the country in which the study was carried out, as well as the precipitation, temperature, and altitude of the study areas.

Of the studies found, 75% were developed in Costa Rica, 12.5% in Ecuador, and the other 12.5% in Nicaragua. The range of precipitation reported in the RS goes from 910 mm to 2740 mm yr\(^{-1}\). Coffee is planted in areas with rainfall ranging from 750 mm to 3000 mm per year (Laderach et al. 2011). Precipitation is the climatic factor with the greatest impact on the decrease in coffee production (Rivera Silva et al. 2013), the reduction of rainfall in relation to the reduction of coffee productivity is estimated at 75-90% (Laderach et al. 2011).

The minimum temperature reported in the SR was 16°C, the maximum temperature was 24°C and the average temperature was 20.3°C. These values are within the optimal temperature range for coffee cultivation, which establishes the average temperature between 18 and 22°C and the maximum temperature of 30°C (Descroix & Snoeck 2009, Sarmiento-Soler et al. 2019), higher temperatures accelerate
the development and maturation of the fruits and this leads to a decrease in the cup quality of the coffee, in addition, continuous exposure to high temperatures generates stress, which is manifested by slow growth and abnormalities such as yellowing of the leaves (Davis et al. 2012) similarly, in areas where the average annual temperature is below 17-18°C, growth also becomes slower (DaMatta & Ramalho 2006). Climatic characteristics influence the development and growth of coffee in different ways and at different stages of growth (Camargo 2010).

As for N₂O emissions, they increase with increasing temperature; in general, there is a positive correlation between temperature and N₂O emissions (Aguilera et al. 2013) the optimum range for nitrification is between 25 and 30°C, while denitrification can occur in a range between 4 and 60°C. In addition, the increase in temperature produces an increase in soil respiration, which leads to O₂ consumption and the appearance of anaerobiosis, which in turn favors denitrification (Ussiri & Lal 2012). In addition, the amount and distribution of precipitation influence soil N₂O emissions (Du et al. 2006).

Table 2 details aspects such as the coffee cultivation system, associated forest species, variety, age, and the number of coffee plants per ha.

In the SR it was found that coffee is planted under agro-forestry systems and monocultures, however, coffee has a variety of cultivation systems, from complex agroforestry,
simulating secondary forests, to intensive monocultures (Perfecto et al. 2005), choosing a particular cropping system is a very important management decision because cropping systems will provide different benefits, e.g. nutrient regulation, pest control, microclimate regulation, pollination and productivity (Chain-Guadarrama et al. 2019, Padovan et al. 2018). Coffee planted under agroforestry systems may be affected, reducing its productivity (Franck et al. 2007, Vaast et al. 2006) however, it provides a variety of ecosystem services (Perfecto et al. 2005), on the other hand, coffee planted as a monoculture and using high fertilization rates can achieve high yields (DaMatta et al. 2018, Perfecto et al. 2005). The most abundant forest species in coffee agroforestry systems are leguminous plants of the genus *Inga* and *Erythrina* (Cannavo et al. 2011) emissions, such as the data found in this SR. If we talk about N$_2$O emissions, these would increase in a coffee crop planted under an agroforestry system due to the higher amount of organic matter and water in the top layer of soil under the trees (Hergoualc’h et al. 2008, Verchot et al. 2006).

In the last decades, this variety has been replacing older varieties of coffee due to its productivity, especially in Central America, and in the last decades, the Catuai variety has been replacing older varieties of coffee (Hergoualc’h et al. 2008).

Table 3 shows the edaphic characteristics of the areas where the studies included in this SR were carried out. In the SR it was found that the pH and humidity of the soil where the coffee plantations are developed range from 4.67 to 6.34 and 53.3 to 67.05% respectively, these properties influence N$_2$O emissions. N$_2$O emissions are the product of microbial processes that in turn are controlled by physical and chemical properties of the soil that influence the growth of microorganisms, among these properties are texture, availability of oxygen (O$_2$), organic C, mineral N, moisture, and pH (Müller et al. 2014). Soil moisture has a considerable influence on N$_2$O production, due to its relationship with the concentration of oxygen O$_2$ in the soil, the higher the water content, the lower the O$_2$ content in the soil pores, when the percentage of water-filled pores (WFPS) is between 50 and 70% and decreases to values below 50% or above 80%, the process of complete denitrification predominates, therefore, the reduction of N$_2$O to N$_2$O is more

Table 2: Characteristics of the cultivation system installed in each selected studio.

<table>
<thead>
<tr>
<th>Author and year of publication</th>
<th>Crop system</th>
<th>Associated forest species</th>
<th><em>Coffea arabica</em> variety</th>
<th>Age of the coffee crop (years)</th>
<th>Number of coffee plants per ha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capa et al. (2015)</td>
<td>Monoculture</td>
<td>-</td>
<td>Caturra</td>
<td>1</td>
<td>5000</td>
</tr>
<tr>
<td>Harmand (2007)</td>
<td>Agroforestry system</td>
<td><em>Eucalyptus deglupta</em></td>
<td>Costa Rica 95</td>
<td>14</td>
<td>5900</td>
</tr>
<tr>
<td>Monoculture</td>
<td>-</td>
<td>Costa Rica 95</td>
<td>14</td>
<td>5900</td>
<td></td>
</tr>
<tr>
<td>Hergoualc’h et al. (2008)</td>
<td>Agroforestry system</td>
<td><em>Inga densiflora</em></td>
<td>Catuai</td>
<td>8</td>
<td>4722</td>
</tr>
<tr>
<td>Monoculture</td>
<td>-</td>
<td>Catuai</td>
<td>8</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>Hergoualc’h et al. (2012)</td>
<td>Agroforestry system</td>
<td><em>Inga densiflora</em></td>
<td>Catuai</td>
<td>7</td>
<td>4722</td>
</tr>
<tr>
<td>Monoculture</td>
<td>-</td>
<td>Catuai</td>
<td>7</td>
<td>4722</td>
<td></td>
</tr>
<tr>
<td>Montenegro (2020)</td>
<td>Agroforestry system</td>
<td><em>Inga</em> spp, <em>Erythrina</em> spp</td>
<td>Catuai</td>
<td>7</td>
<td>5848</td>
</tr>
<tr>
<td>Noponen et al. (2012)</td>
<td>Agroforestry system</td>
<td><em>Erythrina poepiggina</em></td>
<td>Caturra</td>
<td>9</td>
<td>5000</td>
</tr>
<tr>
<td>Agroforestry system</td>
<td><em>Inga laurina</em></td>
<td>Pacas</td>
<td>9</td>
<td>4000</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Edaphic conditions in which the selected studies were conducted.

<table>
<thead>
<tr>
<th>Author and year of publication</th>
<th>pH</th>
<th>Soil humidity [%]</th>
<th>Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capa et al. (2015)</td>
<td>6.34</td>
<td>-</td>
<td>Clay loam</td>
</tr>
<tr>
<td>Harmand (2007)</td>
<td>6.2</td>
<td>53.3</td>
<td>Sandy</td>
</tr>
<tr>
<td>Harmand (2007)</td>
<td>6.1</td>
<td>53.3</td>
<td>Sandy</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2008)</td>
<td>4.67</td>
<td>62.95</td>
<td>Clay</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2008)</td>
<td>4.92</td>
<td>67.05</td>
<td>Clay</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2012)</td>
<td>4.67</td>
<td>-</td>
<td>Clay</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2012)</td>
<td>4.92</td>
<td>-</td>
<td>Clay</td>
</tr>
<tr>
<td>Montenegro (2019)</td>
<td>5</td>
<td>60</td>
<td>Clay loam</td>
</tr>
<tr>
<td>Montenegro (2019)</td>
<td>5</td>
<td>55</td>
<td>Clay</td>
</tr>
<tr>
<td>Montenegro (2020)</td>
<td>5</td>
<td>60</td>
<td>Clay loam</td>
</tr>
<tr>
<td>Montenegro (2020)</td>
<td>5</td>
<td>55</td>
<td>Clay</td>
</tr>
<tr>
<td>Noponen et al. (2012)</td>
<td>-</td>
<td>-</td>
<td>Clay</td>
</tr>
<tr>
<td>Noponen et al. (2012)</td>
<td>-</td>
<td>-</td>
<td>Sandy loam</td>
</tr>
</tbody>
</table>
important (Pilegaard 2013). In addition, denitrification and nitrification processes are affected by other soil physical and chemical parameters such as pH, temperature, and the presence of other species. Soil pH has been recognized as an important property controlling N2O emissions through its effect on soil microbial activity and diversity (Barton et al. 2013, Čuhel et al. 2010). At pH values close to 7 or basic, N2 production is favored over N2O emission (Šimek et al. 2002) which results in lower N2O emissions (García-Marco et al. 2016) than at acid pH.

In addition, texture influences N2O emissions, for example, in clay soils the number of macropores increases anaerobic zones, which leads to partial or total denitrification processes, resulting in higher N2O emissions from fine-tex-

### Table 4: Nitrogen fertilization and calculated N2O emissions in selected studies.

<table>
<thead>
<tr>
<th>Author and year of publication</th>
<th>Fertilizer type</th>
<th>Fertilization rate [kg.N.ha⁻¹]</th>
<th>Emissions N2O [kg.N.ha⁻¹.yr⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capa et al. (2015)</td>
<td>Urea</td>
<td>200</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>300</td>
<td>10.90</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>400</td>
<td>12.80</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>0</td>
<td>1.30</td>
</tr>
<tr>
<td>Harmand (2007)</td>
<td>Ammonium nitrate</td>
<td>180</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>Ammonium nitrate</td>
<td>180</td>
<td>1.90</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2008)</td>
<td>Urea</td>
<td>250</td>
<td>5.80</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>250</td>
<td>4.30</td>
</tr>
<tr>
<td>Hergoualc’h et al. (2012)</td>
<td>Urea</td>
<td>250</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>250</td>
<td>2.32</td>
</tr>
<tr>
<td>Montenegro (2019)</td>
<td>Urea</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>100</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>225</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>350</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>100</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>225</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>350</td>
<td>1.07</td>
</tr>
<tr>
<td>Montenegro (2020)</td>
<td>Ammonium nitrate</td>
<td>250</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Calcium nitrate</td>
<td>250</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Polymer coated urea</td>
<td>250</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>250</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Ammonium nitrate</td>
<td>250</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Calcium nitrate</td>
<td>250</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Polymer coated urea</td>
<td>250</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Urea</td>
<td>250</td>
<td>0.57</td>
</tr>
<tr>
<td>Noponen et al. (2012)</td>
<td>Moderate organic</td>
<td>66</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Intensive organic</td>
<td>248</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>Conventional moderate</td>
<td>150</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>Conventional intensive</td>
<td>287</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td>Moderate organic</td>
<td>140</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Intensive organic</td>
<td>346</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Conventional moderate</td>
<td>78</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Conventional intensive</td>
<td>157</td>
<td>0.95</td>
</tr>
</tbody>
</table>
ured soils (Butterbach-Bahl et al. 2011). Table 4 details the type of nitrogen fertilizer used in the coffee crop, as well as the fertilization rate and N$_2$O emissions of the crop.

In the SR it was found that the fertilizers used are of chemical, organic and chemical + polymer origin, at fertilization rates ranging from 66 to 400 kg N ha$^{-1}$ and N$_2$O emissions ranging from 0.2 to 12.8 kg N ha$^{-1}$ yr$^{-1}$, it has been observed that N$_2$O emissions tend to increase as the fertilization rate does, as well as other studies, where they state that as the annual rate of N increases, so does the annual emissions of N$_2$O in soils (Capa et al. 2015, Hergoualc’h et al. 2008, Noponen et al. 2012, Rahman et al. 2021) which are mainly due to nitrification and denitrification processes generated by high rates of nitrogen fertilization (Rochette et al. 2004). In addition to this factor, N$_2$O emissions are due to environmental and agricultural factors, such as the presence of native mineral elements in the soil, soil moisture, temperature, type of tillage, and climatic conditions (Hergoualc’h et al. 2008).

**CONCLUSION**

The systematic review included eight experimental studies that determined N$_2$O emissions in coffee plantations, suggesting that this emission is directly proportional to the fertilization rate. The precise identification of the factors remains unclear. Further research is needed in this field to make recommendations to reduce N$_2$O emissions.
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ABSTRACT
In India's Tarai-Dooars region, elephants are the most common wildlife species. The man-wildlife conflict has arisen as a result of forest scarcity, forest fragmentation, global climate change, land use land cover change in the Dooars region, and encroachment into forest life. Although the Wildlife Protection Act of 1972 addressed the conservation of wild animals, the number of wild elephants in West Bengal was constantly changing. The goal of this project is to use geospatial technologies to determine wild elephant habitat suitability zones in West Bengal's Alipurduar area. The first stage in the conservation and management of wild elephants is to determine their habitat suitability. To assess the result, the various habitat suitability factors/parameters of wild elephants were integrated through weighted overlay analysis in the ArcGIS environment. The result shows that the central part of the district - the Buxa forest area, holds the largest suitable environment for elephant habitat. The rest of the study area can be categorized as a medium habitat suitable area excluding some settlements and built-up areas. The authors hope the result will help the proper management and conservation of wild elephants.

INTRODUCTION
The keystone and iconic animal in the forest, the elephant, is an intelligent and herbivore sociable wild mammal that plays a crucial role in maintaining biodiversity and the environment (Puri et al. 2019, Mandal & Chatterjee 2020). South Asian elephant, being the largest terrestrial animal, is adapted in the Dooars’ riverine flood plain. Dooars region hosts the largest elephant reserves in West Bengal (99.51 Km²). Alipurduar district is a tribal dominant district of West Bengal covering 31.54% of forest area including Buxa national park, Jaldapara national park, Buxa wildlife sanctuary, and Chilapata forest area. The Eastern Himalayan region is a biodiversity hotspot region of India (Huang et al. 2019). With increasing population pressure, the natural forests around the world are facing the brunt of anthropogenic activities spelling doom for flora and fauna. With the shrinkage of forest land and changes in land use land cover the bio-reserve of Alipurduar district has been facing man-animal conflict over the years. The study area has been facing the conversion of its natural forests into agricultural land, residential land, road, and industrial land. The development of GIS and remote sensing plays an important role in wildlife conservation, management, and habitat suitability analysis over the world. The habitat suitability index was initially developed by Oldham et al. (2000) for evaluating habitat quantity and quality. Researchers such as Wennink et al. (2018) focused on the habitat suitability of golden jackals in the Netherlands. Catullo et al. (2008) discussed Asian mammals’ analysis based on habitat suitability models. Snaith et al. (2002) had done moose habitat suitability analysis in Canada. Purify et al. (2019) worked on Waterbird habitat suitability on an urban coastal wetland in the Lantebung mangrove area. Debeljak et al. (2001) discussed red deer habitat suitability in South-central Slovenia. Khwairakpam et al. (2019) worked on Pengha fish habitat suitability in Loktak Lake and its river basin, Manipur.

Habitat Suitability Index is a numerical knowledge-based index ranging between 0 and 1. A value near 0 indicates unsuitable habitat and a value near 1 represents suitable habitat (Oldham et al. 2000). The purpose of the present study is to identify the habitat suitability index for wild elephants in the Alipurduar district of West Bengal. India has the largest encroachment into forest areas through railway tracks in the form of the Lumding-Guhawati track in Assam; Siliguri-Alipurduar tract in West Bengal; Coimbatore–Thrissur...
track in Karnataka and Tamil Nadu, etc. (Roy & Sukumar 2017). A number of roadways also cross through the forest areas of the country. In the study area, NH-317 and SH-16 run through the Buxa forest, while NH-317 has divided the Jaldapara forest area. These hamper the free movement of wild animals and as such are a major problem for the study area. Owing to human encroachment into forest areas owing to the expansion of settlements, elephant encroachment into settlements and destruction of cropland has increased in the recent past triggering man-animal conflict. The present study is focused on habitat suitability zonation and man-elephant collision considering the parameters of land use land cover, NDVI, NDWI, distance to stream, distance to road, and distance to settlement and altitude.

**Elephant Habitat Preference in the Alipurduar District**

Alipurduar district is situated in the foothills of the Siwalik Himalaya. The northern part of the district is hilly with a moderate slope. Elephants do not prefer high altitudes and steep slopes and extended winter with snowfall (Giannatos 2004). The study area is devoid of a steep slope and long-term snow cover, favoring elephant habitation. Generally, elephants prefer large forests with dense vegetation near water sources. They sometimes use forest corridors in search of food within the forest or any other nearby location. The forest variability within this district takes care of the fodder and camouflages their existence along with taking care of other needs. There are a lot of rivers flowing from Bhutan hills that go through this district serving as a water source for the elephants.

The study’s key objective is to elucidate elephant habitat suitability evaluation. The current study investigates the relationship between the performance of the elephant habitat in the study area and the forest ecosystem in addition to other parameters. Thus favorable factors like terrain, climate, water availability, food availability, and forest cover along with other encouraging factors have made the Alipurduar district a preferable place for elephant habitat.

**MATERIALS AND METHODS**

**Study Area**

Alipurduar district is one of the newly formed districts of West Bengal, extending between 26°23’50”N to 26°51’56”N latitude and 89°2’58”E to 89°53’40”E longitude having an elevation ranging from 60m to 350m above mean sea level (Fig. 1). It is bounded by Bhutan in the North, Assam in the east, Jalpaiguri in the West, and Couch Behar in the South. River Raidak, Sankosh, Torsa, Jayanti, Checko, Hollong, Gadadhar, Basra, Kalikhola, etc., flow through the Alipurduar district. The area is characterized by high rainfall (350-650cm) and the forest comprises dry deciduous, moist deciduous, semi-evergreen, and evergreen types of Sal (Shorea Robusta) and its associated form of vegetation. Wild elephant (Elephant maximus), Gour (Bos goura), and one-horned Rhinoceros (Rhinoceros unicornis) are the most abundant species of Jaldapara, Buxa, and Chilapata forest area. The forest area of this district is fragmented and interspersed with tea gardens and villages. Since 1947 over 20% of the forest area has been converted into tea garden plantations and other anthropogenic activities of economic importance. People in the study area are mainly engaged in agriculture and tea gardens while industrial activities are almost absent. The population density in the study area varies from 300 per Km² to 500 per Km² as per the Census of India, 2011 which is more than the national average population density.

**Methodology**

The present study was done by following steps: (1) Sentinel-2 satellite data was downloaded from the USGS portal (https://earthexplorer.usgs.gov/); (2) Road, settlement position, and stream shapefile were downloaded from (https://extract.bbbike.org/). (3) SRTM Digital elevation model (DEM) was downloaded from USGS portal (https://earthexplorer.usgs.gov/). All the imageries and shapefile were georeferenced in WGS-1984 UTM zone 45N. Landsat satellite imageries were analyzed in the ArcGIS environment for preparing the land use and land cover identification. The interactive supervised image classification system was used for land use land cover layer preparation and classified into seven subclasses as- water body, agricultural land, dense vegetation cover, grassland, settlement, sparse vegetation, and barren land.

NDVI is a significant method for vegetation quantification, where a value near +1 indicates dense vegetation on the other hand value near -1 indicates low water content. NDVI was calculated from Sentinel-2 using band 4 and band 8 with the help of Pettorelli et al. (2005) by following equation (1)-

\[
NDVI = \frac{(NIR - RED)}{(NIR + RED)}
\]  

(1)

NDWI is another method to predict the moisture content of vegetation that reflects the possibility of a forest fire. NDWI values near +1 indicate much moisture content and value near -1 indicate low water content. NDWI was calculated from Sentinel 2 using band 4 and band 12 with the help of the McFeeters (1996) by the equation (2).

\[
NDWI = \frac{(NIR - SWIR)}{(NIR + SWIR)}
\]  

(2)

Distance to the road, distance to stream, and distance to settlement layers were prepared according to the Euclidean distance method in the ArcGIS environment (Fig. 2). Extraction was extracted from SRTM 1 (Fig. 2). All the thematic
The present study was done by following steps: (1) Sentinel-2 satellite data was downloaded from the USGS portal (https://earthexplorer.usgs.gov/); (2) Road, settlement position, and stream shapefile were downloaded from (https://extract.bbbike.org/). (3) SRTM Digital elevation model (DEM) was downloaded from USGS portal (https://earthexplorer.usgs.gov/). All the imageries and shapefile were georeferenced in WGS-1984 UTM zone 45N. Landsat satellite imageries were analyzed in the ArcGIS environment for preparing the land use and land cover identification. The interactive supervised image classification system was used for land use land cover layer preparation and classified into seven subclasses as—water body, agricultural land, dense vegetation cover, grassland, settlement, sparse vegetation, and barren land. NDVI is a significant method for vegetation quantification, where a value near +1 indicates dense vegetation on the other hand value near -1 indicates a water body. NDVI was calculated from Sentinel-2 using band 4 and band 8 with the help of Pettorelli et al. (2005) by following equation (1):

\[
\text{NDVI} = \frac{\text{NIR} - \text{Red}}{\text{NIR} + \text{Red}}
\]

NDWI is another method to predict the moisture content of vegetation that reflects the possibility of a forest fire. NDWI values near +1 indicate much moisture content and value near -1 indicate low water content. NDWI was calculated from Sentinel 2 using band 4 and band 12 with the help of the McFeeters (1996) by the following equation (2) -

\[
\text{NDWI} = \frac{\text{NIR} - \text{SWIR}}{\text{NIR} + \text{SWIR}}
\]

Distance to the road, distance to stream, and distance to settlement layers were prepared according to the Euclidean distance method in the ArcGIS environment (Fig. 2). Elevation was extracted from SRTM 1 (Fig. 2). All the thematic layers were then reclassified and suitable weights were given (Goparaju et al. 2017) using ArcGIS extension weighted overlay (Table 1).

The final habitat suitability map was categorized into three classes—highly suitable areas, medium suitable, and low suitable areas.
RESULTS AND DISCUSSION

Growth and reduction in a wildlife population are generally triggered by changes in population density and available resources. Forest areas help them hide, provide shelter, and fodder, and maintain their body metabolism. Forest fragmentation and existing local vegetation impact the colonization of elephants in a variety of environments (Kumar et al. 2010). For Suitability zoning, all the conditioning thematic raster has been superimposed in a weighted overlay GIS environment and categorized into three high groups, medium, and low suitability (Fig. 3).

Fig. 2b: (E) Distance to road (F) Distance to settlement (G) LULC, 2020 (H) LULC, 1990.

Fig. 3: Elephant habitat suitability zones.
Table 1: Weight of each parameter.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Classes</th>
<th>Influence</th>
<th>Scale value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance to Road</td>
<td>0 to 0.007 m</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.008 to 0.016 m</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.017 to 0.029 m</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.03 to 0.047 m</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.048 to 0.082 m</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Distance to Settlement</td>
<td>0 to 2866.9 m</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2866.91 to 5123.82 m</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5123.83 to 7380.74 m</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7380.75 to 9759.66 m</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9759.67 to 15554.46 m</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Land use / Land cover</td>
<td>Water Body</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Agricultural Land</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Dense Vegetation Cover</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Grass Land</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Built-up Area</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Tea Garden</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Vacuum land</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Distance to Stream</td>
<td>0 to 0.006 m</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.007 to 0.014 m</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.015 to 0.023 m</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.024 to 0.038 m</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.039 to 0.068 m</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Altitude</td>
<td>22 to 135 m</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>135.01 to 333 m</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>333.01 to 674 m</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>674.01 to 1117 m</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1117.01 to 1922 m</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>NDVI</td>
<td>-0.12 to 0.16</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.17 to 0.22</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.23 to 0.28</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.29 to 0.32</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.33 to 0.47</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>NDWI</td>
<td>-0.55 to 0.13</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>0.14 to 0.24</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.25 to 0.34</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.35 to 0.45</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.46 to 0.66</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Wild elephant habitat suitability using weighted overlay geospatial technology in the Alipurduar district resulted in only 14.48% of the area (Table 2) being under highly suitable area, 83.63% area under medium suitable, and only 1.89% being under low suitability area (Fig. 4). Result reveals that most of the area comes under medium suitable conditions. Areas coming under highly suitable areas have been rapidly getting converted to medium suitable areas.
due to rapid deforestation, fragmentation of forest areas, encroachment, etc.

A Lorenz curve was done to assess the inequality of the number of elephants in north Bengal from the period 2002 to 2017 (Fig. 5). The man-elephant conflict has been an important issue for several decades in the Alipurduar district along with the entire Dooars region. Different analyses were performed to identify Man-elephant conflict management (Neupane et al. 2018). The management of Man-elephant conflict varies according to different social, financial, and environmental conditions. In the Alipurduar district, the human-elephant conflict has been increasing with every passing day. A comparative analysis of the land use between 1990 and 2020 (Fig. 2), revealed that settlement area has increased by 1.62%, thereby reducing dense vegetation areas by 11.4% during the same time. This change has spelled doom for the free movement and habitation of wild animals in the study area. During the same time, there has been a reduction in the number and areal extent of tea gardens which erstwhile played the role of an elephant corridor. Riverbank soil erosion is a major problem in the Dooars region. There has been a reduction of 22% in the water bodies of the study area due to riverbank erosion (Table 3).

Besides human interference, change in the natural environment is another important cause behind human-elephant conflict in this area. Elephants were mainly sighted by the authors in two seasons in the study area - the winter season and the rainy season. Dooars region has wet deciduous natural vegetation that becomes leafless in the winter season creating a food crisis within the forest area forcing the elephants to come out of the forest towards localities. The rainy season is their breeding season, hence forcing them to come out of forests to local residential areas in search of food (Fig. 6). In the absence of any buffer zone between the forests and settlements, encroachment into settlements triggers man-elephant conflict. Many times such conflict results in loss of life on both sides. Damage to life, property, and crops has become a persistent problem in the study area owing to man-elephant conflict.

The study area lacks indigenous measures to curb the conflict. Mwamidi et al. (2012) mentioned the Taita community’s indigenous knowledge to protect wildlife. After seeding they return home without looking back, believing that God Mlungu would protect their crop and restrain from harvesting the crops until the wild animals consume a substantial part. Su et al. (2020) also mentioned that the Bulang community of China protects Banyan trees believing that the species help them maintain their vitality and keeps them alive longer owing to their divinity. Certain communities have also used various agricultural-based deterrants, like chili, to curb the encroachment of elephants into settlements (Hedges & Gunaryadi 2010). The technique of combining often damaged crops with crops that are less appealing or palatable to elephants is another agriculture-based deterrent (Gross et al. 2016). The alternative crops, which include coriander, mint, ginger, onion, garlic, lemongrass, and citrus trees, can aid farmers economically by compensating for the reduced production of major crops (Shaffer et al. 2019). New research in Africa has shown promising results employing bio-acoustic

Table 2: Areal extent of suitability classes.

<table>
<thead>
<tr>
<th>Suitability Classes</th>
<th>Area in SQ.KM</th>
<th>[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low suitable</td>
<td>52.9664</td>
<td>1.89</td>
</tr>
<tr>
<td>Medium suitable</td>
<td>2344.736</td>
<td>83.63</td>
</tr>
<tr>
<td>High suitable</td>
<td>406.0052</td>
<td>14.48</td>
</tr>
</tbody>
</table>
measures/deterrents to prevent elephants, such as beehive fences, which also provide an additional economic benefit to pollinators and honey (King et al. 2017).

CONCLUSION

Among the districts of West Bengal state of India, Alipurduar district ranks fourth in terms of forest cover (31.54%) closely followed by the districts of South 24 Parganas, Darjeeling and Kalimpong. Major forest areas in the district, such as the Buxa forest, Jaldapara forest, and Chilapata forest, have been dwindling and experiencing encroachment as a result of both natural (rivers) and anthropogenic (roads, railway

Table 3: Land use land cover changes (1990-2020).

<table>
<thead>
<tr>
<th>Class name</th>
<th>Area in SQ.KM (1990)</th>
<th>Area in SQ.KM (2020)</th>
<th>Change [%]</th>
<th>Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settlement</td>
<td>14.0286</td>
<td>59.5173</td>
<td>1.62</td>
<td>Increased</td>
</tr>
<tr>
<td>Grassland</td>
<td>182.159</td>
<td>49.1463</td>
<td>4.74</td>
<td>Decreased</td>
</tr>
<tr>
<td>Waterbody</td>
<td>15.7624</td>
<td>638.018</td>
<td>22.19</td>
<td>Increased</td>
</tr>
<tr>
<td>Dense vegetation</td>
<td>703.785</td>
<td>391.36</td>
<td>11.14</td>
<td>Decreased</td>
</tr>
<tr>
<td>Sparse vegetation</td>
<td>355.201</td>
<td>805.484</td>
<td>16.06</td>
<td>Increased</td>
</tr>
<tr>
<td>Vacuum land</td>
<td>980.949</td>
<td>693.369</td>
<td>10.26</td>
<td>Decreased</td>
</tr>
<tr>
<td>Agricultural land</td>
<td>551.811</td>
<td>166.813</td>
<td>13.73</td>
<td>Decreased</td>
</tr>
</tbody>
</table>

Fig. 5: Inequality of the number of elephants in North Bengal from the period 2002 to 2017.

Fig. 6: Elephant outing at night.
tracks, and settlement) causes. The study area has a high potential for elephant conservation as well as biodiversity management. It is the home to a host of tribal indigenous people. Ethnic knowledge plays a vital role in conserving and managing biodiversity and wildlife. Various management techniques like ensuring fodder for the animals in their natural habitat throughout the year, identification of alternative railway tracks outside the jungles, creation of buffer zones, expansion of ecological corridors, prevention of forest land encroachment, creation of biodiversity awareness among locals, development of various deterrents, etc along with promoting indigenous knowledge-based management techniques will help the reduction of man-animal conflict and support the protection and conservation of wild elephants.
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ABSTRACT  
Air pollution is an atmospheric condition with high concentrations of toxic metals that exceed normal limits and are harmful to humans, animals or plants. Jatropha integerrima Jacq., Hibiscus rosa-sinensis L., and Ruellia tweediana have the potential to absorb (Pb) in the air. The aim of the study to analyze the levels of (Pb), chlorophyll, and the relationship between levels of (Pb) and chlorophyll in the three plant species at different locations. Samples were obtained from three locations with different traffic volumes Mayjend Yono Soewoyo street (100346.50 units/day), Dr. Soetomo street (58997.80 units/day), and Polisi Istimewa street (25692.50 units/day) Surabaya. Each sample was taken as many as 15 leaves at the third node. Leaf (Pb) measurements were carried out by dry ashing method using Atomic Absorption Spectrophotometry (AAS) and chlorophyll content was measured extraction method followed analysis by Spectrophotometer. Data levels (Pb) and chlorophyll were analyzed using two-way ANOVA followed by Duncan’s test and correlation test with SPSS Statistics 26. The results showed that (1)Pb levels in the three plants from high to low J. integerrima (0.152±0.032 mg.L⁻¹); H. rosa-sinensis (0.042±0.008 mg.L⁻¹); and R. tweediana (0.007±0.006 mg.L⁻¹), (2)chlorophyll content of plant leaves from high to low R. tweediana (33.891±0.510 mg.L⁻¹); H. rosa-sinensis (28.499±0.32 mg.L⁻¹); and J. integerrima (10.597±1.697 mg.L⁻¹) high volume of vehicles followed by increasing levels of (Pb) and decreasing levels of chlorophyll, namely at Mayjend Yono Soewoyo street, Dr. Soetomo street, and Polisi Istimewa street, (3)there is a correlation between levels (Pb) and leaf chlorophyll content (0.524>0.381). Can be concluded that J. integerrima, H. rosa-sinensis, and R. tweediana have the potential as absorbents (Pb) in the air.  

INTRODUCTION  
The second largest city in Indonesia is Surabaya with a dense population. The population of Surabaya City in 2020 is 2,971,300 (Surabaya City Central Statistics Agency 2021). Population growth causes the number of motorized vehicles that support community activities to increase (Arifiyananta 2015). Surabaya is included in the top five most congested cities in the world with a congestion value of 29.880/year (Irawan 2017). Traffic density in Surabaya on several roads is not the same.  

Efforts to reduce pollutants in the air due to motor vehicle emissions are created parks on the edge or in the middle of the road. Plants can absorb lead (Pb) in the air through a passive absorption mechanism (Fascavitri et al. 2018, Gunarno 2014). Muzayanah et al. (2016) stated that lead (Pb) is a type of PM₁₀ pollutant which has a particle size of less than 10 µm. Lead (Pb) is particulate measuring ±2m and leaf stomata measuring 10 µmx27µm so that (Pb) can easily enter through leaf stomata (Sari et al. 2016). Heavy metals absorbed by leaves can affect the work of enzymes involved in the dark reactions of the photosynthesis process (Harianto 2018).  

Lead (Pb) causes plants to have chlorosis, decreases chlorophyll biosynthesis processes, and damages plant cell walls. The decrease in chlorophyll is followed by an increase in (Pb) levels, this destroys chloroplasts. The average level (Pb) of several plant species is between 0.1-10 ppm with a toxicity limit of lead (Pb) in higher plants at 100 ppm (Inayah et al. 2010).  

Leaf morphological characteristics such as smooth leaves, rough leaf surface, scaly, jagged edges, needle-like leaves, and sticky surfaces affect the ability to absorb (Pb)
in the air (Santoso 2013). Plants that have hairy leaves and rough surfaces absorb pollutants more optimally than smooth leaves and smooth surfaces (Rachmadiarti et al. 2019). The potential of plants to absorb pollutants in the air is also influenced by several environmental factors such as temperature, water content, light intensity, humidity, and wind speed.

_J.integerrima_ plants have a shrub habit and elongated leaf morphology with tapered ends; _H.rosa-sinensis_ plant has a shrub habitus and ovate leaf morphology; and _R.tweediana_ have a herbaceous habitus and morphology of leaves is single, oppositely crossed, ends are rounded, the base is pointed, edges are serrated, the leaf is pinnate, and leaves are green. Based on previous research, plant leaves can absorb (Pb) in the air. This is evidenced when levels of (Pb) are high, and the chlorophyll content of leaves is low. From the results of previous research, further research is needed to determine the ability of the leaves of _J.integerrima, H.rosa-sinensis_, and _R.tweediana_ plants to absorb (Pb) and their effect on chlorophyll content.

**MATERIALS AND METHODS**

**Sample Collection**

Sampling was carried out from polluted and unpolluted locations. The location is unpolluted on Bukit Darmo Golf and three roads in Surabaya City with an average daily volume of high, medium, and low-density levels (Fig. 1). Data on the average volume of vehicles passing at different densities were obtained from the Surabaya City Transportation Service 2020. The average daily volume of vehicles passing on Mayjend Yono Soewoyo street (100.346.50 units/day) high vehicle density; Dr.Soetomo Street (58997.80 units/day) medium vehicle density; and Polisi Istimewa street (25.692.50 units/day) low vehicle density category. Sampling leaves were carried out at each location, repetition was carried out 3 times by plotting at 09.00 WIB.

At each sampling location, physical and chemical environmental factors were measured before a sample was taken, including soil temperature, air temperature, air humidity, soil moisture, soil pH, and light intensity. Samples were taken from as many as 15 leaves from the third node counted from the tip of each plant _J.integerrima, H.rosa-sinensis_, and _R.tweediana_. Each sample obtained was put in plastic and given a label. Leaf samples obtained were analyzed for lead (Pb) levels, chlorophyll, and leaf surface area measurements. Analysis test for lead (Pb) levels in samples was carried out at Chemical Physics Laboratory, Chemistry Department, FMIPA UNESA. Tests for the content of chlorophyll a, b, and total and surface area of leaf samples were carried out at Physiology Laboratory, Department of Biology, FMIPA UNESA.

**Analysis Leaf Surface Area**

Measurement of leaf surface area using _leaf meter_ ADC AM350 by placing the sample on the meter area. Measurement of leaf surface area by pressing the scanner button on the tool and moving it from base to tip. The scanner button is pressed again when the measurement has been made, the results can be viewed on the monitor and recorded.

**Analysis of Chlorophyll Content**

Testing the leaf chlorophyll content of each sample begins with calibration The Mapada V-1100D spectrophotometer uses 95% alcohol. The sample at each location was weighed as much as 1g, cut into small pieces, and crushed with a mortar pestle. Samples that have been finely added 100mL 95% alcohol and filtered through filter paper. The filtrate was then tested for chlorophyll content with wavelengths of 649 nm and 665 nm using the Mapada V-1100D Spectrophotometer. The value of chlorophyll content that appears on the screen is recorded and the chlorophyll content a, b, and the total is calculated using the Wintemans and de Mots formula as follows (Rahayu et al. 2014):

\[
\text{Chlorophyll a} = 13.7\times\text{OD} \, 665 - 5.76\times\text{OD} \, 649 \, (\text{mg.L}^{-1})
\]

\[
\text{Chlorophyll b} = 25.8\times\text{OD} \, 649 - 7.7\times\text{OD} \, 665 \, (\text{mg.L}^{-1})
\]

\[
\text{Total chlorophyll} = 20.0\times\text{OD} \, 649 + 6.1\times\text{OD} \, 665 \, (\text{mg.L}^{-1})
\]

![Fig. 1: Sampling Locations (Google Maps, 2021)](image)
Analysis of Pb Content

Sample preparation: The analysis of accumulation levels (Pb) in the leaves was started by conducting sample preparation using the dry destruction method. J.integerrima; H.rosa-sinensis, and R.tweediana plant leaves were weighed as much as 2.5 g in a porcelain dish and roasted at 800°C for 3 h. The samples that have been kilned are put into a glass beaker, 1mL concentrated HNO₃ solution is added, and 10 mL aqua demin is added. The sample was stirred until dissolved and filtered, then analyzed by AAS (Atomic Absorption Spectrophotometry) PERKIN ELMER Analyst 100.

Production standard metal solutions: Preparation of standard solutions is done by making a standard solution of lead (Pb) as much as 100 ppm. Standard lead solution (Pb) was made from 100 ppm lead (Pb) mother liquor, then 10 mL was taken using a dropper and put into a 100 mL volumetric flask. The solution that has been put into a measuring flask is then diluted to the tara mark and homogenized. Metalworking solution (Pb) 10 ppm was prepared from standard solution (Pb) 100 ppm.

Production calibration curves: The calibration curve was made by making a standard solution (Pb). The standard solution was prepared by diluting solution (Pb) of 10 ppm to obtain a concentration between 0-3ppm. The standard solution then measured its absorption value using AAS PERKIN ELMER Analyst 100 with a hollow cathode (Pb) lamp.

Sample measurement: Measurement of leaf samples of each plant was carried out using the SNI method number 06-698945 of 2005 concerning Testing for Levels (Pb). Calculation of levels (Pb) contained in each sample of plant leaves J.integerrima; H.rosa-sinensis and R.tweediana use the following formula:

\[ Cy' = \left( \frac{Cy \times V}{W} \right) \times 1000 \]

Description:

\( Cy' \) = Pb levels absorbed in leaves (µg.g\(^{-1}\))

\( Cy \) = Measurable Pb levels in AAS (mg.L\(^{-1}\))

\( V \) = Volume of diluent solution (L)

\( W \) = Leaf biomass in the form of leaf dry weight (g)

1000 = Convert mg to µg.g\(^{-1}\)

Data Analysis

Observational data in form of levels (Pb) and leaf chlorophyll were analyzed using statistical tests Two Way ANOVA with SPSS statistic 26 was conducted to see the effect of sampling location, plant species and interaction between the observation location and plant species on content (Pb). The analysis test was continued with Duncan’s Test to see which plants had the best potential to absorb lead (Pb) in the air. Leaf surface area data and environmental physicochemical factors were analyzed quantitatively descriptively. A correlation test using SPSS Statistics was carried out to see the relationship between (Pb) in the leaves of each plant and chlorophyll.

RESULTS

Based on the results of testing the levels (Pb) in the leaves of J.integerrima; H.rosa-sinensis and R.tweediana in three different locations including Mayjend Yono Soewoyo street, Dr. Soetomo street, and Polisi Istimewa street showed different levels of (Pb). The highest (Pb) content was found in J.integerrima 0.152±0.032 mg.L\(^{-1}\) found on Mayjend Yono Soewoyo. The lowest leaf (Pb) levels were found in R.tweediana 0.007±0.006 mg.L\(^{-1}\) was found on Polisi Istimewa. The results from Duncan’s test showed that there were differences in leaf (Pb) levels of each plant at each location (Table 1).

Testing of leaf chlorophyll content in J.integerrima plants; H.rosa-sinensis, and R.tweediana at three different locations including Mayjend Yono Soewoyo street, Dr. Soetomo street, and Polisi Istimewa street showed different results. The highest leaf chlorophyll content was found in R.tweediana 33.891±0.510 mg.L\(^{-1}\). The lowest leaf chlorophyll content was found in J.integerrima, which was 10.597±1.697 mg.L\(^{-1}\). The results of Duncan’s test showed that there were differences in leaf chlorophyll levels in each plant at each location (Table 2).

Measurements of the leaf surface area of each plant at each sampling location showed different values. The results of the measurement of the highest leaf surface area were found in R.tweediana on Mayjend Yono Soewoyo (20.358±0.490 cm\(^2\)). The lowest average leaf surface area was found in J.integerrima plants with a value of (15.612±1.790 cm\(^2\)) which was located on Polisi Istimewa street (Table 3).

Table 1: Metal (Pb) Content of Leaves J.integerrima; H.rosa-sinensis, and R.tweediana.

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Average Leaf (Pb) Content at Each Location [mg.L(^{-1})]</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>J.integerrima</td>
<td>0.152±0.032bB</td>
<td>0.101±0.031bAB</td>
<td>0.008±0.001bA</td>
<td></td>
</tr>
<tr>
<td>H.rosa-sinensis</td>
<td>0.042±0.008abB</td>
<td>0.014±0.010abAB</td>
<td>0.125±0.018abA</td>
<td></td>
</tr>
<tr>
<td>R.tweediana</td>
<td>0.061±0.015abA</td>
<td>0.101±0.070aAB</td>
<td>0.007±0.006aA</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Notation: Numbers followed by different notations in rows and columns show significantly different results based on Duncan’s Test with a test level of 0.05; 1= Mayjend Yono Soewoyo street (3 repetition points); 2= Dr. Soetomo street (3 repetition points); and 3= Polisi Istimewa Street (3 repetition points).
Physical and chemical environmental factors of each plant *J. integerrima; H. rosa-sinensis,* and *R. tweediana* at Mayjend Yono Soewoyo street, Dr. Soetomo street, and Polisi Istimewa street are not the same. Soil pH values range from 7-8; soil moisture 1-8(%) Rh; soil temperature 26-29(oC); air humidity 32-60(%) ; air temperature 31-40(oC); and light intensity 3652-25044(Lux) (Table 4).

High levels of Pb in the plant, resulting a decrease in leaf chlorophyll content. The highest Pb levels in *J. integerrima* on Mayjend Yono Soewoyo street (0.152±0.032 mg.L⁻¹) had the lowest chlorophyll content (10.597±1.697 mg.L⁻¹), while the lowest Pb levels were found in *R. tweediana* plants on Polisi Istimewa street (0.007±0.006 mg.L⁻¹) had chlorophyll content (20.276±0.478 mg.L⁻¹) (Table 5).

Plant surface types *J. integerrima; H. rosa-sinensis,* and *R. tweediana* are not the same. Different leaf types and leaf characteristics affect the absorbing metal (Pb) in the air (Table 6).

### Table 2: Chlorophyll Content of Plant Leaves *J. integerrima; H. rosa-sinensis,* and *R. tweediana.*

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Average Leaf Chlorophyll Levels at Each Location [mg.L⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><em>J. integerrima</em></td>
<td>10.597±1.697aC</td>
</tr>
<tr>
<td><em>H. rosa-sinensis</em></td>
<td>28.499±0.321bC</td>
</tr>
<tr>
<td><em>R. tweediana</em></td>
<td>33.891±0.510cC</td>
</tr>
</tbody>
</table>

Notes: Notation: Numbers followed by different notations in rows and columns show significantly different results based on Duncan’s Test with a test level of 0.05; 1= Mayjend Yono Soewoyo street (3 repetition points); 2= Dr. Soetomo street (3 repetition points); and 3= Polisi Istimewa street (3 repetition points).

### Table 3: Leaf Surface Area of *J. integerrima; H. rosa-sinensis,* and *R. tweediana.*

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Average Leaf Surface Area at Each Location [cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><em>J. integerrima</em></td>
<td>16.526±0.589</td>
</tr>
<tr>
<td><em>H. rosa-sinensis</em></td>
<td>17.778±0.558</td>
</tr>
<tr>
<td><em>R. tweediana</em></td>
<td>20.358±0.490</td>
</tr>
</tbody>
</table>

Notes: 1= Mayjend Yono Soewoyo street (3 repetition points); 2= Dr. Soetomo street (3 repetition points); and 3 = Polisi Istimewa street (3 repetition points).
Tests on Pb levels, leaf chlorophyll content, leaf surface area, and physical and chemical factors in the unpolluted environment at Bukit Darmo Golf Surabaya. *Jatropha integerrima* plants showed the highest levels of Pb (0.025 mg.L$^{-1}$); followed by *Hibiscus rosa-sinensis* (0.012 mg.L$^{-1}$), and *Ruellia tweediana* (0.008 mg.L$^{-1}$). The highest leaf chlorophyll content was found in *R. tweediana* (13.309 mg.L$^{-1}$), followed by *H. rosa-sinensis* (11.793 mg.L$^{-1}$), and *J. integerrima* (11.679 mg.L$^{-1}$). The highest leaf surface area was found in *R. tweediana* (20.69 cm$^2$), followed by *H. rosa-sinensis* (16.75 cm$^2$), and *J. integerrima* (15.66 cm$^2$). Measurement of environmental physicochemical factors at Bukit Darmo Golf, Surabaya showed a different range of results for each plant. The soil pH value of the three plants is 7; soil moisture 1-1.89 (%Rh); Soil temperature 27-29(°C); humidity 70.22-70.89 (%), air temperature 29-30 (°C), and light intensity 5267.8-11465.1 (Lux) (Table 7).

**DISCUSSION**

Every year number of motorized vehicles continues to increase. Population growth causes the number of motorized vehicles as community activity increases (Arifiananta 2015). Air pollution is a condition where there is a mixture of several harmful elements in the atmosphere that cause damage and reduce environmental quality (Abidin & Hasibuan 2019). The decline in environmental quality due to air pollution can harm living things (Fransiska 2016).

Lead (Pb) is one of the most common pollutants produced by motorized vehicles. Fossil-fueled motor vehicles are known to affect air quality as much as 79-97% of concentration (Pb) (Ruslinda et al. 2016). Metal (Pb) is dangerous metal; has bluish-gray color; with the atomic number 82; molecular weight of 207.2; density of 11.34 g.cm$^{-3}$; and boiling point of 621.43°F (Kumar et al. 2020).

Plants can absorb pollutants (Pb) in the air and adapt in different ways. Efforts that are currently being developed in overcoming heavy metals in the air are using green plants. Phytoremediation is an air pollution control that is carried

<table>
<thead>
<tr>
<th>Sampling Location</th>
<th>Plant Type</th>
<th>J. integerrima</th>
<th>H. rosa-sinensis</th>
<th>R. tweediana</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayjend Yono Soewoyo street</td>
<td>1</td>
<td>10.597±1.697</td>
<td>28.499±0.321</td>
<td>33.891±0.510</td>
</tr>
<tr>
<td>Dr. Soetomo street</td>
<td>1</td>
<td>12.236±1.333</td>
<td>24.262±0.456</td>
<td>23.561±0.039</td>
</tr>
<tr>
<td>Polisi Istimewa street</td>
<td>0.008±0.001</td>
<td>21.540±1.427</td>
<td>14.869±0.975</td>
<td>20.276±0.478</td>
</tr>
</tbody>
</table>

Notes: 1= Leaf Pb Content (mg/L); Leaf Chlorophyll Content (mg/L)

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Leaf Surface Type</th>
<th>Characteristic features</th>
<th>Picture</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>J. integerrima</em></td>
<td>Hispidus (Rough Trichomed Leaf Surface)</td>
<td>Single leaf, oval shape, finger bone, scattered.</td>
<td><img src="image1" alt="Picture" /></td>
</tr>
<tr>
<td><em>H. rosa-sinensis</em></td>
<td>Laevis (Slippery Leaf Surface)</td>
<td>The leaf blade is oval, the base is tapered, the edges are jagged, and the bones are fingered.</td>
<td><img src="image2" alt="Picture" /></td>
</tr>
<tr>
<td><em>R. tweediana</em></td>
<td>Villosus (Smooth and Tight Trichomed Leaf Surface)</td>
<td>Single leaf, crossed opposite, sole-shaped, rounded leaf tip, tapered leaf base, serrated leaf edge, and pinate leaf spines.</td>
<td><img src="image3" alt="Picture" /></td>
</tr>
</tbody>
</table>
Table 7: Test results for metal content (Pb), leaf chlorophyll content, leaf surface area, and environmental physicochemical factors in J. integerrima; H. rosa-sinensis, and R. tweediana at Bukit Darmo Golf, Surabaya.

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Leaf Pb [mg.L$^{-1}$]</th>
<th>Leaf Chlorophyll [mg.L$^{-1}$]</th>
<th>Leaf Surface Area [cm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. integerrima</td>
<td>0.025</td>
<td>11.679</td>
<td>15.66</td>
</tr>
<tr>
<td>H. rosa-sinensis</td>
<td>0.012</td>
<td>11.793</td>
<td>16.75</td>
</tr>
<tr>
<td>R. tweediana</td>
<td>0.008</td>
<td>13.309</td>
<td>20.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Soil Moisture (%Rh)</th>
<th>Soil Temperature ($^\circ$C)</th>
<th>Humidity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. integerrima</td>
<td>1.00</td>
<td>27</td>
<td>70.22</td>
</tr>
<tr>
<td>H. rosa-sinensis</td>
<td>1.89</td>
<td>28</td>
<td>70.89</td>
</tr>
<tr>
<td>R. tweediana</td>
<td>1.00</td>
<td>28</td>
<td>70.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>Soil pH</th>
<th>Air Temperature ($^\circ$C)</th>
<th>Light Intensity (Lux)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. integerrima</td>
<td>7</td>
<td>29</td>
<td>5267.8</td>
</tr>
<tr>
<td>H. rosa-sinensis</td>
<td>7</td>
<td>30</td>
<td>5856.0</td>
</tr>
<tr>
<td>R. tweediana</td>
<td>7</td>
<td>29</td>
<td>11465.1</td>
</tr>
</tbody>
</table>

out using cost-effective, energy-saving, and environmentally friendly technology (Rachmadiarti et al. 2021).

The highest (Pb) content was found in the J. integerrima plant obtained at Mayjend Yono Soewoyo (0.188 mg.L$^{-1}$). The lowest levels of (Pb) in the leaf were found in R. tweediana obtained at Polisi Istimewa (0.002 mg.L$^{-1}$). The level (Pb) at Bukit Darmo Golf from high to low is J. integerrima (0.025 mg.L$^{-1}$); H. rosa-sinensis (0.012 mg.L$^{-1}$), and R. tweediana (0.008 mg.L$^{-1}$). Muzayanah et al. (2016) stated that metal (Pb) of the PM$_{10}$ group has particulates measuring ±2µm and leaf stomata 10µmx27µm so that (Pb) easily enters through leaf stomata (Sari et al. 2016). The test results show if J. integerrima potential to absorb (Pb) in the air.

The ability of J. integerrima to absorb (Pb) in the air is influenced by leaf morphology. J. integerrima leaves have an oval egg with 1-2 lobes in the lower half of the strands; base rounded, flat, or heart; and tapered tips (Silalahi & Mustaqim 2021). J. integerrima is a shrub habitus plant with a height of 3m; has a single green leaf, oval in shape, leaf bones are fingered, the tip is tapered, and has a very thick trichome. Plant J. integerrima is considered the most effective in absorbing (Pb) because it has leaf morphology that supports and lines with previous studies. The results of Rachmadiarti’s et al. (2019) that plants with thyme leaves and rough surfaces absorb pollutants more optimally than plants with smooth leaves and smooth surfaces.

Testing of total leaf chlorophyll content showed that the highest was found in R. tweediana (34,202 mg.L$^{-1}$) obtained from Mayjend Yono Soewoyo. The lowest chlorophyll is found in J. integerrima (9.271 mg.L$^{-1}$) at Mayjend Yono Soewoyo. Testing of chlorophyll content at Bukit Darmo Golf showed that the highest level was found in R. tweediana (13.309 mg.L$^{-1}$) and the lowest was found in J. integerrima (11.679 mg.L$^{-1}$). R. tweediana is a herbaceous habitus plant with a height of 1-1.5m; tricot rod; single leaf, opposite solet shape, rounded tip, pointed base, toothed edge, and pinnate leaf bone. R. tweediana potential as metal (Pb) absorbent in the air. These results are in line with research by Fathia et al. (2015) plants that have the potential to absorb pollutants can accumulate lead in large quantities without causing a decrease in leaf chlorophyll and causing poisoning to plants. High levels of (Pb) in leaf tissue J. integerrima causes a decrease in leaf chlorophyll content. The test results are in line with Sari et al. (2016) and Rachmadiarti et al. (2019) who state that the increase in leaf chlorophyll levels is directly proportional to a decrease in pollution by (Pb), so that leaf chlorophyll levels can be used as identification of plant resistance to pollution in the air by (Pb).

Lead Pb in plants can inhibit photosynthesis, disrupt mineral nutrition and water balance, change hormonal status, and affect the structure and membrane permeability of plants (Hadi & Aziz 2015). Heavy metals will inhibit enzymes that play a role in the photosynthesis process of dark reactions (Harianto & Pohan 2018). Metals (Pb) can inhibit the absorption of cations such as Ca, Mg, K, Cu, Zn, and Fe through modification of membrane activity and permeability so that they cannot be absorbed and transported into the plant body is disrupted (chlorosis occurs) (Patra et al. 2011). Physiologically toxicity (Pb) inhibits chlorophyll biosynthesis in leaf chloroplasts.

Measurement of plant leaf surface area shows leaves R. tweediana Mayjend Yono Soewoyo had the highest average rating (20,358 cm$^2$) and plant leaves J. integerrima on Polisi Istimewa shows the lowest average value (15,612 cm$^2$).
Measurement of the highest leaf surface area at Bukit Darmo Golf was found in *R. tweediana* (20.69 cm²), *H. rosa-sinensis* (16.75 cm²), and *J. integerrima* (15.66 cm²). The results of leaf surface area measurements are in line with research by Irma (2016) which states that levels of (Pb) can result in changes in leaf morphology covering the leaf surface; an arrangement of leaf veins, leaf base; leaf edge; leaf tips; and leaf color so that morphological changes result in a reduction in leaf surface area.

The entry of metal (Pb) in the network is influenced by physical and chemical environmental factors. The results of soil pH measurements showed values from 7-8. Research by Gulhom and Lubis (2014) states that the optimal pH for absorbing (Pb) is 4 or in an acidic environment. Although the results of the research conducted showed that the environmental pH conditions were normal and not acidic, it was known that all types of plants were able to absorb pollutants (Pb) in the air.

The results of air humidity showed values between 32-60(%). Air humidity affects the opening of leaf stomata. High humidity values can cause leaf stomata to open wide so that pollutants can be absorbed more optimally. Humid environmental conditions also cause some pollutants in the air to bind water and then settle in plant bodies (Azzari et al. 2020).

Air temperature measurement shows a value of 31-40(°C). The temperature of each environment shows the optimal value. The results of research by Azizah & Rachmadiarti (2018) state that the optimal temperature in the environment is 30°C with a maximum level of 40°C. The optimal temperature in the environment has a positive impact because the leaf stomata will open and (Pb) in the air enters the plant tissue. The high temperature causes the concentration of (Pb) in the air to decrease because the high air temperature causes the concentration of pollutants in the air to become dilute (Winardi 2014).

Another physical and chemical factor that affects the absorption of (Pb) is soil moisture. Measurement of soil moisture shows the number 1-8 (%Rh). The high value of soil moisture results in disruption of the process of transpiration and absorption (Pb) in the air. The results of Dewanti’s research (2012) state that high humidity values cause the transpiration rate to slow down due to the presence of water vapor.

The results of the measurement of light intensity ranged from 3652-25044 (Lux). A good light intensity ranges from ±32,000 lux, and a low light intensity value causes the photosynthesis process to not run optimally and the leaf stomata to close (Ibrahim & Hizqiya 2013). Light intensity is a physical and chemical environmental factor that has influence the absorption of (Pb) in the air. The moderate or full light intensity can affect the growth of a plant (Yuliantika & Sudarti 2021).

**CONCLUSION**

The results of the research conducted can be concluded that the *J. integerrima; H. rosa-sinensis*, and *R. tweediana* have the potential to absorb pollutants (Pb) in the air. The level of (Pb) in the air is influenced by the amount of traffic density on Surabaya. The average levels (Pb) in plant leaves sequentially from high to low starting from *J. integerrima* (0.152±0.032 mg.L⁻¹), *H. rosa-sinensis* (0.042±0.008 mg.L⁻¹), and *R. tweediana* (0.007±0.006 mg.L⁻¹). Levels (Pb) affect leaf chlorophyll levels. The highest chlorophyll content was found in *R. tweediana* (33,891±0.510 mg.L⁻¹), *H. rosa-sinensis* (28.499±0.32 mg.L⁻¹), and *J. integerrima* (10,597±1,697 mg.L⁻¹). Based on the results of the study, it shows that if the average daily traffic volume is getting denser, it will be followed by high levels of (Pb) in the leaves, namely at Mayjend Yono Soewoyo, Dr. Soetomo, and Polisi Istimewa street. There is a correlation between the levels of (Pb) and chlorophyll (0.524>0.381). From these results, it can be concluded that *J. integerrima, H. rosa-sinensis*, and *R. tweediana* have the potential as absorbents (Pb) in the air.
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ABSTRACT

A field experiment was carried out on the black cotton soil in the years 2018 and 2019 in the district of Sangli, Maharashtra, India to evaluate the sustainable agricultural practices for improving the growth and yield of the soybean (Glycine max L.) variety JS-335 along with the soil improvement. Twelve treatments were evaluated in a randomized block design with three replications. The results revealed that combined applications of chemical fertilizer (RDF-30:80:20:40) and organic manures (FYM and VCM) improved the growth attributes and seed yield as compared to control and other treatments along with a significant improvement in the soil health parameters. This agricultural practice emerged as a promising method for sustainable cultivation of soybean (C.V. JS-335) which improved the economic yield (kg.ha⁻¹), agronomic efficiency (kg.ha⁻¹), physiological efficiency (kg.ha⁻¹), partial factor productivity (kg.ha⁻¹), apparent recovery efficiency (kg.ha⁻¹) and sustainable yield index (0.80) with maximum return having cost: benefit ratio (1:3.8). The results found statistically significant and correlated having a positive relationship between yield and sustainability parameters.

INTRODUCTION

Soybean (Glycine max L.) is often designated as the “Golden bean” which is one of the most economic, nutritious, and oil seed crops, rich in protein and carbohydrate (Patil et al. 2017). The food items like soy milk, sauce, paste, cake, paneer, soy flour, soy-namkeen, and soy flakes are prepared from soybean on a commercial scale which is exceptionally very popular among consumers. It is also added to bread, cereals, and meat products (Huang et al. 2014). Soybean protein is rich in lycine, different minerals, and vitamins like thiamine and riboflavin (Dass et al. 2018). Because of these nutrient qualities in soybean it is known as ‘vegetarian meat’ and described as a ‘miracle crop’. The area under soybean cultivation at the global level is 121.53 million hectares and production is 334.89 million tons. In India, the area under soybean cultivation is 11.72 million hectares with a production of 10.5 million tons (Anonymous 2014-15, ICAR). Leading states in the cultivation of soybean are Madhya Pradesh, Rajasthan, Maharashtra, and Andhra Pradesh. It was reported that the use of FYM and Vermicompost in soybean caused adequate expansion in plant development and seed yield in the two seasons (Ranjitha 2016). Javed & Panwar (2013) revealed that a mixture of organic and inorganic composts causes a significant rise in the yield of soybean.

To meet the global demand for soybean, the application of sustainable agricultural practices is a need of time. Considering all these realities, present investigation was undertaken to evaluate sustainable agricultural practices through applications of different fertilizers for improving the soil health, growth parameters and the yield attributes of the crop. The sustainability of agricultural practices was assessed based on sustainable parameters like economic yield, agronomic efficiency, physiological efficiency, partial factor productivity, apparent recovery efficiency, and sustainability yield index.

MATERIALS AND METHODS

The present investigation was carried out on the black cotton soil in the Walwa- tehsil, Sangli district which is located in the western part of Maharashtra having latitude and longitude coordinators as 16.8676 and 74.5703 respectively. The average temperature is 25.4°C and the total annual rainfall is 580 mm. The experiment was designed with RBD including 12 different treatments of organic and chemical fertilizers for soybean variety JS-335. The whole experimental field was divided into three equal blocks and each block was again divided into twelve equal-sized plots measuring 2.5 m × 2.5 m to accommodate the treatments and control. A total of 36 plots were prepared and all the treatments were
randomly designed. The seeds as well as FYM, VCM, and RDF were procured from authentic and reliable sources. The twelve treatments were selected with three replications and each consisted of T1: 75% RDF, T2: 75% RDF + 25% FYM, T3: 75% RDF + 25% VCM, T4: 100% RDF, T5: 100% RDF + 25% FYM, T6: 100% RDF + 25% VCM, T7: 125% RDF, T8: 125% RDF + 25% FYM, T9: 125% + 25% VCM, T10: 100% FYM, T11: 100% VCM, T12: absolute control (No fertilizer). The recommended dose of fertilizer (RDF-30:80:20:40, N:P:K:S), Farmyard Manure, Vermicompost.

The N, P, K, and other nutrients of organic manures were determined by official methods of analysis of AOAC international (AOAC 2005). N was estimated by the micro-Kjeldahl digestion method. Samples were digested with the nitric perchloric sulphuric acid mixture for the determination of P, K, Ca, and Mg. Phosphorus was determined by colorimeter using the vanadomolybdate method, K was determined using a flame photometer, and Ca and Mg were determined by the EDTA titration method.

**The Chemical Composition of Organic Manures**

**Farmyard manure:** N-0.52%, P₂O₅-0.22%, K₂O-0.54%, Na-0.08%, S-0.01%, Fe-1900 mg/kg, Zn-52mg/kg, B-2.1mg/kg, Mo-0.72 mg/kg, Cu-2mg/kg, Mn-6mg/kg

**Vermicompost:** N-0.54%, P₂O₅-0.023%, K₂O-0.28%, Na-0.12%, Fe- 1.1%, Zn-0.09%, Ca-0.003%, Mg-0.32%, Cu-0.003%, Mn-0.10%

The organic and inorganic fertilizers were applied to each plot according to the planned treatments. The whole amount of organic manures was applied on a dry weight basis basally during final land preparation. The organic manures were applied one month before sowing so that well decomposition of the organic manures would take place for the crop and thoroughly incorporated into the soil. The growth parameters, seed yield, biochemical analysis, and oil content in the seed were analyzed and as when required by using the random collection method of the samples. The experimental plot was ploughed in mid-November after the monsoon rains were over. The field was then harrowed and leveled properly. All stubbles were removed and the layout was done according to the experimental design. The seeds of soybean were treated with Rhizobium culture for the entire nutritional schedule as seed treatment before sowing the seeds except for the absolute control plot. The required chemical fertilizers were purchased from a fertilizer store by calculating the quantity as per the recommended dose of fertilizer applied to each plot. The seeds were sown directly into the plots by maintaining 10 cm plant to plant and 45 cm row to row spacing. The seeds were sown on 15th November for both consecutive seasons. The crop was irrigated after 15 to 20 days of interval. From time to time inter cultivation for weeding and other operations was carried out regularly. The second dose was given before the pod formation. The pods were harvested after the full maturity of the crop.

The observations on plant height were measured at 30, 45, 60, and 75 DAS using randomly selected ten plants from each treatment, and the average height was calculated. A total number of leaves per plant were measured at 30, 45, and 60 DAS using randomly selected ten plants from each treatment.

Yield attributes like number of immature pods per plant, number of mature pods per plant, number of seeds per pod, Seed index (100 seed weight), total seed yield (kg.ha⁻¹), and stover yield (kg.ha⁻¹) were analyzed from each treatment using randomly selected ten plants and the average was recorded in tables.

**Analysis of soil:** The soil samples (0-15cm) were collected from all the experimental plots at harvest. The samples were air dried and then sieved through a 2 mm sieve and stored in a polythene bag with labels. Soil samples were analyzed for available nitrogen, phosphorus, potassium, and organic carbon content. Available nitrogen was determined by the antacid potassium permanganate method (Subbiah & Asija 1956). Available phosphorus was determined by Olsen’s method. The available potassium in soil extracts was analyzed using a flame photometer. The organic carbon was determined by Walkley-Black’s (1934) chromic acid wet oxidation method.

**Analysis of Sustainability Parameters**

Harvest index (%), economic yield (kg.ha⁻¹), agronomic efficiency (kg.ha⁻¹), physiological efficiency (kg.ha⁻¹), partial factor productivity (kg.ha⁻¹), apparent recovery efficiency (kg.ha⁻¹), and Sustainability yield index were calculated by using following formulae.

\[ \text{Harvest index} = \frac{\text{Economic Yield} (\text{kg/ha})}{\text{Biological Yield} (\text{kg/ha})} \times 100 \]

\[ \text{Agronomic efficiency} (\text{AE}) = \frac{Y-Y_o}{F} \]

\[ \text{Physiological Efficiency} = \frac{Y-Y_o}{U-U_o} \]

\[ \text{Apparent recovery efficiency} (\text{RE}) = \frac{U-U_o}{F} \]

\[ \text{Partial Factor Productivity} (\text{PFP}) = \frac{Y}{F} \]

\[ \text{Sustainable Yield Index} = \frac{(Y_m-\text{SD})}{Y_{max}} \]

Where, \(Y\)-yield of a harvested portion of the crop with nutrient applied, \(Y_o\)-Yield with no nutrient applied, \(F\)-Amount
of nutrient applied, $U$- Total nutrient uptake in above-ground crop biomass with nutrient applied, $U_o$ - Nutrient uptake in above-ground crop biomass with no nutrient applied. $Y_m$- Mean yield, SD- Standard Deviation, $Y_{max}$- Maximum yield, $W_2$- Weight of the empty flask (g), $W_I$- Weight of empty Flask + Weight of oil (g), $X$- Weight of a sample taken for extraction

**Economics of soybean production:** The cost of soybean production for all the treatments was calculated depending on input cost and the average market price of soybean per quintal. Overall returns were determined by deducting the cost of production from gross income. The cost-to-benefit ratio was estimated by the proportion of the total cost and gross returns of a particular treatment.

**Statistical analysis:** The data were statistically analyzed for least significance difference (LSD) at a 5% probability level and coefficient of correlations by analysis of variance (ANOVA) using the data analysis tool pack of MS Excel (2013).

## RESULTS AND DISCUSSION

**Growth attributes:** The growth attributes such as plant height, number of leaves per plant, number of branches per plant, leaf area, dry weight, etc. contribute to the crop yield (Rana & Badiyala 2014). It was observed that all these parameters were positively influenced by the treatment of different doses of organic manures like farmyard manure, vermicompost, and inorganic or chemical fertilizer like RDF. Plant height was increased in Soybean by all the treatments applied. The results recorded in Table 1 indicated that the application of RDF 125% + Farmyard manure 25% and RDF 125% + Vermicompost 25% had shown a significant increase in plant height as compared to all other treatments and control. The results are statistically significant. The maximum plant height was recorded at 30, 45, 60, and 75 DAS in the combined application of RDF + FYM and RDF + VCM (Table 1). The plant height was increased with the advancement of age in all the stages of the crop growth because the growth process is irreversible (Patil & Udmale 2016). Thakur and Girothia (2010) and Saxena et al. (2013) also reported an increase in growth attributes like plant height, leaf number, leaf area, leaf area index, branch number, etc. ultimately increasing the productivity of soybean.

The number of leaves per plant was significantly increased with the combined applications of 125% RDF + farmyard manure 25% and 125% RDF + Vermicompost 25% (Table 1). It was 17.33 and 18.67, 36.67 and 37.00, 72.33 and 73.67 at 30 DAS and 60 DAS respectively. These treatments caused the highest increase in the

<table>
<thead>
<tr>
<th>Fertilizer Treatment</th>
<th>Plant Height DAS(cm)</th>
<th>No. of leaves per plant DAS</th>
<th>Plant dry weight (g)</th>
<th>Nodule Count per plant</th>
<th>Nodule fresh weight (g)</th>
<th>Nodule dry weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>45</td>
<td>60</td>
<td>75</td>
<td>30</td>
<td>45</td>
</tr>
<tr>
<td>T1</td>
<td>20.0</td>
<td>32.7</td>
<td>39.7</td>
<td>42.3</td>
<td>9.0</td>
<td>26.3</td>
</tr>
<tr>
<td>T2</td>
<td>20.6</td>
<td>38.3</td>
<td>53.3</td>
<td>57.4</td>
<td>10.3</td>
<td>18.3</td>
</tr>
<tr>
<td>T3</td>
<td>21.3</td>
<td>40.0</td>
<td>54.7</td>
<td>58.7</td>
<td>11.7</td>
<td>19.0</td>
</tr>
<tr>
<td>T4</td>
<td>22.3</td>
<td>42.3</td>
<td>58.0</td>
<td>61.7</td>
<td>10.1</td>
<td>26.7</td>
</tr>
<tr>
<td>T5</td>
<td>25.3</td>
<td>43.0</td>
<td>60.3</td>
<td>65.3</td>
<td>12.3</td>
<td>34.3</td>
</tr>
<tr>
<td>T6</td>
<td>26.4</td>
<td>43.7</td>
<td>61.3</td>
<td>67.4</td>
<td>13.0</td>
<td>34.7</td>
</tr>
<tr>
<td>T7</td>
<td>23.3</td>
<td>45.3</td>
<td>59.7</td>
<td>62.2</td>
<td>13.3</td>
<td>33.7</td>
</tr>
<tr>
<td>T8</td>
<td>28.3</td>
<td>47.7</td>
<td>67.0</td>
<td>69.8</td>
<td>17.3</td>
<td>36.7</td>
</tr>
<tr>
<td>T9</td>
<td>28.7</td>
<td>48.3</td>
<td>68.7</td>
<td>69.7</td>
<td>18.7</td>
<td>37.0</td>
</tr>
<tr>
<td>T10</td>
<td>18.3</td>
<td>30.3</td>
<td>32.0</td>
<td>38.2</td>
<td>9.7</td>
<td>24.3</td>
</tr>
<tr>
<td>T11</td>
<td>19.3</td>
<td>32.3</td>
<td>33.0</td>
<td>39.3</td>
<td>10.0</td>
<td>25.7</td>
</tr>
<tr>
<td>T12</td>
<td>14.0</td>
<td>22.7</td>
<td>28.0</td>
<td>38.0</td>
<td>7.7</td>
<td>14.3</td>
</tr>
<tr>
<td>LSD</td>
<td>8.06</td>
<td>13.95</td>
<td>28.67</td>
<td>26.69</td>
<td>7.04</td>
<td>15.19</td>
</tr>
<tr>
<td>SE±</td>
<td>1.09</td>
<td>1.88</td>
<td>3.87</td>
<td>3.60</td>
<td>0.95</td>
<td>2.05</td>
</tr>
<tr>
<td>CV%</td>
<td>15.66</td>
<td>15.50</td>
<td>24.06</td>
<td>20.84</td>
<td>25.66</td>
<td>23.66</td>
</tr>
</tbody>
</table>

Note: LSD-Least Significant Difference at p=0.05, SE±: Standard Error of the Mean, CV%: Coefficient of Variation.
number of leaves per plant as compared to the remaining treatments and control. The leaves are the main photosynthetic organ of every plant, hence increase in the number of leaves increases the photosynthetic area and chlorophyll content. The increase in plant height and number of leaves per plant leads to an increase in yield (Thakur & Girothia 2010, Devi et al. 2011, Kumar et al. 2016).

It was reported that there was an increase in plant dry weight in soybean for different treatments (Table 1) but it was revealed that the combined treatments of RDF + FYM and RDF + VCM emerged as superior treatments causing an increase in dry weight of plant as compared to other treatments used and control. The increase in dry weight of soybean was recorded at 30, 45, and 60 DAS. The increase was by 3.15 g and 3.25 g, 17.83 g, 18.00 g, 23.35 g, and 23.45 g at 30, 45, and 60 DAS respectively. All the results are statistically significant and the finding of the present investigation was supported by Jagmeet et al. (2015).

In leguminous plants like soybean number of nodules on the roots of each plant is a very important factor in growth attributes. The root nodules fix atmospheric nitrogen symbiotically and provide it to the host plant. The nitrogen supplied by root nodule bacteria contributes significantly and plays a vital role in plant growth (Chaturvedi et al. 2010). In the present study, all the treatments of chemical and organic fertilizers have significantly induced an increase in the number of nodules per plant (Table 1). Due to the application of 125% RDF + 25% FYM and 125% RDF + VCM 25%. The increase was by 19.33, 20.10, 35.90, and 36.00 respectively. This has directly influenced the various growth attributes like plant height, number of leaves per plant, etc.

The fertilizer treatments of RDF 125% + FYM 25% and RDF 125% + VCM 25% caused a positive increase in the fresh and dry weight of nodules in soybean (Table 1). Nodule fresh weight was 0.32 g, 0.33 g, 0.42 g, and 0.43 g at 30, 45, and 60 DAS. Which was much better than control and other treatments? The nodule dry weight recorded was 0.099, 0.098, 0.48, and 0.48 g at 30, 45, and DAS with both treatments. Similar results were reported by Billore et al. (2009) and Singh et al. (2010). They claimed that the combined application of synthetic and organic fertilizers increase positively soil condition as well as enhanced the activity of nodulation resulting in improved vegetative growth of the treated plant as compared to control. Further, they reported that such type of fertilizer application to plants increases their metabolic activities and causes improvement in various growth parameters. In the present study sulfur present in the RDF is an integral component of the nitrogenase enzyme playing a key role in nitrogen fixation. This may be the probable reason for the increase in the number of nodules per plant, the fresh and dry weight of nodules in soybean treated with RDF + FYM and RDF + VCM (Najar et al. 2011). The additional probable reasons for the improvement of growth attributes and nodule number, dry and fresh weight of nodule may be due to the different types of enzymes and growth-promoting factors secreted by earthworms in vermicompost.

**Yield and yield attribute:** The results shown on this parameter in Table 2 indicated that a maximum number of pods per plant were recorded in the treatments of combined applications of RDF + FYM and RDF + VCM as compared to all other treatments and control. The highest number of pods per plant observed in soybean was 64.80 and 65.27 respectively in both the treatments. Similar results were observed by Rana et al. (2018) with combined treatments of organic and chemical fertilizers for the increase in the growth of the number of pods per plant. As recorded in Table 2 highest number of filled pods was also recorded in the treatments of combined applications of RDF + FYM and RDF + VCM. The maximum number of filled pods per plant recorded in both treatments was between 55 and 56. Both the parameters studied have greatly contributed to an increase in economic yield over control and remaining treatments (Singh & Rai 2004). The results recorded in Table 2 clearly showed that the highest results on this parameter were recorded in the combined treatments T8 and T9 i.e. RDF + FYM and RDF + VCM. The significant values are 2.83 and 2.90 seeds per pod respectively. The increase in the number of seeds per pod has a direct relation with enhanced seed yield or economic yield. All the above parameters mentioned have a direct relationship with economic yield in soybean (Suryawanshi et al. 2006). Similar to the increase in economic yield stover yield was also very high in both the treatments T8 (3184.47 kg.ha\(^{-1}\)) and T9 (3210.28 kg.ha\(^{-1}\)). It is seen that among these two better treatments of combined fertilizers T9 which is RDF + VCM was superior to T8 (RDF + FYM) and slightly better over T8 (Khutate et al. 2005).

Biological yield is a very important aspect of the cultivation of legume crops like soybean. The results recorded on this parameter in Table 2 indicates that the biological yield was also highest in the treatments of T8 and T9 in which combined application of RDF + FYM and RDF + VCM was followed for the soybean crop. The recorded values were 5669.64 kg.ha\(^{-1}\) and 5720.61 kg.ha\(^{-1}\).
Table 2: Effect of fertilizer treatments on yield and yield attributes of Soybean.

<table>
<thead>
<tr>
<th>Fertilizer treatment</th>
<th>No. of Pods per plant</th>
<th>No. of filled Pods per plant</th>
<th>No. of Seeds per Pod</th>
<th>Stover Yield (kg.ha(^{-1}))</th>
<th>Biological Yield (kg.ha(^{-1}))</th>
<th>Harvest Index [%]</th>
<th>Seed Index [%]</th>
<th>Economic Yield (kg.ha(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>50.7</td>
<td>40.0</td>
<td>2.6</td>
<td>2,057.5</td>
<td>3,478.1</td>
<td>40.8</td>
<td>13.3</td>
<td>1,420.6</td>
</tr>
<tr>
<td>T2</td>
<td>52.3</td>
<td>44.3</td>
<td>2.6</td>
<td>2,184.3</td>
<td>3,814.4</td>
<td>42.7</td>
<td>14.1</td>
<td>1,630.1</td>
</tr>
<tr>
<td>T3</td>
<td>53.0</td>
<td>44.9</td>
<td>2.6</td>
<td>2,208.0</td>
<td>3,853.1</td>
<td>42.7</td>
<td>14.3</td>
<td>1,645.0</td>
</tr>
<tr>
<td>T4</td>
<td>51.9</td>
<td>45.3</td>
<td>2.6</td>
<td>2,674.5</td>
<td>4,384.6</td>
<td>39.0</td>
<td>15.1</td>
<td>1,710.1</td>
</tr>
<tr>
<td>T5</td>
<td>55.1</td>
<td>70.8</td>
<td>2.6</td>
<td>2,884.0</td>
<td>4,962.3</td>
<td>41.9</td>
<td>14.7</td>
<td>2,078.3</td>
</tr>
<tr>
<td>T6</td>
<td>55.9</td>
<td>70.1</td>
<td>2.7</td>
<td>2,910.2</td>
<td>5,020.3</td>
<td>42.0</td>
<td>18.9</td>
<td>2,110.1</td>
</tr>
<tr>
<td>T7</td>
<td>56.9</td>
<td>47.9</td>
<td>2.6</td>
<td>3,085.3</td>
<td>5,275.3</td>
<td>41.5</td>
<td>15.1</td>
<td>2,190.0</td>
</tr>
<tr>
<td>T8</td>
<td>64.8</td>
<td>55.3</td>
<td>2.8</td>
<td>\textbf{3,184.5}</td>
<td>\textbf{5,669.6}</td>
<td>\textbf{43.8}</td>
<td>\textbf{15.8}</td>
<td>\textbf{2,485.2}</td>
</tr>
<tr>
<td>T9</td>
<td>65.3</td>
<td>56.0</td>
<td>2.9</td>
<td>\textbf{3,210.3}</td>
<td>5,720.6</td>
<td>43.9</td>
<td>16.1</td>
<td>2,510.3</td>
</tr>
<tr>
<td>T10</td>
<td>48.3</td>
<td>39.7</td>
<td>2.3</td>
<td>2,028.7</td>
<td>3,536.8</td>
<td>42.6</td>
<td>12.2</td>
<td>1,508.1</td>
</tr>
<tr>
<td>T11</td>
<td>48.8</td>
<td>40.3</td>
<td>2.3</td>
<td>2,082.0</td>
<td>3,592.1</td>
<td>42.0</td>
<td>12.2</td>
<td>1,501.0</td>
</tr>
<tr>
<td>T12</td>
<td>40.6</td>
<td>33.3</td>
<td>2.3</td>
<td>1,228.4</td>
<td>2,439.0</td>
<td>49.6</td>
<td>11.8</td>
<td>1,210.6</td>
</tr>
<tr>
<td>LSD (0.05)</td>
<td>12.76</td>
<td>25.58</td>
<td>0.42</td>
<td>1080.28</td>
<td>1948.98</td>
<td>3.05</td>
<td>4.06</td>
<td>887.36</td>
</tr>
<tr>
<td>SE±</td>
<td>1.72</td>
<td>3.45</td>
<td>0.05</td>
<td>146.06</td>
<td>263.51</td>
<td>0.41</td>
<td>0.55</td>
<td>119.97</td>
</tr>
<tr>
<td>CV%</td>
<td>10.44</td>
<td>22.72</td>
<td>7.35</td>
<td>18.69</td>
<td>19.49</td>
<td>3.25</td>
<td>12.36</td>
<td>21.04</td>
</tr>
</tbody>
</table>

Note: LSD-Least Significant Difference at p=0.05, SE±: Standard Error of the Mean, CV%: Coefficient of Variation

kg.ha\(^{-1}\) respectively. When the effect of both treatments on biological yield is compared the treatment T9 (RDF + VCM) had shown better results than T8 (Devi et al. 2011). The results on the harvest index showed the same trend as that of the seed index. The treatments of RDF + FYM and RDF + VCM had shown almost similar values (43.83% and 43.88%). Amongst all the yield attributes harvest index is the most reliable indicator of crop profitability and economic returns in general. The profitability of any crop when it is cultivated is judged through the values of the harvest index.

As it is the ratio of \( \frac{\text{Economic Yield (Kg/ha)}}{\text{Biological Yield (Kg/ha)}} \times 100 \)

These results are in conformity with the findings of Shweta et al. (2014). The results on the seed index revealed that the superior treatments T8 and T9 were almost at par (15.84% and 16.05%). Both treatments were equally influenced by the results of the seed index (Bandopadhyay et al. 2010).

Soil health: Soil health was significantly improved by the application of RDF + FYM and RDF + VCM (Table: 3). The contents of different soil nutrients and organic carbon were increased due to the application of a combination of fertilizers in T8 and T9 as compared to the control and other treatments. The increase in organic carbon was very high in T8 and T9 treatment (5.63 g.kg\(^{-1}\) and 5.67 g.kg\(^{-1}\)) as compared to control (3.90 g.kg\(^{-1}\)). Organic carbon plays a major role in the improvement of soil fertility and soil health. It has a direct effect on the increase in seed yield and seed quality in soybean. As soybean is a nodule crop fixing nitrogen symbiotically, effectively helps in the improvement of soil health and fertility. Similar results were recorded by several researchers Navale et al. (2003), Kundu et al. (2008), and Muneshwar et al. (2008). They claimed that the application of FYM and vermicompost resulted in higher content of N, P, K, and seed yield as well as oil content in soybean. The chemical or synthetic fertilizer if applied alone causes soil pollution and desertification of soil but the application of vermicompost and FYM as well as Nano-compost help to improve soil fertility, physico-chemical properties of soil, and biological properties such as soil enzymes, soil microflora, etc. are improved having with great effect on yield and yield quality of various crops (Naderi & Danes 2013).

Sustainability parameters: The application of organic fertilizers along with chemical fertilizers is an effective method for the sustainable cultivation of different crops (Table 4). The organic fertilizers showed a significant effect on economic yield, agronomic efficiency, physiological efficiency, partial factor productivity, apparent recovery, and
Table 3: Effects of fertilizer treatments on organic carbon and available nutrients in the soil before sowing and after harvesting in soybean (Pooled over 2 years).

| Fertilizer Treatments | Before sowing | | After harvest | | |
|-----------------------|---------------|---------------|---------------|---------------|
|                       | N (kg ha\(^{-1}\)) | P\(_2\)O\(_5\) (kg ha\(^{-1}\)) | K\(_2\)O | S | OC (g kg\(^{-1}\)) | N (kg ha\(^{-1}\)) | P\(_2\)O\(_5\) | K\(_2\)O | S | OC (g kg\(^{-1}\)) |
| T1                    | 182.7          | 13.4          | 164.2 | 16.9 | 4.1          | 214.3          | 17.8          | 165.3 | 17.3 | 4.2          |
| T2                    | 198.4          | 17.4          | 179.3 | 15.9 | 4.4          | 221.6          | 21.3          | 182.2 | 16.7 | 4.5          |
| T3                    | 200.8          | 17.9          | 180.8 | 16.8 | 4.4          | 223.4          | 21.8          | 183.1 | 17.0 | 4.5          |
| T4                    | 215.1          | 22.6          | 176.7 | 23.9 | 4.8          | 220.7          | 27.8          | 178.1 | 24.1 | 4.9          |
| T5                    | 230.4          | 18.3          | 181.2 | 24.8 | 5.2          | 232.3          | 22.1          | 183.8 | 25.7 | 5.4          |
| T6                    | 232.3          | 18.9          | 181.8 | 25.8 | 5.2          | 234.2          | 22.3          | 184.2 | 26.0 | 5.4          |
| T7                    | 255.2          | 21.2          | 182.7 | 26.7 | 5.4          | 258.9          | 23.3          | 186.5 | 27.6 | 5.5          |
| T8                    | 262.1          | 22.8          | 190.8 | 31.1 | 5.5          | 266.7          | 24.4          | 193.3 | 31.9 | 5.6          |
| T9                    | 265.0          | 23.0          | 190.9 | 30.4 | 5.6          | 267.4          | 24.7          | 194.0 | 31.8 | 5.7          |
| T10                   | 204.3          | 17.2          | 152.3 | 16.8 | 4.0          | 218.3          | 19.3          | 155.2 | 17.1 | 4.0          |
| T11                   | 205.4          | 17.4          | 152.8 | 16.8 | 4.0          | 219.2          | 19.7          | 156.1 | 17.1 | 4.1          |
| T12                   | 172.3          | 10.1          | 109.0 | 13.1 | 3.9          | 175.1          | 12.4          | 109.3 | 13.2 | 3.9          |
| LSD(0.05)             | 62.74          | 6.72          | 30.06 | 13.0 | 1.41         | 45.17          | 6.26          | 30.24 | 13.60| 1.48         |
| SE\(_4\)              | 8.48           | 0.90          | 4.06  | 0.19 | 0.19         | 6.10           | 0.84          | 4.08  | 0.18 | 0.20         |
| CV (%)                | 12.60          | 15.79         | 7.66  | 26.1 | 13.24        | 8.64           | 12.6          | 7.60  | 26.58| 13.59        |

Note: LSD-Least Significant Difference at p=0.05, SE\(_4\): Standard Error of the Mean, CV%: Coefficient of Variation

Table 4: Effect of fertilizer treatments on agronomic efficiency, physiological efficiency, partial factor productivity, apparent recovery efficiency, sustainable yield index in soybean.

<table>
<thead>
<tr>
<th>Fertilizer Treatments</th>
<th>Agronomic Efficiency (AE) (kg kg(^{-1}))</th>
<th>Physiological Efficiency (PE) (kg kg(^{-1}))</th>
<th>Partial Factor Productivity (PFP) (kg kg(^{-1}))</th>
<th>Apparent Recovery Efficiency (RE) (kg kg(^{-1}))</th>
<th>Sustainable Yield Index (SYI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>7.0</td>
<td>5.5</td>
<td>47.4</td>
<td>1.3</td>
<td>0.4</td>
</tr>
<tr>
<td>T2</td>
<td>14.0</td>
<td>8.8</td>
<td>54.3</td>
<td>1.6</td>
<td>0.5</td>
</tr>
<tr>
<td>T3</td>
<td>14.5</td>
<td>8.9</td>
<td>54.8</td>
<td>1.6</td>
<td>0.5</td>
</tr>
<tr>
<td>T4</td>
<td>16.6</td>
<td>5.7</td>
<td>57.0</td>
<td>2.9</td>
<td>0.5</td>
</tr>
<tr>
<td>T5</td>
<td>28.9</td>
<td>9.0</td>
<td>69.3</td>
<td>3.2</td>
<td>0.7</td>
</tr>
<tr>
<td>T6</td>
<td>30.0</td>
<td>9.3</td>
<td>70.3</td>
<td>3.2</td>
<td>0.7</td>
</tr>
<tr>
<td>T7</td>
<td>32.6</td>
<td>8.2</td>
<td>73.0</td>
<td>4.0</td>
<td>0.7</td>
</tr>
<tr>
<td>T8</td>
<td>42.5</td>
<td>10.4</td>
<td>82.8</td>
<td>4.1</td>
<td>0.8</td>
</tr>
<tr>
<td>T9</td>
<td>43.3</td>
<td>10.5</td>
<td>83.7</td>
<td>4.1</td>
<td>0.8</td>
</tr>
<tr>
<td>T10</td>
<td>9.9</td>
<td>9.3</td>
<td>50.3</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>T11</td>
<td>10.0</td>
<td>9.1</td>
<td>50.3</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>T12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSD(0.05)</td>
<td>36.31</td>
<td>14.8</td>
<td>29.57</td>
<td>3.17</td>
<td>0.3794</td>
</tr>
<tr>
<td>SE(_4)</td>
<td>4.26</td>
<td>2.001</td>
<td>3.99</td>
<td>0.42</td>
<td>0.04</td>
</tr>
<tr>
<td>CV (%)</td>
<td>-</td>
<td>-</td>
<td>21.04</td>
<td>-</td>
<td>29.74</td>
</tr>
</tbody>
</table>

Note: LSD-Least Significant Difference at p=0.05, SE\(_4\): Standard Error of the Mean, CV%: Coefficient of Variation
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sustainable yield index. All these sustainable parameters were highly improved due to the applications of chemical fertilizers along with FYM and vermicompost. The nutrient combination treatments of 125% RDF + FYM and 125% RDF + VCM emerged as the best sustainable treatments for the improvement of yield, yield parameters, growth parameters along with improvement in soil health.

**Economics of the soybean cultivation using different fertilizers treatments:** The economics of soybean cultivation was greatly influenced by the different treatments of fertilizers used (Table 5). It was seen from the data that a significant increase in seed yield (2510.3 (kg. ha\(^{-1}\)) was obtained for soybean variety JS-335 due to the treatment of T9 followed by T8. The maximum net return of Rs. 36,333.72 per hectare was achieved by these treatments. The cost-benefit ratio was 1: 3.8 followed by T8.

**Correlation and regression analysis:** The correlation coefficient between applied nutrients (kg.ha\(^{-1}\)) to the soil and accumulation of organic carbon (g.kg\(^{-1}\)), agronomic efficiency (kg.ha\(^{-1}\)), and economic yield (kg.ha\(^{-1}\)) were significantly and positively correlated (\(r = 0.97 \& r = 0.99\)) respectively and there is a linear relationship between these variables. It all reflects the immediate effect of applied compost and VCM which has a direct influence on financial returns from the cultivation of soybean.

**Multiple regression analysis:** The multiple regression model employed to see the relationship between five independent variables (\(x_1\) to \(x_5\)) and one dependent variable \(Y\) is given below.

\[
Y = b_0 + b_1x_1 + b_2x_2 + b_3x_3 + b_4x_4 + b_5x_5 + e
\]

Where,

\(Y\) = Economic yield (kg. ha\(^{-1}\))
\(b_0\) = Intercept value
\(x_1\) = Agronomic efficiency (kg. ha\(^{-1}\))
\(x_2\) = Physiological efficiency (kg. ha\(^{-1}\))
\(x_3\) = Partial factor productivity (kg. ha\(^{-1}\))
\(x_4\) = Apparent recovery (kg. ha\(^{-1}\))
\(x_5\) = Organic carbon (g. kg\(^{-1}\))

The value of multiple \(R\) (0.99) and \(R^2\) (0.99) is positive (0.99) indicating that there is a positive correlation between Economic yield and the observed values of Agronomic efficiency, Physiological efficiency, Partial factor productivity, and apparent recovery which also indicates the regression model fits the observed data. A positive coefficient indicates that as the value of the independent variables increases the mean value of economic yield increases. A low p-value (<0.05) and correspondent t-stat of independent variables indicate a highly significant increase in the economic yield. The changes in these independent variables are related to changes in the response variable indicating the results are highly significant.

**CONCLUSION**

It was reported that cultivation of soybean variety *JS-335*...
showed promising results with the application of chemical fertilizers such as RDF and organic manures like FYM and vermicompost. There was significant improvement with these treatments in growth and yield attributes. Improvement in the yield attributes is directly related to the market price of soybean. The integrated application of chemical fertilizer + FYM and chemical fertilizer + vermicompost was found to be highly effective to improve soil health and productivity through improved sustainability attributes like agronomic efficiency, partial factor productivity, and sustainable yield index. The cost-benefit ratio of these treatments was comparatively higher indicating that such treatments may be recommended to the farmers for the sustainable cultivation of soybean.
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ABSTRACT

Traditional settlements in the mountains are most vulnerable to climate change impacts. The threat of water sustainability to support the life of a traditional residential area is one of the climate change challenges that must be faced. This research aims to explore the local wisdom of the Hindu Javanese community in regulating the landscape of its settlements to maintain water sustainability now. This research methodology used a qualitative approach. This study took place in a traditional settlement of the Hindu Javanese community in the Cetho Temple area. The Cetho Temple area is one of the traces of the remnants of the Majapahit kingdom civilization on Mount Lawu, which was built in the 15th century. Data collection techniques are conducted by direct observation and interviews of several purposively selected informants in the study area. Data analysis is done by analyzing data into physical data and socio-cultural data spatial analysis. The two groups of data were analyzed to obtain a complete picture of the strategy of the Javanese Hindu community to regulate water sustainability in residential areas. The research result shows that The Hindu Javanese community built its settlements concerning local topographic and hydrological conditions in maintaining water sustainability. The Mountain – Springs – Settlement - Farm field relationship forms an environmental ecosystem that is always balanced. In addition to maintaining physical water continuity, the Javanese Hindu community has a spiritual tradition to maintain the spirit of its people to maintain water continuity. The Hindu Javanese community in the Cetho Temple area can align settlements and nature through this local wisdom. This research in the future is expected to be useful as a reference for water management in traditional settlements in the mountains and planning for structuring settlement areas in the mountains.

INTRODUCTION

In recent decades, climate change has impacted the environment and human life. Threats from the impacts of climate change-related to food security, water availability for living needs, and socioeconomic dynamics in a settlement landscape (Aktürk & Dastgerdi 2021, Dastgerdi et al. 2020). Although two-thirds of the planet is covered in water, some parts of the Earth experience water scarcity. The World Economic Forum’s Global Risk Report 2019 ranked the water crisis as one of the top global risks. The threat of this water crisis is caused by the disruption of natural ecosystem balance, minimal water infrastructure investment, and uneven water distribution (Reig Paul 2020). Water has led to conflicts in various regions of the world, such as conflicts in Iran and Iraq over the Euphrates and Tigris reservoirs, water conflicts in Africa (Yemen, Mali), water crises in Guatemala, Honduras, and El Salvador (Gleick et al. 2020).

Water is essential for the sustainability of human life and the environment. Human needs for water are not only biological needs but also social, economic, and religious aspects. In the tradition of various human cultural backgrounds, water is a sacred object. Major religious traditions such as Muslims, Christians, Hindus, Buddhists, and various other local beliefs view water as one of the elements of purification in carrying out religious rituals (Bryan 2017).

The water sustainability concept is defined as managing water resources while considering water availability for future generations. Water sustainability management can be achieved through a multidisciplinary approach to various fields, namely environmental, economic, sociocultural, and engineering (Mendes et al. 2021). Traditional settlements are known to have the ability to adapt to various natural challenges. They organize their environment according to the values of local wisdom derived from the experience of
interaction with the natural environment (Wei et al. 2021). These local wisdom values respond to adapting to natural conditions and available resources (Velázquez-Rosas et al. 2018). Water resources and geographical conditions affect the design of a settlement (Omer 2016).

Ancient civilizations have shown that traditional settlements have had local wisdom in managing water. For example, People in the mountainous region of Kathmandu-Nepal have a water management method called Hiti (Selvaraj et al. 2021). The Dai Village-Yunnan settlement has an ecological concept that combines four settlement components, namely water-forest-field-village (Wang & Chiou 2019). Floating settlement system in Vietnam (Nguyen 2022). Water conservation culture in Egypt and Greece (Ahmed et al. 2020). Drainage system integrated with trenches in settlements in Chengkan village China (Bi et al. 2021). Water tank utilization system for agriculture and settlement in Sri Lanka (Kamani Sylva & Aruna Sylva 2021). Method of capturing rainwater and filling the aquifer layer with pond management in Bengal-India (Roy 2010). Terracing land management methods to prevent erosion and store water to maintain the land’s fertility rate sustainably and using the rain harvesting method in managing water in settlements (Gravagnuolo & Varotto 2021, Taji et al. 2021, Zhou et al. 2018).

However, today mountain ecosystems with high slope characteristics tend to experience more complex impacts of climate change. One of the impacts is changes in the hydrological cycle caused by changes in precipitation patterns in the Earth’s atmosphere. Changes in the hydrological cycle cause changes in the balance of regional ecosystems, including agricultural productivity and the livelihoods of the region’s population (Bhagawati et al. 2017). The topographic conditions of mountains with high and steep slopes have challenges in managing heavy environmental ecosystems (Tarolli & Straffelini 2020). The topographic conditions of a residential area also affect groundwater conditions (Nagamani et al. 2021).

Land-use changes in the mountains have disrupted the balance of water catchment, runoff, and decreased groundwater supply. Expanding the residential and agricultural areas causes forest areas as catchment areas to decrease (Baruah 2020, Ketjulan et al. 2019). The expansion of residential and agricultural areas poses the risk of drought in the dry season and flooding in the rainy season (Muis 2019). Land-use changes in the mountains can also disrupt groundwater flow (Fan & Xiao 2020). Research on water sustainability in traditional settlements in the mountains has a strategic role. When viewed from the distribution of the world’s population, one-tenth of the world’s population lives in mountainous regions (Liu et al. 2019). Learning traditional water sustainability knowledge is beneficial for dealing with water crises in other residential areas (Dayaratne 2018, Kamani Sylva & Aruna Sylva 2021, Roy 2010).

This settlement relies on springs for the needs of life and agricultural cultivation. The settlement of the Hindu Javanese community in the Cetho Temple area is one of the traditional settlements that still survive on the western slopes of Mount Lawu, Indonesia. In 2007, Cetho Temple was designated as one of the cultural landscape heritage by the Indonesian government.

However, since it was developed into a tourist area, there has been an increase in tourist activity. Tourist activity affects the increasing water consumption in the region. Based on studies of various existing tourist areas, the impact of tourism on an area will impact increasing water consumption. Globally, there is expected to be a 92% increase in water consumption between 2010 and 2050 (Shen 2020).

That’s why it’s important to do this research on the water sustainability concept in Hindu Javanese community settlements which aims to uncover the community’s best practices in maintaining water sustainability until now. The study is focused on the characteristics of residential space that have a relationship with the position of agricultural land and socio-cultural activities.

**MATERIALS AND METHODS**

**Research Design**

This research methodology uses a qualitative approach. The research was conducted on the settlement of the Hindu Javanese community. The location of this settlement is fused with the Cetho Temple complex. The settlement of the Hindu Javanese community in the Cetho Temple area is one of the traditional settlements that still survive on the western slopes of Mount Lawu. This area is included in the administrative area of Cetho Village, Karanganyar, Indonesia.

**Description of Area Study**

The Hindu Javanese settlement location is at an altitude of 1413 m above sea level and is located on the western slope of Mount Lawu. The region has the characteristics of a humid tropical climate with an average rainfall of 1,817mm per year. The highest rainfall occurs in January, while the lowest rainfall is June-October. The air temperature ranges from 24-34 C. The type of soil in Cetho Village is brown Andosol which comes from a young volcano. The soil conditions are relatively fertile. The contour condition of the soil varies with a slope of about 10-40 percent. Pine and fir trees dominate the vegetation in the forest area of Mount Lawu. Agricultural land around residential areas is cultivated for horticultural
crops such as carrots, onions, and corn. The research was conducted for one year. The duration of study for one year aims to see the phenomena that occur in the rainy and dry seasons. Fig. 1. Shows the study area map of Cetho village, Karanganyar, Indonesia.

The Instruments

Data collection techniques are conducted by direct observation and interviews of several purposively selected informants in the study area. The observation area is a residential area located in the Cetho Temple area. The object was a landscape of settlements formed in the Cetho Temple area. Landscape settlements in the form of residential areas and agricultural cultivation areas. Interviews with several key informants obtained socio-cultural data. The selection of informants was conducted purposively, a member of the Hindu Javanese community who has the knowledge to explain phenomena related to water conservation in the village of Cetho.

Data Analysis Techniques

Data analysis is organized into physical spatial data and socio-cultural data. The two data groups were then dialogized and interpreted to obtain a complete picture of regulating water sustainability in the settlements of Hindu Javanese communities.

RESULTS

History of Hindu Javanese Community Settlements in Cetho Temple Area: According to historical records, the settlement of the Hindu Javanese community on the western slope of Mount Lawu was initiated by the construction of a Mandala (education center) and hermits who deliberately resigned from the crowd to get closer to Hyang Widhi (God). This phenomenon is indicated by considering the selection of locations located on remote mountain slopes. During the Majapahit kingdom, many Mandalas were built on mountain slopes that were considered sacred. In 1451 AD, around the Mandala was built a temple by followers of the last Majapahit King (Brawijaya). This temple came to be known as the Cetho Temple. Based on information obtained from various sources, Hindu Javanese community settlements in the Cetho Temple area began to appear in 1885. Over time, the population grew to form a Hindu community known until now. Fig. 2. shows a typical village of a Hindu Javanese settlement.

The Spatial Arrangement of Settlements to Maintain Water Sustainability: This settlement is divided into three zones based on the type of activity: Cetho Temple zone for worship, settlement zone, and moorland zone / agricultural field. The Temple Zone position is at a higher place than the settlement zone. Following the Hindu teachings embraced by the people in Cetho village, the place of worship is sacred and must be placed in the highest position on the east. This illustration can be seen in Fig. 3.

In the beginning, Pundisari springs are the oldest springs source of water needs in the Cetho Temple area. Pundisari spring is just east of Cetho Temple. The existence of Pundisari springs cannot be separated from the existence of the Cetho Temple. The water component is part of the needs of religious rituals in the Temple. After the settlements around Cetho Temple appeared, Pundisari springs began to be used for various needs. Water is used to meet the needs of settlements and agricultural areas.
In ancient times, air from *Pundisari* springs was distributed to settlements using water pipes made of bamboo stems connected one by one. Water is distributed to several water reservoirs located within the settlement. This shelter is called *Kalibaku*. To drain water from *Pundisari* springs to *Kalibaku* using the principle of gravity. The water will continue to flow downwards as long as the end of the drain is not closed. Once known as PVC water pipes (a type of water pipe that uses Polyvinyl chloride material), the community in Cetho village replaced bamboo water pipes with water pipes. The concept of water distribution using the principle of *Kalibaku* is a traditional way of Hindu Javanese communities in Cetho Temple areas to regulate water use in residential areas.

The houses of the first-generation residents in Cetho Village generally do not have bathroom facilities. *Kalibaku* becomes the center of activities to take clean water and bath-washing activities. *Kalibaku* is also used for traditional ceremonial facilities related to the life cycle (rite of passage). Such as the ceremony of bathing a baby and the ceremony of bathing the citizens who died. Along with the development of culture, bathing, cooking, and washing activities have shifted to their respective homes. However, the existence of *Kalibaku* as a water reservoir is still maintained. *Kalibaku* water is still used to take water for traditional ceremonies.

The larger population and increasing tourism activities in the temple area lead to increased water needs. The discharge...
of Pundisari springs is not enough. Residents take a new spring from Sendang Macan. The location of the Sendang Macan springs is further away from the settlement but has a more extensive discharge. Water flows from the Sendang Macan springs with one main water pipe to the water distribution station. The water distribution station will divide the water into each resident’s home, and farm fields use 0.5-inch PVC water pipes. Each resident has a private pipeline to the water distribution station. The number of pipes owned is arranged through a mutual consensus to distribute water evenly. The water distribution system utilizes the force of gravity, so no mechanical machine is needed to push water from the water distribution station to the residential area. This illustration of the water distribution station can be seen in Fig. 4.

**Water Retention Pond to Control Flooding and Irrigate**

**Farm field:** The majority of Javanese Hindu community settlements are on the mountain’s slopes with a slope of 10-40%. During the rainy season, surface water will flow from the top of the mountain to the residential area. Locals regulate the pattern of rainwater flow by making water ponds around the house. This water pond has many functions, first, slowing the flow of rainwater from the top of the mountain to the settlement; second, maximizing the rainwater catchment area to support the stability of groundwater production; third can be used to irrigate agricultural land. Fig. 5. shows a water retention pond.

**Water Catcher to Support Water Supply on Farm Field:**

Residents in the Cetho Temple area are very efficient in utilizing water. Rainwater and residual water use from the bathroom are used to irrigate farmland. Rainwater and residual water use from the bathroom are accommodated in a water collection place equipped with PVC water pipes. This water pipe flows to their farm field area located under the residential area. Water is flowed by utilizing the force of gravity.
gravity. Illustrations of the water catcher can be seen in Fig. 6.

**Mountain Belt to Control Water Movement and Soil Erosion:** The agricultural area around the Cetho Temple has a slope of land between 10-40 percent and relatively high rainfall. Farmers make a *sabuk gunung* (mountain belt) to control water movement when high intensity. A Mountain belt is a land engineering pattern on sloping areas by following the contours of cutting mountain slopes. This pattern visually looks like the shape of a belt or belt that circles the body of a mountain. The benefits of mountain belt systems are to slow water movement down and reduce erosion of agricultural soil surfaces. The mountain belt system will increase the water’s suction power into the soil so that the water does not go down directly. This illustration of the mountain belt at the farm field can be seen in Fig. 7.

**Dawuhan Ritual Tradition as a Spirit to Maintain Water Sustainability:** The water source for the Hindu Javanese community in the Cetho Temple area is a sacred place. In addition to being used for living needs, the water serves as a complement to worship rituals. The *Dawuhan* ritual is a form of traditional Hindu Javanese community ceremony to honor the source of the springs. The *Dawuhan* ritual is carried out for generations by the Javanese Hindu community around Cetho Temple. This ceremony is carried out regularly every Saturday *kliwon* month of *Sura* (Javanese calendar). This ceremony was attended by all residents in the Cetho Temple area. The meaning of this ceremony is an expression of gratitude to God for having been given springs that can be used for living needs such as drinking, cooking, and agricultural cultivation. Through *Dawuhan* rituals, the Hindu community in the Cetho Temple area wants to *meruwat* (rearrange the cosmological aura) of existing springs. The springs that have been performed at the ceremony will have an excellent cosmological aura, thus providing adequate

---

**Fig. 6: Water catcher**

**Fig. 7: Mountain belt at farm field**
water needs for all citizens. By carrying out this ceremony, it is expected that the lives of citizens will always get blessings and tranquility. Fig. 8 shows the Dawuhan ceremony in the Cetho Temple area.

The location of the ceremony is centered in front of the Pundisari spring building. Before carrying out Dawuhan rituals, people in Cetho village will carry out activities to clean the springs and check the distribution channels of water flowing throughout the settlement area. By the time Dawuhan day arrives, the series of Dawuhan ceremonies begin with the leadership of local stakeholders (Mangku). The ceremony began in the afternoon. Residents come to the location together using traditional clothes. The Dawuhan ceremony begins by placing offerings on the Meru building in the complex of Pundisari springs. A set of offerings in the form of tumpeng grilled packages (rice, roasted chicken, fruit, flowers). Then a prayer procession led by stakeholders followed by people sitting on mats with parallel configurations facing east. The ritual process lasts approximately 2.5 hours, ending with a blessing (giving holy water to all ceremony participants). Holy water is believed to be the essence of life for the well-being and salvation of humanity. The last stage of this ceremony is the kembul bujono (eating offerings that have been prayed together). This activity is a traditional way for the Hindu Javanese community to maintain nature passed down through generations. Rituals can remind all community members to manage water resources wisely every year.

DISCUSSION

The Javanese Hindu community in the Cetho Temple area still maintains local wisdom in maintaining water sustainability in their residential areas. They build their settlements regarding topographic and hydrological conditions to form a unique settlement pattern. The characteristics of mountain settlement space are closely related to agricultural land and sociocultural activities (Cillis et al. 2020, Zheng et al. 2021). There are three known mountain settlement structures: agglomeration, belt, and dispersion (Xu et al. 2021). The settlement of the Hindu Javanese community in the Cetho Temple area is a type of agglomeration settlement.

If traced further, the spatial layout of the village of Cetho is formed by the interaction of four main elements, namely the Mountain – Springs – Settlement - Farm field. This settlement is on the western slope of Mount Lawu. The top is the protected forest area. In this protected forest area, there is a Sendang Macan spring that becomes a source of water for the living needs and agricultural activities of the Hindu Javanese community in the village of Cetho. The Mountain-Spring-Settlement-Farm field is an inseparable ecosystem. Settlements and farm fields cannot live if there are no springs. Meanwhile, the springs will be lost if the surrounding residents cannot care for the forest. To care for this ecosystem, the Javanese Hindu community in the Cetho temple area strives to maintain the balance of nature both physically and spiritually. Arranging settlement landscaping, making water retention ponds, water use efficiency, and mountain belts are the embodiment of physically caring for the ecosystem. At the same time, the Dawuhan ritual ceremony is an embodiment to care for the ecosystem spiritually. This action cannot be separated from the background of Hindu teachings embraced by the community in the Cetho Temple area. Hindu teachings have always taught man always to maintain a balance of relations with God, relationships with fellow human beings, and relationships with nature.
CONCLUSION

In maintaining water sustainability, the Javanese Hindu community built a local mechanism that regulates the cycle for the needs of life and the process of agricultural land production. The relationship between the Mountains-Springs-Settlements-Farm field relationship forms an organic environmental ecosystem that is always balanced. In addition to maintaining physical water continuity, the Javanese Hindu community has a spiritual tradition of *Dawuhan* to maintain the spirit of its people in maintaining water sustainability. This understanding is in line with the Hindu teachings embraced by this community. In carrying out life must always maintain the relationship between Man-God, Man-Man, and Man-Nature to create a harmonious life. This research shows that traditional settlement arrangements built with local values can maintain water sustainability. This knowledge can be an additional reference in building a sustainable development theory in traditional settlements in mountainous areas.
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INTRODUCTION

The steady increase in population growth and food demand and the continuous reduction in cultivated land per capita induce steady intensification of fertilizer application worldwide (Shaviv 2001). For the cultivation of a healthy plant, it is necessary to provide nutrients and water from time to time. For this, fertilizers are being used in almost every part of the world. The nutrients in fertilizer act as plant building blocks, allowing the crop to grow to its full potential while remaining healthy and disease-free. Fertilizers are significant for the harvest development, yield, maintenance quality parameters, and the well-being of the soil when applied in ideal suggested doses or judiciously. Fertilizers improve the supplement status and nature of soil by enhancing it with supplements that it needs. Crop plants require nitrogen, phosphorous, and potassium to maintain the typical physiological capacity of the cell (Lawrenca et al. 2021). The absence of nitrogen brings about poor development, yet the abundant utilization of nitrogen brings about delayed maturity and low quality of the leaf. Concentrated Fertilizer application causes genuine ecological issues, like eutrophication of waters, loss of biodiversity, unnatural weather change, stratospheric ozone exhaustion, reduction in soil fertility, and destruction of microorganisms and friendly insects. Certain fertilizers additionally contain substantial metals, overabundance utilization of which drives fertilizers to enter the natural way of life by means of retention from the soil. Consequently, fertilization prompts water, soil, and air contamination (Paraskar et al. 2010, Ravisankar & Poongothai 2007).

The excessive use of synthetic fertilizers has adversely affected the ecosystem (Patil et al. 2007, Nandini et al. 2009). Although the plant extracts nutrients from the soil, low nutrient content in the soil affects plant growth and thus leads to low cultivation. Every plant requires a specific amount of nutrients, and the remainder is wasted and released directly into the environment (Pandey 2018). A plant uses only 30-40% of the fertilizer sprayed on it and the rest of the fertilizer (60-70%) gets exposed to the environment in the form of the following factors:

Nitrogen leaching: In most cultivated land, under the ordinary, aerated environment, nitrate is the major form of ‘N’ used by plants. Nitrogen is oxidized to nitrate by various microbial activities taking place in the soil. As an outcome, comparatively high doses of the applied Nitrogen may leach from the root of the plant into the surface and groundwater. Increased concentration of nitrate is related to methemoglobinemia in infants, gastric cancer, and other diseases such as goiter, birth defects, and heart disease (Barker & Sawyer 2005).

Volatilization of ammonia: Surface-applied ammonium and urea fertilizers are a probable cause of ammonia volatilization, predominantly causing calcareous and alkaline soils due to which soil is unable to sustain the growth of crops. The NH3 released may be oxidized and transformed into nitric acid (HNO3), which, in coupling with sulfuric acid (H2SO4)
(from industrial activities), forms acid rain. Thus, causes severe damage to the vegetation and eco-system respectively (Scheppers & Fox 1986).

**Eutrophication**: The excessive amount of nutrients gets washed off into water streams like ponds and rivers nearby. This causes eutrophication due to which the water body is overly enriched with minerals and nutrients which persuade extreme growth of algae. This results in depletion of dissolved oxygen in the water body and forms algal bloom and a great rise of phytoplankton in the water body thereby affecting the aquatic life harshly (Shaviv & Mikkelson 1993).

This exposure of remaining fertilizer directly into the environment causes hazardous effects leading to global warming as the chemical components in the fertilizer mix with other greenhouse gases present in the environment (Karibasappa et al. 2009).

**CONTROL-RELEASE FERTILIZERS**

Despite upgrades in the acts of supplement application, the utilization efficiency (UE) of fundamental components, for example, N and P are not satisfactory, bringing about an expansion of ecological issues. The utilization of controlled-release fertilizers (CRFs) has a promising future in contributing in an amazing way to improving the management of supplement application thereby diminishing altogether natural dangers while keeping up high harvest yields of good quality. Controlled-release fertilizers are normally coated with organic or inorganic materials which control the rate, pattern, and release of plant nutrients into the soil. Polymer-covered urea best represents CRFs (Du et al. 2006, Loper & Shober 2012). The release of nutrients in these fertilizers is due to semi-permeable coating or other chemical means by hydrolysis of water-soluble compounds (Trenkel 2010).

**Need for Controlled-Release Fertilizer**

Nutrient fertilization plays a vital character in upholding soil lushness and refining crop yield and quality. Specific nutrient organization of crops is a foremost challenge worldwide as it relies primarily on chemical fertilizers (Zulfiqar et al. 2019). To overcome the ill effects of common fertilizer a new technology aroused known as controlled release fertilizer. The Nano-science provided a new method to develop a new coated fertilizer that was less hazardous compared to the common fertilizer. Nanotechnology deals with nanoparticles (NMs) which have at least one dimension ranging from 1 to 100 nm (He et al. 2018). The nano-particles of the fertilizer are made in the combination with coatings of organic/inorganic elements. Nano-science is solitary of the utmost significant study and expansion frontlines in the present science. The usage of Nanoparticles has several benefits because of their exclusive structure and corporal properties. Due to their minor mass, nanoparticles display unique chemical, physical and electrical properties that are diverse from those of majority resources, and could be used to make innovative and better compounds. So, nanoparticles have emerged as the most promising class of modified particles being highly attractive because of their biodegradable and hydrophilic nature which is being exploited in a lot of applications (Hasaneen et al. 2014).

Also, the conventionally coated granules of fertilizers contain a small amount of active material coated with a polymer or other substances due to which the amount of total needful nutrient or active content which comes in contact with the soil and thereby to plant gets reduced significantly. The aforesaid limitation led to the formulation of nanoparticles which offer a large area of active component to be in contact with the plant and hence help in better and controlled release characters of the nutrients (Pereira et al. 2015). Nano fertilizers are nanomaterials that are both nutrients themselves (micro-nutrients or macro-nutrients) or otherwise act as transferors for the nutrients. Nano-fertilizers could equally be advanced by coating nutrients into the nanomaterials. They recover entire crop production and superiority with developed nutrient use efficiency (NUE) however dropping the rate of fabrication and therefore, subsidizing agrarian sustainability (Usman et al. 2020).

The nano-fertilizers are categorized into four clusters: macronutrient nano fertilizers, micronutrient nano fertilizers, nano material-enhanced fertilizers plant growth-stimulating nanomaterials (Marchiol et al. 2020).

All the CRFs must contain three norms: A smaller quantity i.e. lesser than 15% of the nutrients must be out in 24 hrs, Less than 75% ought to be free in one month (28 days), Minimum of 75% has to be free by the specified release interval (42–358 days) (Wei et al. 2020).

CRFs grab more attention than traditional fertilizers because the frequent discharge of Nitrogen from CRFs certifies adequate nutrient supply for plant uptake during the growing season of crops and prevents all the problems being caused to the environment (Wei et al. 2018). CRFs are entirely used for refining soil productivity. Yet, the stability of micronutrients such as Fe, Zn, Cu, and Mn in the soil is also very essential (Li et al. 2017). In total approx. 16 nutrients are very necessary for the plants out of which 13 are frequently taken up by the soil. Nitrogen (N), phosphorus (P), and potassium (K) are categorized as primary nutrients as they are mandatory in larger quantities (Tripathi et al. 2020). K, Ca, and Mg in soil emerge from the disintegration of bedrock and minerals that hold these elements (Cole et al.
Nano fertilizers have facilitated the establishment of these essential nutrients in the soil based on the slow release. This steady release encourages the improved distribution of nutrients to the plants which promotes early germination and high nutritional content (Lateef et al. 2016). CRFs have been mostly considered under altered temperature and soil moisture systems (Nardi et al. 2018).

**FERTILIZER WITH EXTERNAL COATINGS**

Currently, diverse polymeric and non-polymeric resources have been verified for controlled-release fertilizer coatings (Naz & Sulaiman 2016). In general, the preparation of CRFs needs a support material, such as natural polymers chitosan, cellulose, alginate, starch, synthetic polymers polydopamine-graft-PAA, polydopamine-co-N, N-dimethyl amino ethyl polymethacrylate, etc. (Qi et al. 2020). To enhance the CRFs, coatings are being developed as outer covering on the fertilizer. The diffusion of nutrients happens at a considerably gentler rate than the normal fertilizer. This is for the reason that the layer becomes the physical fence which inhibits the transportation of nutrients present inside the coating. It was also found that the CRFs, containing functional groups like hydroxyl, phosphate, or amino groups contain the empathy for metal cations consisting of microelements which result in the formation of metal complexes. This creates the tie of micronutrient cations to bio-based constituents by biosorption. Such types of fertilizers would result in greater bioavailability and reduced nutrient discharge to the soil. The usage of normal constituents as fertilizer coverings causes lesser ecological contamination and killing energy, therefore, the obtained products are even called environment-friendly fertilizers.

Biodegradability is an essential characteristic when bearing in mind the various environmental concerns, and is a perilous asset for the application of fertilizer coating (Cui et al. 2020).

**Types of Coating**

Controlled release fertilizers are mainly prepared by the coatings including the least solvable elements like Sulphur, polymers, or grouping of both (Products which consist the mixture of sulfur-coating as well as polymer-coating to occur. Usually, such products comprise urea, covered using a layer of sulfur, which is in turn coated with a layer of polymer. Respectively, every coating layer is normally fewer than the standard thickness for the discrete procedures.) These coatings release the urea when they come in contact with water or moisture. Of all materials, natural polymers and their derivatives have fascinated more consideration due to the benefits of low cost, non-toxicity, easy accessibility, biodegradability, and modifiability (Qi et al. 2020).

Controlled release fertilizers are mainly prepared by the coatings including the least solvable elements like Sulphur, polymers, or grouping of both Products which consists of the mixture of sulfur-coating as well as polymer-coating too occur. Usually, such products comprise urea, covered using a layer of sulfur, which is in turn coated with a layer of polymer. Every coating layer is normally lesser than the standard thickness for the discrete procedures. These coatings release the urea when they come in contact with water or moisture. Of all materials, natural polymers and their derivatives have attracted more consideration due to the benefits of low-cost, non-toxicity, easy accessibility, biodegradability, and modifiability (Qi et al. 2020).
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**Fig.1: Types of coating.**
Organic Coatings

The naturally occurring coated materials are being specified as organic coatings. It includes Chitosan: Naturally ample, nontoxic and biodegradable, and biocompatible, minus immunogenic, much extremely less toxicity level, and insoluble in water with high swelling capacity (Pandey et al. 2019).

Starch: Easily altered material, low-cost, non-toxic, and biodegradable.

Cellulose: Renewable, degradable, and film-establishing ability.

Agricultural residues: Copiously available, economically effective, biodegradable, and renewable.

Lignin: cost-effective, freely available from plant sources and its derivatives (Chen et al. 2018).

Thermoplastics: (Polymer Coated urea (PCU) is established as a substitute for SCU to recover the restrictions of sulfur-coated urea. The solicitation of a polymer-film coated fertilizer can raise the nutrient utilization efficiency (NUE) and diminish various environmental contaminations, and polymer latex is an environmentally responsive coating material with an encouraging future (An et al. 2017). Certain biodegradable polymers are being used as the coating material for normal fertilizer but super absorbent polymers are the theme of major emphasis due to their outstanding water absorption & retaining capabilities as CRFs in agronomy applications (Ni et al. 2011). These super absorbent polymers are frequently applied in the form of gel beads, which have low mechanical strength for fighting exterior forces (Zhou et al. 2018).

All coated materials have been established using numerous polymers from non-environmentally degradable polymers (like polyolefin, polyurethane (PU), polysulfonate, etc.) to degradable polymers (like polysaccharides, aliphatic polyesters, etc.) (Mikula et al. 2019). Although the non-degradable polymers are currently in more experimental cases, considerable attention is being shifted to the degradable polymers, to evade tainting of the environment caused by the gathering of coated materials (Ye et al. 2019).

Polyurethane: PU is normally applied as a covering material for the manufacture of film-coated fertilizers. PU generally has a great asset due to the tough polar force and hydrogen bond among the urethane bonds (Dai et al. 2020). PU coated fertilizers are economical, decomposable & environment friendly which makes them a high potential coated fertilizer (Liu et al. 2018).

Polyacrylate: A study was carried out to investigate the interface between PA coating on CRFs and soil in wheat-rice rotation fields Liang et al. 2019. Although the use of PA as a coating on CRF is widely used the effects of PA coating on the soil becomes a serious concern. But according to this study, scientists confirmed that the PA coatings were decomposable and eco-friendly in the field of wheat & rice when used as CRFs. This study involves the formation of PA by polymerization of MMA (monomer). They concluded that the erosion of coating happened in both wheat & rice land. This changes the surface appearance & micro-morphologies because the soil and microbes might abide by the surface of PA coating (Liang et al. 2019).

Inorganic Coatings

The coated substances that do not occur naturally and are synthesized artificially are considered inorganic coatings.

Sulfur-based inorganic coating: One of the firstly invented Controlled Release Fertilizers was prepared by coating Sulphur on it. The sulfur coating is one of the historical coating materials as it’s economical and is a substrate for all the soil microbes which are chemosynthetic and uses sulfur in generating sulphuric acid which dissolves insoluble phosphate existing in the soil. (Cui et al. 2020). sulfur coatings on CRFs are subtle to topsoil assets, and the nutrient discharge from SCU is extremely flexible. Because of all such aspects, the usage of sulfur in coating for SRFs had reduced courtesy of polymeric coatings (Irfan et al. 2018).

Mineral-based inorganic coating: These are the naturally occurring inorganic solids like Zeolite which consist of a crystalline structure and a definite chemical composition. Zeolite is used widely as coated mineral CRF because it is cost-effective and its inherent cation exchange property treats efficiently the control of the release rate of nutrients. zeolite-based CRF proves to be the best in strength and structural stability. As compared to other coated CRFs, zeolite CRF with an acyclic polymer binder can control the release of nitrogen by 54% (Dubey & Mailapalli 2019).

FACTORS AFFECTING CRFS

The important factors which affect the release of CRF include temperature pH and size coating thickness. The availability of nutrients in the soil influences the release mechanism of nutrients from CRF. The shape of fertilizer is another important factor on which the release rate of CRF depends. Only granulated fertilizers are used for the coating process to produce controlled-release fertilizers. As it is difficult to coat the irregular granules uniformly and which can affect their releasing efficiency (Salman & Handslow 2006). The release rate of CRF also depends on the properties of the soil. pH, moisture content, temperature soil composition, and microbial activity. (Fan & Li 2010) An increase in tem-
perature increases the rate of release of nutrients from CRF as the temperature has increased the solubility of nutrients in the soil increases (Du et al. 2006).

The pH of the medium has a significant effect on the release of nutrients of CRFs. pH in the acidic range (2-5) decreases the swelling capacity and thus reduces the rate of release, while pH in the alkaline range (>pH 9) increases the selling capacity (Salimi et al. 2020).

ADVANTAGES OF CONTROL RELEASE FERTILIZERS

- **Excellent plant development:** CRFs provide the plant with balanced nutrient value according to its needs throughout the entire growing season of that particular plant. This ensures the optimal development and highest quality yields (Franca et al. 2019).

- **The number of applications of fertilizer reduced:** A slow release of nutrients is observed in CRFs, so the nutrient release is according to a rate that matches plant uptake. This minimizes the no. of fertilizer application required in growth season (Keeney & Follett 1991).

- **Environment friendly:** Any product being used in agriculture should firstly be eco-friendly so that nature does not suffer from it. The coatings being applied on CRFs are biodegradable and thus, it is environment friendly since it doesn’t cause any harm to the surrounding environment.

- **CRFs empower standard dosing of supplements in a non-stop way,** which suggests that there’s no need to fertilize many times. The issue of misfortunes of supplements and root loss caused by increased concentration of salts is reduced (Franca et al. 2019).

- **Unlike conventional fertilizers in CRF fertilizers,** a solitary application is adequate and the components are discharged all through the developing season (Lubkowski 2016).

- **The application of sulfur-coated urea decreases the soil pH which is considered to be useful for the bioavailability of nutrients** (Liu & Hanlon 2012).

- **Saves labor and time:** Approx. a single application of CRF is enough for covering the crop’s nutritional requirement throughout its growing season. This in turn saves labor, and time and is highly cost-effective.

LIMITATIONS OF CONTROLLED-RELEASE FERTILIZERS

Despite several advantages of controlled-release fertilizers over conventional fertilizers, CRF has not always been considered to be the best fertilizers. The use of sulfur-coated urea in high concentrations can increase soil acidity. While there are problems associated with the degradation of polymer coated control release fertilizers which can lead to another environmental problem. Another problem associated with CRF is the continuous release of nutrients even in the absence of crops in the field as a result of the tailing effect (Shaviv 2001).

The lack of a standardized procedure to determine the release rate of nutrients in a promising way is one of the major limitations of CRFs. Furthermore, the Manufacturing cost of control-release fertilizers is much higher in comparison with conventional fertilizers (Trenkel 2010).

CONCLUSION

Fertilizers, whether inorganic or organic foundations, will be endlessly used to proliferate and withstand the overall crop production to fulfill the ever-increasing demand of the rising population worldwide. So, owing to the very high demand for fertilizer, environmental health has been one of the most important issues because the Ineffective use of fertilizer has caused severe environmental hitches and unsustainable growth of agricultural science. The use of Nano-fertilizers with coating with biodegradable elements is worth using. It protects nature from various traditional fertilizer issues like leaching, and denitrification, and is even labor/time saving enhances productivity, and provides resistance to abiotic stresses.

Various research is being carried out to notice the future aspects of CRFs. Several technologies for rising CRFs are progressing, transitioning from sulfur-coating to polymer-coating technologies. Through the advancement in nanotechnology, upcoming CRFs may need to assimilate these technologies for enhancing controlled-release features. Also, scientists are developing new techniques by using natural coating material to come up with different types of coated CRFs that are harmless to the environment. The new coated CRFs match up with the plant nutrient uptake in the entire season of plant cultivation within the single application of fertilizer. This instead makes the CRFs cost-effective and environment friendly.

Certain measures can be taken to draw attention to the use of CRFs like a better evaluation of estimated benefits, achievement of improved technologies to produce more competent and cost-effective CRFs, etc. New studies on CRFs would take agricultural science to a new better level.
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ABSTRACT
Radon is present in houses and everywhere and causes lung cancer, heart problems, and respiratory infections in those who breathe it. Indoor Radon levels were tested for two months in 65 houses in the Al-Shatra, Dhi-Qar Governorate, Iraq, using solid-state nuclear track detectors CR-39. The results obtained indicate that the concentration rates varied clearly, as the lowest concentration was 20.805 Bq/m$^3$ in Al-Moalmen, while the highest concentration was 114.431 Bq/m$^3$ in Al-Shaala, with an average of 63.391±22.73 Bq/m$^3$. The annual effective inhalation has varied between 0.524 mSv/y and 2.886 mSv/y with a mean of 1.598 mSv/y. On the other hand, the average lung dose was 2.529 nGy/h. All the results indicate the radon gas levels are within the permissible limits compared to the recommended by American Environmental Protection Agency EPA, which are set at 148 Bq/m$^3$, and the inhalation dosage is less than ICRP recommended action limit of 3 mSv/y.

INTRODUCTION
Natural sources of radioactivity in the environment are known as naturally occurring radioactive materials (NORM) and are classified as cosmic and terrestrial in origin. NORM is naturally found in the environment. NORM is present in varying amounts in rocks, soil, water, vegetables, air, building materials, and the human body itself. The specific levels of radioactivity in various soils are related to the nature of the parent rock (Ramsiya et al. 2017).

The radionuclides emit alpha particles, beta particles, and gamma rays. It can be ingested or inhaled into the body, enters the lungs, and has an impact on the cells of the lungs, the cases of lung cancer, or it enters the human bloodstream and damages blood cells, causing leukemia (Showard & Aswood 2019). Radon is a noble radioactive gas that is produced when the natural uranium chain decomposes. It is colorless, odorless, and tasteless, and it is imperceptible to the human senses. It consists of three isotopes: Radon ($^{222}$Rn), Thoron ($^{220}$Rn), and Actinon ($^{219}$Rn) (Tawfiq et al. 2015, Bineng et al. 2020). The main contribution to inhalation exposure comes from the short half-life decay products of radon. It may infiltrate houses through cracks and pores in floor tiles, as well as through soil through building materials such as sand, cement, and other components (Kadhim et al. 2022, Fahiminia et al. 2016). The internal focus of Radon may depend on the parent elements connecting the dwellings as well as the interior designs (Mehra et al. 2017, Aswood et al. 2019). Radon has been identified as a risk factor for lung cancer because it breaks down into radioactive particles that can get stuck in the lungs (Rashid 2014). There are many studies have shown that (5 to 20%) of lung cancer deaths can be attributed to breathing air containing radon and its daughters, and Indoor Radon concentration measurements in nations to create baseline data on natural radiation levels (Farid 2016, Tawfiq et al. 2015, Fahiminia et al. 2016). Studies have confirmed that exposure to radon gas and its daughters the risk of developing bronchial epithelial cells, the cause of lung cancer (Tawfiq et al. 2015, Kaur et al. 2018). Exposure to Radon and its components contributes to more than 50% of the total radiation dose received by humans from natural sources (Aswood et al. 2018, Salih et al. 2019). The goal of the present study is to measure the Indoor Radon in 65 homes in the Al-Shatra, Dhi-Qar Governorate, Iraq using CR-39 detectors as well as their related lung doses.

MATERIALS AND METHODS
Study Area
Indoor Radon was carried out in 65 dwellings in the city of Al-Shatra and located approximately 40 km the North of Na-
siriyah. It is located from 46°11’34” to 46°8’42” N latitude and 31°23’ 5” to 31°26’16” E longitude. The governorate is divided into five administrative divisions: Nasiriyah, the center of the governorate, Al Shatra, Suq Al-Shuyoukh, Al-Rifai, and Al-Jabayish. The area of Al Shatra is estimated at 384 km², and its population according to the 2014 census is 254 thousand people (Rashid 2014). The city is located on one of the two branches of the Gharraf river, which descends from the Tigris river, in the middle Euphrates region in southern Iraq.

**CR-39**

A passive method using CR-39 track detectors based on the SSNTD technique was employed for the assessment of radon concentration in some regions in Al Shatra city. Detectors (CR-39) of the thickness (500 μm) and size 1.5×1.5 cm² were exposed to the indoor environment of a dwelling for a known period of two months.

**Collected Samples**

Sixty five dwellings in Al Shatra city, Dhi-Qar governorate were selected for the Radon study. The choice of houses was random. The majority of the houses were built of concrete with plastered walls with a proper ventilation system. The detectors were placed at a height of about 1.5 m from the ground is the level of breathing. Detectors were placed in different rooms on the ground floor of the dwelling. After that, the reagents from houses were collected and prepared for etching using a sodium hydroxide solution NaOH with a density of 6.25 mol/L at a temperature of 70° C for 6 hours, and then washed with distilled water (Aswood et al. 2019). The number of tracks was calculated using an optical microscope with a magnification capacity of 400X.

**Calculation**

Measurement of Radon-222 concentrations (C_{Rn}) in the air was calculated according to equation 1 as suggested by (Karim et al. 2017).

\[
\rho \left( \frac{tr}{cm^2} \right) = \frac{N_t}{A} \quad \ldots (1)
\]

\(\rho\): the track density (track/mm²), \(N_t\): the average number of tracks on the CR-39 detector, \(A\): area of view field visible under the microscope.

Radon concentration has been calculated in samples using the following equation 2 (Showell & Aswood 2019).

\[
C_{Rn} \left( \frac{Bq}{m^3} \right) = \frac{\rho}{K \times t} \quad \ldots (2)
\]

Where, \(C_{Rn}\): Radon concentration, \(t\): The storage time 60 days, \(K\): The calibration factor of CR-39, the calibration factor \(K\) is 0.02607 Track.cm⁻² /Bq.m⁻³ day. This factor is determined using the equation below which is a function of tube parameters:

\[
K=0.25r \left( 2 \cos \theta_c - \frac{r}{r_c} \right) \quad \ldots (3)
\]

Where, \(r\): is tube radius and equals 1.75cm, \(\theta_c\): the critical angle of CR-39 detectors and \(\theta_c = 35°\), and \(r_a\): alpha particle range in air \((r_a = 4.15\) cm) (Ramsiya et al. 2017).

The annual effective dose was calculated by equation 4 (Obaed & Aswood 2020b).

\[
AED \left( m Sv/y \right) = C_{Rn} \leftarrow F \leftarrow H \leftarrow T \leftarrow D \quad \ldots (4)
\]

where \((F)\) is the equilibrium factor and it is equal to \((0.4)\), \((H)\) is the occupancy factor which is equal to \((0.8)\), \((T)\) is the time in hours in one year, \((T=8760\) h⁻¹), and \((D)\) is the dose conversion factor which is equal to \([9 \leftarrow 10^{-6} \text{m.Sv}^{-1} / \text{Bq.h.m}^{-3}]\) (Obaed & Aswood 2020b).

When calculating the dosage rate to the lungs, the air volume in the lungs by equation 5 (Abbady et al. 2004).

\[
\text{Dose rate to lung, } D_{lung} = 0.04 \leftarrow C_{Rn} \quad \ldots (5)
\]

**RESULTS AND DISCUSSION**

Indoor radon has been measured in 65 houses by CR-39, Shatra, Dhi-Qar Governorate-Iraq. The results showed the highest concentration of 114.431 ± 37.46 Bq.m⁻³ in AL-Shaala, while the lowest concentration of Radon 20,805 ± 5.67 Bq.m⁻³ was in the AL-Moalmen, with an average was 63.246 ± 22.8 Bq.m⁻³, as presented in Table 1. The high concentration is attributed to the war in 1991 and 2003. In addition, the dwellings are quite old and cramped, with no good ventilation. On the other hand, the results have been compared with the worldwide concentration limit of 148 Bq.m⁻³ set by the International Commission on Radiological Protection (ICRP 1993). The annual effective inhalation has varied between 0.524 mSv.y⁻¹ and 2.886 mSv.y⁻¹ with a mean of 1.598 mSv.y⁻¹. On the other hand, the average lung dose was 2.529. The inhalation dosage levels indicate within the permissible limits compared to the recommended ICRP of 3 mSv/y.

From Fig.1, the average concentration of Radon for the ten states has been indicated as the highest average in Besan (91.26 Bq.m⁻³) and the lowest concentration was in AL-Fattahia (43.78 Bq.m⁻³). The variance of the average concentration for ten states depends on different areas of the houses and different construction of the building of the house as well as the effect of the war, especially for the state of Besan. The annual effective doses of Besan are higher than the ICRP standard (Khalid et al. 2014). The increase in the effective annual dose depends on the building materials used,
Table 1: Indoor Radon concentration, annual effective dose (AED), and dose lung ($D_{lung}$) for Al-Shatra city in Thi-Qar Governorate, Iraq.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Location</th>
<th>Concentration ($Bq.m^{-3}$)</th>
<th>Annual effective dose (AED) msv.y^{-1}</th>
<th>$D_{lung}$ (nGy.h^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>S 1</td>
<td>AL-Moalmen</td>
<td>106.86 ± 13.4</td>
<td>2.69</td>
<td>4.27</td>
</tr>
<tr>
<td>S 2</td>
<td></td>
<td>74.71 ± 12.29</td>
<td>1.88</td>
<td>2.98</td>
</tr>
<tr>
<td>S 3</td>
<td></td>
<td>59.587 ± 10.4</td>
<td>1.508</td>
<td>2.38</td>
</tr>
<tr>
<td>S 4</td>
<td></td>
<td>79.44 ± 17.54</td>
<td>2.004</td>
<td>3.17</td>
</tr>
<tr>
<td>S 5</td>
<td></td>
<td>28.37 ± 9.45</td>
<td>0.715</td>
<td>1.13</td>
</tr>
<tr>
<td>S 6</td>
<td></td>
<td>20.805 ± 5.67</td>
<td>0.524</td>
<td>0.83</td>
</tr>
<tr>
<td>S 7</td>
<td></td>
<td>74.71 ± 36.49</td>
<td>1.884</td>
<td>2.98</td>
</tr>
<tr>
<td>S 8</td>
<td></td>
<td>34.045 ± 7.565</td>
<td>0.859</td>
<td>1.36</td>
</tr>
<tr>
<td>S 9</td>
<td></td>
<td>60.525 ± 22.053</td>
<td>1.526</td>
<td>2.423</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>59.89 ± 14.98</td>
<td>1.509</td>
<td>2.39</td>
</tr>
<tr>
<td>S 10</td>
<td>AL-Fattahia</td>
<td>43.503 ± 20.371</td>
<td>1.097</td>
<td>1.74</td>
</tr>
<tr>
<td>S 11</td>
<td></td>
<td>47.285 ± 18.914</td>
<td>1.193</td>
<td>1.89</td>
</tr>
<tr>
<td>S 12</td>
<td></td>
<td>45.394 ± 21.482</td>
<td>1.145</td>
<td>1.81</td>
</tr>
<tr>
<td>S 13</td>
<td></td>
<td>79.44 ± 35.435</td>
<td>2.004</td>
<td>3.17</td>
</tr>
<tr>
<td>S 14</td>
<td></td>
<td>33.10 ± 24.751</td>
<td>0.835</td>
<td>1.32</td>
</tr>
<tr>
<td>S 15</td>
<td></td>
<td>39.72 ± 15.131</td>
<td>1.002</td>
<td>1.58</td>
</tr>
<tr>
<td>S 16</td>
<td></td>
<td>29.317 ± 13.001</td>
<td>0.739</td>
<td>1.17</td>
</tr>
<tr>
<td>S 17</td>
<td></td>
<td>46.34 ± 20.48</td>
<td>1.169</td>
<td>1.85</td>
</tr>
<tr>
<td>S 18</td>
<td></td>
<td>25.534 ± 8.511</td>
<td>0.644</td>
<td>1.02</td>
</tr>
<tr>
<td>S 19</td>
<td></td>
<td>48.231 ± 17.667</td>
<td>1.216</td>
<td>1.92</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>43.78 ± 19.57</td>
<td>1.10</td>
<td>1.75</td>
</tr>
<tr>
<td>S 20</td>
<td>AL-Shomali</td>
<td>22.697 ± 4.633</td>
<td>0.572</td>
<td>0.90</td>
</tr>
<tr>
<td>S 21</td>
<td></td>
<td>27.425 ± 11.543</td>
<td>0.691</td>
<td>1.09</td>
</tr>
<tr>
<td>S 22</td>
<td></td>
<td>41.611 ± 19.927</td>
<td>1.049</td>
<td>1.66</td>
</tr>
<tr>
<td>S 23</td>
<td></td>
<td>65.254 ± 26.898</td>
<td>1.646</td>
<td>2.61</td>
</tr>
<tr>
<td>S 24</td>
<td></td>
<td>93.625 ± 29.741</td>
<td>2.362</td>
<td>3.74</td>
</tr>
<tr>
<td>S 25</td>
<td></td>
<td>83.223 ± 24.588</td>
<td>2.099</td>
<td>3.32</td>
</tr>
<tr>
<td>S 26</td>
<td></td>
<td>75.657 ± 18.914</td>
<td>1.908</td>
<td>3.02</td>
</tr>
<tr>
<td>S 27</td>
<td></td>
<td>77.548 ± 31.021</td>
<td>1.956</td>
<td>3.10</td>
</tr>
<tr>
<td>S 28</td>
<td></td>
<td>73.765 ± 29.545</td>
<td>1.861</td>
<td>2.95</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>62.31 ± 21.86</td>
<td>1.57</td>
<td>2.49</td>
</tr>
<tr>
<td>S 29</td>
<td>AL-Shortah</td>
<td>81.331 ± 38.808</td>
<td>2.051</td>
<td>3.25</td>
</tr>
<tr>
<td>S 30</td>
<td></td>
<td>46.34 ± 25.534</td>
<td>1.169</td>
<td>1.85</td>
</tr>
<tr>
<td>S 31</td>
<td></td>
<td>66.20 ± 24.95</td>
<td>1.67</td>
<td>2.64</td>
</tr>
<tr>
<td>S 32</td>
<td></td>
<td>86.06 ± 24.823</td>
<td>2.171</td>
<td>3.44</td>
</tr>
<tr>
<td>S 33</td>
<td></td>
<td>69.037 ± 29.921</td>
<td>1.741</td>
<td>2.76</td>
</tr>
<tr>
<td>S 34</td>
<td></td>
<td>66.20 ± 27.733</td>
<td>1.67</td>
<td>2.64</td>
</tr>
<tr>
<td>S 35</td>
<td></td>
<td>65.254 ± 18.652</td>
<td>1.646</td>
<td>2.61</td>
</tr>
<tr>
<td>S 36</td>
<td></td>
<td>43.502 ± 12.828</td>
<td>1.097</td>
<td>1.74</td>
</tr>
<tr>
<td>S 37</td>
<td></td>
<td>69.983 ± 22.057</td>
<td>1.765</td>
<td>2.79</td>
</tr>
</tbody>
</table>

Table cont....
<table>
<thead>
<tr>
<th>Sample code</th>
<th>Location</th>
<th>Concentration (Bq.m(^{-3}))</th>
<th>Annual effective dose (AED) msv.y(^{-1})</th>
<th>(D_{\text{lung}}) (nGy.h(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>average</td>
<td></td>
<td>65.98 ± 24.69</td>
<td>1.66</td>
<td>2.63</td>
</tr>
<tr>
<td>S 38</td>
<td>AL-Zhour</td>
<td>69.983 ± 24.369</td>
<td>1.765</td>
<td>2.79</td>
</tr>
<tr>
<td>S 39</td>
<td></td>
<td>43.502 ± 29.362</td>
<td>1.097</td>
<td>1.74</td>
</tr>
<tr>
<td>S 40</td>
<td></td>
<td>23.642 ± 6.344</td>
<td>0.596</td>
<td>0.94</td>
</tr>
<tr>
<td>S 41</td>
<td></td>
<td>43.502 ± 7.565</td>
<td>1.097</td>
<td>1.74</td>
</tr>
<tr>
<td>S 42</td>
<td></td>
<td>61.471 ± 18.556</td>
<td>1.55</td>
<td>2.45</td>
</tr>
<tr>
<td>S 43</td>
<td></td>
<td>63.363 ± 26.765</td>
<td>1.598</td>
<td>2.53</td>
</tr>
<tr>
<td>S 44</td>
<td></td>
<td>59.58 ± 22.399</td>
<td>1.503</td>
<td>2.38</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>52.14 ± 19.33</td>
<td>1.31</td>
<td>2.08</td>
</tr>
<tr>
<td>S 45</td>
<td>AL-Shaala</td>
<td>45.394 ± 22.697</td>
<td>1.145</td>
<td>1.81</td>
</tr>
<tr>
<td>S 46</td>
<td></td>
<td>94.571 ± 39.221</td>
<td>2.385</td>
<td>3.78</td>
</tr>
<tr>
<td>S 47</td>
<td></td>
<td>114.431 ± 37.46</td>
<td>2.886</td>
<td>4.57</td>
</tr>
<tr>
<td>S 48</td>
<td></td>
<td>44.448 ± 41.016</td>
<td>1.121</td>
<td>1.77</td>
</tr>
<tr>
<td>S 49</td>
<td></td>
<td>49.177 ± 16.811</td>
<td>1.24</td>
<td>1.96</td>
</tr>
<tr>
<td>S 50</td>
<td></td>
<td>52.014 ± 12.147</td>
<td>1.3122</td>
<td>2.08</td>
</tr>
<tr>
<td>S 51</td>
<td></td>
<td>71.874 ± 25.092</td>
<td>1.813</td>
<td>2.87</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>67.410 ± 27.77</td>
<td>1.70</td>
<td>2.69</td>
</tr>
<tr>
<td>S 52</td>
<td>Besan</td>
<td>51.068 ± 20.371</td>
<td>1.288</td>
<td>2.04</td>
</tr>
<tr>
<td>S 53</td>
<td></td>
<td>99.30 ± 43.595</td>
<td>2.505</td>
<td>3.97</td>
</tr>
<tr>
<td>S 54</td>
<td></td>
<td>105.92 ± 32.978</td>
<td>2.672</td>
<td>4.23</td>
</tr>
<tr>
<td>S 55</td>
<td></td>
<td>108.757 ± 35.195</td>
<td>2.743</td>
<td>4.35</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>91.26 ± 33.03</td>
<td>2.30</td>
<td>3.65</td>
</tr>
<tr>
<td>S 56</td>
<td>AL-Hawi</td>
<td>61.471 ± 24.751</td>
<td>1.55</td>
<td>2.45</td>
</tr>
<tr>
<td>S 57</td>
<td>AL-Badaa</td>
<td>88.897 ± 30.848</td>
<td>2.242</td>
<td>3.55</td>
</tr>
<tr>
<td>S 58</td>
<td></td>
<td>82.277 ± 30.513</td>
<td>2.0757</td>
<td>3.29</td>
</tr>
<tr>
<td>S 59</td>
<td></td>
<td>65.254 ± 32.883</td>
<td>1.646</td>
<td>2.61</td>
</tr>
<tr>
<td>S 60</td>
<td></td>
<td>104.974 ± 33.953</td>
<td>2.648</td>
<td>4.19</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>85.35 ± 32.04</td>
<td>2.15</td>
<td>3.41</td>
</tr>
<tr>
<td>S 61</td>
<td>AL-Khalsah</td>
<td>102.137 ± 24.222</td>
<td>2.576</td>
<td>4.08</td>
</tr>
<tr>
<td>S 62</td>
<td></td>
<td>70.928 ± 19.496</td>
<td>1.789</td>
<td>2.83</td>
</tr>
<tr>
<td>S 63</td>
<td></td>
<td>34.991 ± 10.402</td>
<td>0.882</td>
<td>1.39</td>
</tr>
<tr>
<td>S 64</td>
<td></td>
<td>97.408 ± 33.582</td>
<td>2.457</td>
<td>3.89</td>
</tr>
<tr>
<td>S 65</td>
<td></td>
<td>69.037 ± 27.749</td>
<td>1.741</td>
<td>2.76</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>74.90 ± 23.09</td>
<td>1.89</td>
<td>2.99</td>
</tr>
<tr>
<td>Total Average</td>
<td></td>
<td>63.246 ± 22.806</td>
<td>1.59</td>
<td>2.52</td>
</tr>
</tbody>
</table>

The nature of the soil, and improper aeration. On the other hand, the lung dose value \((D_{\text{lung}})\) varies from 3.65 (nGy.h\(^{-1}\)) to 1.75 (nGy/h\(^{-1}\)) as shown in Fig. 2. These results depend on the concentrations of radon. The results have been compared with different studies in the world as presented in Table 2. The comparisons have been showing the results from Iraq (Hilla), India, Germany, Iran, and Saudi Arabia were lower than those in the present study. Whilst, the previous studies of Iraq (Baghdad, Kurdistan) have been highest than the present study, as shown in Table 3, and the difference in concentration is due to the nature of the land, as well as ventilation and temperature.
and that Indoor Radon concentrations range within the safe levels.

**CONCLUSION**

Indoor Radon concentrations have been measured in some houses in the city of Al-Shatra, Dhi-Qar Governorate, Iraq for 65 houses by the CR-39 nuclear track detector. The variance results have been found in different houses in the city of Al-Shatra. The concentration of radon was higher in some houses than recommended by American Environmental Protection Agency. The highest concentration of radon attributes to wars in 1991 and 2003. On the other hand, the different building materials, ventilation, pressure, and temperature are the main reason for the variance in radon concentration. The average annual effective dose was within the ICRP standard. The results indicate that Indoor Radon levels are within the permissible limits compared to the recommended by the American Environmental Protection Agency.
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Table 2: Comparison of Indoor Radon concentrations of the present study with other studies in the world.

<table>
<thead>
<tr>
<th>Region</th>
<th>Concentration (Bq.m⁻³)</th>
<th>Annual effective dose</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baghdad, Iraq</td>
<td>123.8652</td>
<td>2.95</td>
<td>Salim and Ebrahiem (2019)</td>
</tr>
<tr>
<td>Baghdad, Iraq</td>
<td>116.78</td>
<td>2.95</td>
<td>Tawfiq et al. (2015)</td>
</tr>
<tr>
<td>Hilla, Iraq</td>
<td>4.18 ± 1.1</td>
<td>0.11±0.01</td>
<td>Obaed and Aswood (2020a)</td>
</tr>
<tr>
<td>Kurdistan, Iraq</td>
<td>143.7±46.1</td>
<td>3.62±1.16</td>
<td>Ismail and Jaafar (2010)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>36.2 ± 1.21</td>
<td>0.61 ± 0.18</td>
<td>Farid (2016)</td>
</tr>
<tr>
<td>Iran</td>
<td>55.1 ± 59.3</td>
<td>1.39 ±1.49</td>
<td>Hassannad et al. (02019)</td>
</tr>
<tr>
<td>German</td>
<td>55.9</td>
<td>2.2</td>
<td>Abbady et al. (2004)</td>
</tr>
<tr>
<td>India</td>
<td>25.52</td>
<td>0.64</td>
<td>Kadhim et al. (2022)</td>
</tr>
<tr>
<td>Dhi-Qar, Iraq</td>
<td>63.246 ± 22.806</td>
<td>1.59</td>
<td>Present study</td>
</tr>
</tbody>
</table>
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ABSTRACT
In recent decades, the environment has been seriously polluted by the hazardous exhaust components of diesel engines. The international community, which is dedicated to preserving the harmony between nature and humanity, has taken this seriously and imposed strict regulations on Diesel engine manufacturers regarding the quantity of exhaust components from Diesel engines that may apply to the standards of EURO-VI. The SCR technology attempted to reduce the problem somewhat, but the associated problems of solid particle formation on the pipe walls, ammonia slip, and incomplete NOx reduction led to the development of new technology - solid selective catalytic reduction. The use of solid ammonium salt for ammonia generation has shown better results in NOx reduction and reduction of solid particle formation compared to SCR. However, it was not possible to fully resolve the ammonia slip issue. A uniform flow rate of ammonia through the SCR catalyst can reduce NOx efficiently. In this paper, the role of mixer design in achieving a uniform flow rate of ammonia is investigated in detail. The results show that an optimized mixer design leads to efficient reduction of NOx and thus reduces ammonia slip to a great extent. When the mixer is placed near the ammonia injection point, the most homogeneous ammonia distribution is achieved for flow through the SCR catalyst.

INTRODUCTION
The rapidly increasing demand for vehicles has badly affected the environment. Exhaust emissions of diesel engines contain extremely poisonous unburned hydrocarbons, carbon dioxide, carbon monoxide, particulate matter, sulfur dioxide, and oxides of nitrogen. Society is struggling with the adverse effects of exhaust emission components of diesel engines (Erickson et al. 2020). The removal of nitrogen oxides from the exhaust is the most difficult task.

Fig. 1 shows the exact distribution of the exhaust gas components of diesel engines which contain nitrogen, oxygen, carbon dioxide, carbon monoxide, particulate matter, unburnt hydrocarbons, and oxides of nitrogen. Due to the harmful effects of nitrogen oxides on human health, it is proposed in EURO-VI to limit NOx emissions to 0.4 kg.KWh⁻¹ in a steady state and 0.46 kg.kWh⁻¹ in the transient state (Williams & Minjares 2016).

Exhaust gas recirculation (EGR), Lean NOx trap (LNT), and selective catalytic reduction (SCR) are some of the technologies previously adopted by engine manufacturers (Praveena & Martin 2018) but could not increase the reduction efficiency by more than 75%. Selective catalytic reaction (SCR) can reduce up to 90% of NOx with a suitable filter design and catalyst. But ammonia slip, freezing of diesel exhaust fluid (DEF) at low temperature, and nozzle clogging due to cyanuric acid formation reduce the NOx reduction performance of SCR. Latha et al. (2019) reviewed various after-treatment technologies for NOx reduction and found SCR to be the most promising technology for meeting EURO-VI emission standards. Major problems observed with SCR were ammonia slip and solid deposit formation. The authors investigated that catalyst deactivation can reduce ammonia slip by placing an oxidation catalyst after SCR (Latha et al. 2019).

CONSTRUCTION OF SCR
The use of appropriate filters with suitable catalysts can improve the NOx reduction performance of catalytic converters without affecting fuel consumption and engine power (Zhang et al. 2018). The use of filters reduces the particle size of soot and at the same time reduces more than 90% of fine dust particles (Mamakos et al. 2013).

Correct positioning of various filters is an important factor in achieving the optimum amount of ammonia for NOx
reduction. DOC helps in the oxidation of hydrocarbons and carbon monoxide thus reducing their toxicity. DPF reduces the size of soot particles and periodic active regeneration burns the carbon particles from the filter thus making the exhaust carbon-free. SCR reduces the oxides of nitrogen into nitrogen in presence of a suitable catalyst.

**DIESEL OXIDATION CATALYST (DOC)**

17% unused oxygen from diesel engine exhaust can be used to oxidize hydrocarbons and carbon monoxide. These reactions take place in the presence of a catalyst (DOC) which increases the rate of reaction. DOC is placed before the DPF to take advantage of the temperature rise in DOC (Kurien et al. 2018). It has been studied that for every 1% oxidation of carbon monoxide, the exhaust gas temperature increases by 90°C, which supports the combustion of carbon particles in the DPF (Reșitoițu et al. 2015). DOC is a honeycomb structure of a platinum or palladium substrate surrounded by a catalyst such as V₂O₅ or TiO₂. It helps in the passive regeneration of soot particles in DPF (Wang et al. 2012). The production of NO₂ during oxidation leads to increased efficiency of SCR.

**DIESEL PARTICULATE FILTER (DPF)**

DPF uses a ceramic substrate in the form of a honeycomb structure. Its purpose is to trap carbon particles and burn them periodically to prevent their emission into the atmosphere. The soot remains in the filter until active or passive regeneration occurs. Passive regeneration occurs at 275°C to 360°C and active regeneration occurs at 600°C. Active regeneration takes place when the filter is clogged. Fresh fuel is allowed to inject into the exhaust pipe to increase the

---

**Fig. 1:** Diesel engine exhaust composition (Reșitoițu et al. 2015).

**Fig. 2:** Trapping of carbon particles in DPF (Mohankumar & Senthilkumar 2017a).
temperature to oxidize the accumulated soot. Plasma-assisted burner type DPF ensures the reduced particle size of soot (Wang et al. 2012).

Fig. 2 shows a schematic diagram of a DPF filter. It contains four openings. Exhaust gases from DOC enter through two openings, flow through the cells where carbon particles are trapped and are then discharged through opposite openings.

Vehicles with catalytic DPF and urea SCR reduced particulates with 99.9% and 90% efficiency, respectively. The Plasma assisted burner type DPF effectively reduces particulate matter over the entire size range. Lee et al. (2015) experimentally calculated the particle number size distribution for diesel engine exhaust gases with the FMPS rapid particle size measuring device TSI 3091. They concluded that an effective particle number size can be achieved with the help of plasma-assisted burner type DPF. Mohankumar & Senthilkumar (2017a) reviewed the various technologies for removing particulate matter. He concluded that the use of a suitable regeneration method, an electrostatic precipitator, a particulate filter and a multi-hole nozzle with high injection pressure can greatly reduce particulate matter (Mohankumar & Senthilkumar 2017b). Martinovic et al. (2020) mixed the soot oxidation catalyst with the SSCR catalyst and investigated that the soot temperature can be reduced by 150°C with a significant increase in NOx reduction efficiency of the SCR catalyst. It could happen due to the optimized mass ratio of the catalyst resulting in a rapid SCR reaction (Martinovic et al. 2020).

**DIESEL EXHAUST FLUID (DEF)**

Because of its unpleasant odor, aqueous urea is used instead of ammonia, which, after decomposing to ammonia, reacts with NOx in the presence of the catalyst SCR and reduces a considerable amount of NOx. This aqueous urea solution, containing 32.5% urea and 67.5% deionized water, is called DEF. Spraying of DEF in the combustion chamber reduces the risk of deposits due to increased surface area, better mixing, and evaporation (Hasan Shahariar & Lim 2018). The turbulence and bounce created by the high wall temperature increase the mixing length, which helps to reduce the deposition of urea from the exhaust pipe (Hasan Shahariar et al. 2019). The aqueous urea is injected into the SCR tank using a nozzle. But the problem is that the tank has a low ammonia capacity (Qu et al. 2014a). Freezing of DEF at temperatures below -11°C is another big issue, which requires an integrated electric heater in the tank of DEF (Kurien & Srivastava 2018). DEF produces cyanoamic acid and some other acids that lead to blockage of the urea nozzle, reduce the activity of the catalyst and thus reduce NOx efficiency (Zhang et al. 2011b). Chan et al. (2015) investigated a predictive approach by a nonlinear model to efficiently control injection timing and DEF dosing rate. A model with an NMPC approach for SCR control was simulated and the results showed a reduction in ammonia slip and an increase in NOx reduction efficiency (Chen & Wang 2015).

**SELECTIVE CATALYTIC REACTION (SCR)**

It is a honeycomb structure of porous ceramic materials surrounded by catalytic components such as V₂O₅ or TiO₂. Here NOx combines with ammonia and is reduced to nitrogen. Zeolites of copper and iron are widely used catalysts in SCR out of which copper zeolite gives better results in NOx reduction due to its higher ammonia storage capacity, thermal stability, and reduced ammonia slip (Guan et al. 2014). Manganese-based catalysts are used in some applications, but they have lower NOx reduction efficiency at low temperatures (Li et al. 2017). NOx reduction efficiency acts as a performance indicator of SCR.

\[
\text{NOx conversion} = \left[ 1 - \left( \frac{\text{NOx out}}{\text{NOx in}} \right) \right] \times 100\% \quad \text{(Peng et al. 2015)}
\]

Ammonia slip occurs when either too much ammonia is produced that cannot react with the catalyst due to low temperature or when the catalyst has degraded (Latha et al. 2019). Torp et al. (2021) developed a mathematical model for the design of a reaction that combines two layers of ammonia slip catalyst. Chemical kinetics and N₂O formation were observed in a high-flow reactor. The authors concluded that mixing SCR catalyst with oxidation catalyst results in less ammonia slip and high NOx reduction efficiency (Torp et al. 2021). Baleta et al. (2017) investigated that by designing the DeNOx system for uniform ammonia production, optimized ammonia slip can be achieved. A mathematical model was created to analyze the chemical reactions that occur during the movement of exhaust gases from the catalytic converter. Ammonia slip, NOx reduction, and droplet formation were also taken into account. For the simulation, the CFD code AVL FIRE was used. The authors concluded that the optimized droplet size and injection direction can reduce ammonia slip and increase the NOx reduction efficiency of SCR catalyst (Baleta et al. 2017). Hebbar et al. (2014) reviewed the various technologies used to reduce NOx from diesel engine exhaust gases. They discussed the advantages and disadvantages of the technologies used and concluded that EGR, LNT, and SCR do not meet the EURO-VI emission standards and hence new technologies are required to seek better emission control (Hebbar 2014). Qi et al. (2016) examined the parameters that influence the reduction of NOx by SCR. They discussed the effects of urea’s ammonia storage capacity, the reaction mechanism involved, the urea dosing
system, and the types of catalysts used for reducing NOx in SCR. They concluded that SCR can be effective in reducing NOx through the use of an efficient control system (Qi et al. 2016). Chatterjee et al. (2017) discussed the optimal design of DOC, DPF, and SCR to reduce the maximum amount of NOx from the exhaust pipe. The authors briefly discussed the control of ammonia slip with an ammonia slip catalyst. FTIR was used to analyze the composition of exhaust gases (Chatterjee et al. 2017). Zhang et al. (2016) suggested that the SCR catalyst should be used in two homogeneous cells, assuming identical reactions in each cell. Optimal control of urea injection has been suggested for minimal ammonia slip. A dynamic algorithm was developed to calculate the SCR load. The authors concluded that an optimal SCR system size ratio leads to minimized ammonia slip (Zhang et al. 2016). Blending diesel with hydrogen can reduce the NOx by 70% when the optimum crank angle remains 43.2° (Lamas & Rodriguez 2017).

### SOLID SELECTIVE CATALYTIC REACTION (SSCR)

SCR is one of the best technologies used by diesel engine manufacturers to meet the emission standards of EURO-VI. However, it has some limitations that reduce the NOx reduction efficiency of SCR. The problems associated with it are listed in Table 1.

Table 1 shows the problems faced by engine manufacturers when using SCR. These problems affect the performance of the catalyst and thus limit the efficiency of NOx reduction.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Problems associated with the use of SCR.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deposition of solid particles on the pipe walls.</td>
</tr>
<tr>
<td>2</td>
<td>Freezing of DEF below -11°C.</td>
</tr>
<tr>
<td>3</td>
<td>Limited available volume for catalyst.</td>
</tr>
<tr>
<td>4</td>
<td>Undesirable ammonia slip.</td>
</tr>
<tr>
<td>5</td>
<td>The formation of a uniform mixture in SCR is quite difficult.</td>
</tr>
<tr>
<td>6</td>
<td>DEF needs to be filled frequently before the fuel tank gets empty.</td>
</tr>
</tbody>
</table>

The solutions to most of the above-mentioned problems related to SCR lie in new technology, Solid selective catalytic reaction (SSCR). In SSCR, we use solid ammonium salt to produce ammonia. Kim et al. (2014) investigated that low-temperature urea freezing and deposition of solid particles on pipe walls were severe problems for SCR systems. They used solid urea and ammonium carbonate to generate ammonia as a substitute for aqueous urea. When comparing ammonium carbonate and urea in solid form, they found that the problem of solid particle formation occurs when using solid urea and is eliminated when using ammonium carbonate (Kim et al. 2014). Ammonia is directly injected with help of a nozzle into the exhaust pipe just before SCR. It eliminates the freezing problem of DEF, the early deactivation of the catalyst, and thus increases the NOx reduction efficiency of SCR. Due to the shorter mixing time and low decomposition temperature of the ammonium salt, the problem of nozzle blockage is also eliminated (Zhang et al. 2018). Another advantage of using solid ammonium salt for ammonia production is the better mixing of ammonia with exhaust gases (Krüger et al. 2003). Using the use of solid SCR increases the efficiency of NOx reduction, but at the same time power required for heating, and the salt also increases (Kim et al. 2014). Integrated hybrid systems can reduce ammonia slip and increase NOx reduction efficiency to a great extent (Guan et al. 2014).

![Fig. 3: Schematic diagram of SSCR system (Yadav & Srivastava 2021).](image)
advantage of using solid ammonium salt for ammonia production is the better mixing of ammonia with exhaust gases (Krüger et al. 2003). Using the use of solid SCR increases the efficiency of NOx reduction, but at the same time power required for heating, and the salt also increases (Kim et al. 2014). Integrated hybrid systems can reduce ammonia slip and increase NOx reduction efficiency to a great extent (Guan et al. 2014).

Fig. 3 shows the arrangement of filters and accessories used in an SSCR system. It includes a DOC to oxidize hydrocarbons and carbon monoxide, a DPF to trap carbon particles, a tank containing solid ammonium carbamate, a heat exchanger, a pump, and an SCR catalyst. To reduce ammonia slip, an ammonia slip catalyst (ASC) is used after SCR.

Woo et al. (2021) investigated that insufficient heat transfer is a major challenge in the design of an ammonium carbamate pyrolysis reactor. They proposed a numerical model describing the sublimation phase of ammonium carbamate. The modeling also considered the effect of the collapse of ammonium carbamate and its sinking downward due to gravity. The program CFD at ANSYS FLUENT 19.2 was used for the analysis. The authors concluded that the prediction of the spatial temperature distribution is a herculean task since it depends on the internal structure of ammonium carbamate and the phenomena of collapse in the reactor (Woo et al. 2021).

Several parameters affecting the NOx reduction performance of SSCR have been studied. Some of these parameters are listed in Table 2

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Parameters influencing SSCR performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Position of ammonia injector</td>
</tr>
<tr>
<td>2</td>
<td>Number of holes in ammonia injector</td>
</tr>
<tr>
<td>3</td>
<td>Mixing length</td>
</tr>
<tr>
<td>4</td>
<td>Uniformity of ammonia flow while moving through SCR catalyst</td>
</tr>
<tr>
<td>5</td>
<td>Design of mixer for uniformity of ammonia flow</td>
</tr>
<tr>
<td>6</td>
<td>Mass flow rate</td>
</tr>
<tr>
<td>7</td>
<td>Temperature at SCR</td>
</tr>
<tr>
<td>8</td>
<td>Pressure at SCR</td>
</tr>
<tr>
<td>9</td>
<td>Flow rate</td>
</tr>
<tr>
<td>10</td>
<td>Mixing time of ammonia with SCR</td>
</tr>
<tr>
<td>11</td>
<td>Storage capacity of SCR catalyst</td>
</tr>
<tr>
<td>12</td>
<td>Engine speed</td>
</tr>
</tbody>
</table>

Table 2: Parameters affecting SSCR performance.

Qu et al. (2014b) studied different parameters of the influence of SSCR ammonia spray using AVL FIRE 3D software when mixing ammonia and NOx in SCR catalyst. They concluded that better mixing, higher exhaust flow, and high temperature, resulting in less ammonia slip, can be optimized by the correct positioning of the nozzle (Qu et al. 2014c). The flow rate of exhaust through the nozzle depends upon the opening time of the nozzle, frequency, and back pressure. Using the nozzle opening control on the MOTOTRON platform using MATLAB achieves an effective flow rate (Qu et al. 2014a, 2014b, 2014c).

Guardiola et al. (2020) investigated that the problem of cross-sensitivity of NOx sensors can be reduced by estimating the ammonia slip and NOx reduction efficiency of SCR catalyst, and then passing this information to the control unit. SCR load plays an important role in reducing ammonia slip. This load estimation can be done by preparing a model related to NOx reduction and mass conservation between the SCR inlet and outlet. Using the Kalman filter, the authors developed an algorithm to estimate ammonia slip along with SCR constraints. The authors concluded that SCR load is an important factor in the estimation of ammonia slip (Guardiola et al. 2020). The efficient nozzle design results in a longer mixing time and an even flow of ammonia through the SCR catalyst, reducing ammonia slip (Qian et al. 2019).

ROLE OF EFFECTIVE MIXER DESIGN IN ACHIEVING THE BEST SSCR PERFORMANCE

It is investigated that a mixer must be included in the SSCR system for achieving the uniform flow of ammonia while moving through the SCR catalyst. A compact system can be designed for SSCR to achieve the best NOx reduction efficiency by using mixers and reducing the length of the chamber (Tan et al. 2018). Use of a mixer, near the urea injection point results in a uniform flow rate of ammonia through the SCR catalyst which increases the NOx conversion efficiency of SCR (Tian et al. 2015, Wardana et al. 2019). The commonly used mixers in the SSCR system are:

(i) Line mixer
(ii) Swirl mixer
(iii) Combination of line and swirl mixer

Mehdi et al. (2019) investigated that the combination of linear and swirl mixer gives the lowest ammonia slip and the highest NOx reduction efficiency due to the uniformity of ammonia and temperature distribution. For this purpose, the authors created a mathematical and optimized the data by...
simulation after analyzing CFD (Mehdi et al. 2019). Birkhold et al. (2007) investigated the evaporation phenomena and urea droplet decomposition at different exhaust gas temperatures (Birkhold et al. 2007).

Tayamon & Wigren (2016) proved that NOx emissions from diesel engines can be controlled with a good control model. Using a recursive prediction error method, the authors created a model and used it to design a controller with 17 parameters. They concluded that the designed control model can help to keep the ammonia flow uniform, and thus increase the NOx reduction efficiency (Tayamon & Wigren 2016).

Li et al. (2017) conducted a bench test on high-performance diesel engines using solid metal ammine salt and proved that the proper design of the SCR chamber can increase the DeNOx efficiency of the catalyst. For the same injection parameters, the SSCR system was found to be 24.6% more efficient in NOx reduction than the SCR system (Li et al. 2017). Phaily et al. (2014) experimented to determine the suitability of the Cardierite/Pt catalyst. The authors conducted tests with different loads and different induction rates of ammonia. Then, a simulation was performed on AVL FIRE to validate the results. The authors, finally concluded that the ammonia induction rate of 0.6 kg/hr gives optimum results for NOx conversion efficiency. (Phaily et al. 2014). In 2015, Xin Mei Yuan et al. reviewed the previous literature regarding SSCR performance and interpreted that proper mixer design for uniform ammonia flow, modeling, calibration, and various control strategies result in lower ammonia slip and better NOx performance of SCR catalyst (Yuan et al. 2015). Jeong et al. (2005) investigated that a small distance between the catalyst inlet and the engine exhaust leads to insufficient evaporation and thermolysis. A higher thermolysis rate and good mixing of ammonia and exhaust gases can lead to better NOx reduction efficiency and lower ammonia slip.

Fig. 4 shows the arrangement of the mixer in the SSCR system. Ammonia generated due to the decomposition of ammonium carbamate enters the exhaust pipe with help of an ammonia nozzle. Here the flow of ammonia remains turbulent. To obtain uniform ammonia flow, a mixer is placed after the nozzle and before the SCR catalyst. For oxidizing unused ammonia, an ammonia slip catalyst is used.

Kurien & Srivastava (2019) investigated various exhaust after-treatment systems. The authors proposed a fixed reducing agent for ammonia formation to avoid the problems associated with SCR systems. They suggested that effective control of ammonia flow can be used with an optimized mixer design to reduce the problem of reduced NOx reduction efficiency (Kurien & Srivastava 2019). Zhang et al. (2016) reviewed the available literature on SSCR technology and its advantages over SCR. They found that SSCR has higher NOx conversion efficiency, high ammonia density, and decomposition of salt occurs at low temperatures. Proper mixing of ammonia and exhaust gases and optimized flow rate of ammonia through SCR catalyst can lead to improved NOx reduction efficiency (Qu et al. 2014b). Ma et al. (2019) prepared a model explaining chemical kinetics and the flow field. They used this model to simulate a copper zeolite scripted system, specifying the boundary conditions of temperature, exhaust pressure, and mass flow rate through a bench test. They investigated the NOx reduction efficiency using an orthogonal experimental design, where the effect of nozzle injection angle and flow rate of ammonia was determined. It was concluded that fixed injection angle and chamber design for a uniform flow rate of ammonia through SCR catalyst can increase NOx reduction efficiency (Ma et al. 2019).

The use of layers of perforated plates of SCR catalyst results in a uniform flow of ammonia thus increasing NOx reduction efficiency but at the same time, a little pressure drop is observed during the process (Wardana et al. 2019). Koc et al. (2018) explored that an even ammonia flow can be achieved with an optimally designed mixer. A model based on the concept of the Eulerian-Lagrangian approach was created and the results were validated by CFD analysis using the HEEL software (Koc et al. 2018). Solid particle formation on exhaust pipe walls is greatly reduced by maintaining the uniform flow of ammonia through the SCR catalyst. The use
of a mixer gives good results in direction of the achievement of uniform flow (Wang et al. 2021).

CONCLUSION

SSCR technology has very quickly reached EURO-VI emission standards for Diesel Engines. The uniformity of the ammonia stream is an important factor in achieving the better formation of droplets and evaporation as it moves through the SCR catalyst. The aim of obtaining a better ammonia flow can be achieved using a suitable mixer. Line mixer, swirl mixer, and combination of line and swirl mixer are widely used in SCR systems. But the combination of line and swirl mixer gives the best results in terms of efficient SCR performance. Several techniques have been discussed in this article to obtain a uniform ammonia flow. Finally, it can be concluded that the use of a combination of line and swirl mixer gives the best urea conversion due to the lower residence time of the droplets. The use of these mixers makes it possible to obtain an even distribution of flow and temperature. The uniform temperature distribution results in better catalyst performance and less deposit formation. The study provides sufficient information for researchers working on the reduction of NOx emission from the exhaust of diesel engines. The reduction of ammonia slip by using a suitable mixer will certainly help diesel engine manufacturers in achieving stringent emission norms.
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ABSTRACT

Nano-chitosan can be produced from blood clams (Anadara granosa) because they contain 14-35% of chitin. The production of nano-chitosan can be conducted by a bottom-up process using sodium tripolyphosphate (Na-TPP). The aims of this study are to produce nano-chitosan from blood clamshell and to study the factor affecting the particle size of nano-chitosan such as the ratio of chitosan to Na-TPP solution (v/v) and rotation speed of the centrifuge. The research shows that The chitin content on blood clamshell is 25.42%. The yield of chitosan from chitin is about 80.92%. The degree of deacetylation of chitin from blood clamshell reaches 63.18%. The effect of the ratio of chitosan to Na-TPP solution (R) and the rotation speed of centrifuge (N) on the particle size of nano-chitosan can be expressed by equation dp = 0.12 (R)0.714 (N)0.99.

INTRODUCTION

Blood Clam (Anadara granosa) is one of the Indonesian traditional food obtained from rivers. The use of blood clams as food leaves waste in the form of the clamshell. Therefore, it is necessary to study the utilization of clamshell waste so that it is not polluting the environment. Several studies have been carried out on the utilization of clamshell waste in various fields.

Clamshells can be used as the raw material of amorphous calcium phosphate (CPP-ACP) paste as teeth remineralization material (Asmawati et al. 2018). The clamshells can be used as fillers on polyester resin particle boards due to the high calcium carbonate content in the clamshells (Ginting et al. 2017). One of the potential uses of the clamshell is the manufacture of nano-chitosan (Avadi et al. 2010, Zhao et al. 2011, Patiño-Ruiz et al. 2020).

There are two methods to produce nano-chitosan from blood clamshells. The first method is the top-down method. In this method, chitosan is milled from a micrometer particle size to obtain a nanometer particle size (Rochima et al. 2017). The second method is the bottom-up method, where nanoparticles are formed due to assembly between macromolecules from the solutions (Nugraheni et al. 2019).

This research will examine the process of production of nano-chitosan from blood clamshells using the ionic gelation method. The ionic gelation method is a bottom-up method. Furthermore, this study will examine the effect of the ratio of chitosan to Na-TPP solution (v/v), and the rotation speed of the centrifuge on the diameter of the particle size of nano-chitosan formed.

MATERIALS AND METHODS

Materials

Blood clamshell (Anadara granosa) was obtained from the local market at Banyumas Regency, sodium hydroxide (NaOH), hydrochloric acid (HCl), sodium tripolyphosphate (Na-TPP), and acetic acid (CH3COOH) were obtained from Merck.

Clamshell Preparation

Blood clamshells were washed using running water to clean the remaining dirt. The next stage was drying under the sun until they were completely dry. Then the blood clamshells were crushed until they become smaller in size. They were then milled using high-energy milling (HEM) to produce a fine powder. The blood clamshell powder was then sieved using a 100 mesh sieve.

Chitosan Preparation

There were several steps carried out for the isolation of chitosan from blood clamshells, including the deproteinization stage, demineralization stage, and deacetylation stage.
**Deproteinization Stage:** The blood clam shell powder was weighed to 100 g and put into a glass beaker. Then, 3.5% (w/v) NaOH solution was added in a ratio of 1:10 (w/v). Then heated at 70°C for 2 h with stirring. In the next stage, the mixture was filtered and washed using aqua dest until a neutral pH. The solid obtained was dried in an oven at 60°C to obtain a constant weight.

**Demineralization Stage:** The powder resulting from the deproteinization stage was put into a glass beaker flask, and 1N HCl was added in a ratio of 1:10 (w/v). The mixture was put at room 30°C for immersion, then heated at 75°C for 1 h with stirring. In the next stage, the mixture was filtered and washed using aqua dest until a neutral pH. The solid obtained was dried in an oven at a temperature of 60°C to obtain a constant weight. Then, as a result, chitin product was obtained from blood clamshells.

**Deacetylation Stage:** The chitin powder obtained from the demineralization stage was weighed to 10 g, put into a third glass beaker, and then heated at a temperature of 90°C for 3 h with stirring. In the next stage, the mixture was filtered and washed using aqua dest until a neutral pH. The solid obtained was dried in an oven at a temperature of 60°C to obtain a constant weight. The next step was to weigh the chitosan from the blood clamshell powder obtained.

**Preparation of Nano Chitosan Using Ionic Gelation Method**

The amount of 1% chitosan solution was made in acetic acid solution. The solution was added with 1% Na-TPP solution with a variation of the ratio of chitosan to Na-TPP solution 1:1; 2:1; 3:1; 4:1; 5:1 with a rotation speed of centrifuge of 500; 600; 700; 800 and 900 rpm. The stirring was done for 1 h. The nano chitosan obtained was in the form of a dispersed solid.

**Determination of Physical Characteristics of Nano-Chitosan**

**FTIR Spectroscopy:** The degree of chitosan deacetylation was determined using the Fourier Transform Infrared (FTIR) spectrophotometer analysis. In the analysis of the FTIR spectrophotometer, the chitosan sample obtained was then inserted into the sample container, and its infrared absorption spectrum was recorded at a wavenumber of 4000-400 cm\(^{-1}\). The chitosan obtained was tested using FTIR spectroscopy, and the resulting peak was compared with the peak of commercial chitosan. Based on the peak obtained, the degree of deacetylation was calculated by comparing the absorbance of the wavelength of the amide group (1650-1500) cm\(^{-1}\) (A1655) with the absorbance of the wavelength of the amine group (3750-3000) cm\(^{-1}\). The chitosan deacetylation degree was calculated using Equation (1) (Antonino et al. 2017).

\[
DD = 100 - \frac{A1655}{A3450} \times 100 \quad \text{...(1)}
\]

Where A1655 is an amine group and A3450 is a hydroxyl group.

**Particle Size of Nano-Chitosan:** The Particle size of nano-chitosan was analyzed using a particle size analyzer (PSA).

**RESULTS AND DISCUSSION**

**Blood Clamshell Preparation**

Blood Clamshell (*Anadara granosa*) could be used as chitosan because they contain 14-35% chitin (Salsabila et al. 2022). The preparation of raw materials included washing, drying, crushing, milling, and sieving. This stage aimed to expand the surface of the blood clamshell, as shown in Fig. 1. The larger the surface area of the shells produced, the easier it was for the blood clamshell powder to react during the isolation process. This was due to the increased reaction rate with increasing surface area and increased quality of the resulting product.

**Chitosan Isolation**

**Deproteinization Stage:** The deproteinization stage is the process of removing the protein contained in chitin in the shell of blood clams. Deproteinization can be done by adding chemical reactions such as sodium hydroxide (NaOH) (Antonino et al. 2017). Deproteinization using chemical reagents causes random cleavage of the acetyl group of chitin, resulting in a high degree of deacetylation. The sample used is 1:10 (w/v). After the blood clams shells were washed, dried, crushed, milled, and sieved, the blood clamshell powder was weighed 100 g and dissolved in 1000 mL NaOH with a concentration of 3.5%. Then stirred and heated for 2 h at a temperature of 70°C (kept constant). It was then cooled, and the blood clamshell powder was filtered through filter paper. The residue was filtered and neutralized using aqua dest to a neutral pH and then dried in an oven at 60°C for 1 h. The sample weight was obtained after weighing 88.68 g. Fig. 2 shows the blood clamshell after the deproteinization process. According to Percot et al. (2003), the protein content on clamshell contains amino acids, acidic amino acids corresponding to aspartic and glutamic acids, basic amino acids represented by lysine, histidine, and arginine, and nonpolar amino acids especially proline, alanine, valine, isoleucine, and leucine.

**Demineralization Stage:** The demineralization stage is
the stage of removing minerals from chitin. The minerals contained in the shells of blood clams are Ca₃(PO₄)₂(s) and CaCO₃(s). Demineralization can be done by adding chemical reactions such as hydrochloric acid (HCl). The use of HCl is carried out to dissolve Ca²⁺ ions in the form of CaCO₃(s) to produce water-soluble CaCl₂(aq) with CO₂ gas and water as byproducts. CaCO₃(s) in blood clamshell powder will react with HCl to form bubbles that indicate CO₂ gas. The reaction is shown in Equation (2).

$$\text{CaCO}_3(s) + 2\text{HCl(aq)} = \text{CaCl}_2(aq) + \text{H}_2\text{O(l)} + \text{CO}_2(g) \quad (2)$$

Meanwhile, Ca₃(PO₄)₂(s) will react to HCl according to the product CaCl₂ and H₃PO₄ which is soluble in water. The reaction is shown in Equation (3).

$$\text{Ca}_3(\text{PO}_4)_2(s) + 6\text{HCl(aq)} = 3\text{CaCl}_2(aq) + 2\text{H}_3\text{PO}_4(aq) \quad (3)$$

Heating in the demineralization process was carried out to accelerate the process of mineral destruction. In addition, stirring was needed to avoid the overflow of CO₂ gas during the demineralization process. This mixture was then stirred using a magnetic stirrer for 2 h at 75°C. Furthermore, the resulting residue was washed until the pH was neutral. This washing was carried out to dissolve CaCl₂(aq) and H₃PO₄(aq), which were soluble in water. After the blood clamshells passed through the deproteinization process, the sample weight was obtained in powder, weigh and the results were 88.68 g from 100 g of the initial sample before being isolated. Next, 1 N HCL was added in a ratio of 1:10 (w/v). Then it was stirred and heated at 75°C for 2 h (kept constant). The residue was filtered and neutralized using aqua dest to a neutral pH. Then the sample (residue) was put into an oven for 1 hour at 60°C. Then the sample was weighed, and the result was 25.42 g. It can be concluded that the chitin content on blood clamshells is 25.42%.

**Deacetylation:** The deacetylation process is the process of removing the acetyl group by adding an alkaline solution. The alkaline solution used was Sodium Hydroxide or (NaOH). The severance of the acetyl group in the chitin of blood clamshells was carried out through a deacetylation process using 65% NaOH at 90°C for 30 minutes. The precipitate (residue) obtained was washed and dried to a neutral pH. Blood clamshell chitosan produced was a grayish-white powder, while commercial chitosan had a yellowish flat shape, as shown in Fig. 3. The yield of chitosan from blood clamshells obtained after drying was 80.92%.

Fig. 4 shows the FTIR spectra of chitosan from blood clamshells dan commercial chitosan. Two peaks have high intensity, namely at wavelengths 1419.61 and 3356.14 cm⁻¹.
1. The wavelength of 1419.61 cm\(^{-1}\) corresponds to the C-H side-chain bending -CH\(_2\)OH (Varma & Vasudevan 2020). While the wavelength of 3356.14 cm\(^{-1}\) shows amino groups (Ali & Gherissi 2017). The degree of deacetylation of blood clamshell reaches 63.18\%, while commercial chitosan reaches 73.35\%. Varma and Vasudevan (2020) on the process of chitosan isolation from horse mussel (\textit{M. modiolus}), the degree of deacetylation only reaches 57.43\%.

**Nano-Chitosan Production Using Ionic Gelation Method**

The production of nano-chitosan using the ionic gelation method was conducted by making a solution of chitosan. The amount of 1\% chitosan solution was made in acetic acid solution. The chitosan solution was then reacted with 1\% Na-TPP solution with a variation of the ratio of chitosan to Na-TPP solution (v/v). The mixture was then stirred at various speeds for 1 hour. The nano chitosan obtained was in the form of a dispersed solid. The particle size of nano-chitosan was then measured by a particle size analyzer (PSA). Fig. 5 shows the schematic reaction of chitosan and sodium tripolyphosphate (Madni et al. 2017).

**Effect of Ratio of Chitosan to Na-TPP Solution**

Fig. 6 shows the particle size of nano-chitosan at the various ratio of chitosan to Na-TPP solution at the rotation speed of 700 rpm. The greater the ratio of the chitosan solution, the larger the nano size of the chitosan formed. The approxima-
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**Fig. 3: Chitosan: (a) From blood clamshell; (b) commercial chitosan.**

**Fig. 4: FTIR spectra of chitosan from blood clamshell and commercial chitosan.**
The production of nano-chitosan using the ionic gelation method was conducted by making a solution of chitosan. The amount of 1% chitosan solution was made in acetic acid solution. The chitosan solution was then reacted with 1% Na-TPP solution with a variation of the ratio of chitosan to Na-TPP solution (v/v). The mixture was then stirred at various speeds for 1 hour. The nano chitosan obtained was in the form of a dispersed solid. The particle size of nano-chitosan was then measured by a particle size analyzer (PSA). Fig. 4 shows the schematic reaction of chitosan and sodium tripolyphosphate.

Fig. 4: schematic reaction of chitosan and sodium tripolyphosphate.

Effect of Ratio of Chitosan to Na-TPP Solution

Fig. 5 shows the particle size of nano-chitosan at the various ratio of chitosan to Na-TPP solution at the rotation speed of 700 rpm. The greater the ratio of the chitosan solution, the larger the nano size of the chitosan formed. The approximation equation can be expressed by equation (4).

$$dp = 95.55 (R) - 68.142$$  \(\ldots(4)\)

Where dp is the particle size of nano-chitosan (nm) and R is the ratio of chitosan to Na-TPP solution (v/v).

Effect of Rotation Speed

Fig. 7 shows the particle size of nano-chitosan at the speed rotation of centrifuge at the ratio of chitosan to Na-TPP solution of 5 v/v. The greater of speed rotation, the size of the nano chitosan formed tends to be greater. The approximation equation can be expressed by equation (5).

$$dp = 61.94 (N) - 3.6344$$  \(\ldots(5)\)

Where dp is the particle size of nano-chitosan (nm) and N is the speed rotation of the centrifuge.

The effect of the ratio of chitosan to Na-TPP solution (R) and the rotation speed of centrifuge (N) on particle size of nano-chitosan can be expressed by equation (6).

$$dp = 0.12 (R)^{0.714} (N)^{0.99}$$  \(\ldots(6)\)

CONCLUSION

Nano-chitosan can be produced from blood clamshell with the ionic gelation method by using sodium tripolyphosphate. The chitin content on blood clamshell is 25.42%. The yield of chitosan from chitin is about 80.92%. The degree of
deacetylation of chitin from blood clamshell reaches 63.18%.
The effect of the ratio of chitosan to Na-TPP solution (R) and the rotation speed of centrifuge (N) on the particle size of nano-chitosan can be expressed by equation \[ dp = 0.12 (R)^{0.714} (N)^{0.99}. \]
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INTRODUCTION

COVID-19 was first detected in the Wuhan district of China in December 2019 as per the official report. And after that, this virus kept on spreading all around the world rapidly and it changes the global lifestyle and economy, and a lot more things (Garg et al. 2020). As per reports, the first detected COVID-19 infected person was found in the Kerala district of India on 20th January 2020 and the person’s travel history had been disclosed which showed that he came from China. And after this, Kerala became the first state of India to have numerous COVID-19 positive cases by community spreading. And till now more than ten lakh COVID-19 positive cases have been detected in India (Suresh et al. 2020). The highest and lowest instances due to COVID-19 have been reported in Maharashtra and Mizoram, respectively. In this regard, a 21-day national Curfew/Lockdown was declared by the central government. As per the announcement of the Lockdown in India, all the Academic institutes, industries, markets, all people, and regional places were shut down until the next announcement. The results after the step were taken by the Government of India ended in fewer numbers of deaths reported in India so much as compared to other countries, and less air pollution in India, especially in Noida next to New Delhi. The air pollution over Northern India has recently recorded a 20-year-low at this period of this entire year (Weblink 2). Fig. 1 exhibits the AEROSOL OPTICAL DEPTH immersion degree in India between 2016 and 2020. Fig. 1 is first created using gathered info set by MODIS (Moderate Resolution Imaging and AURA) that actions dimension distribution and optical depth of surrounding aerosol Across the world on an hourly basis.

The drop in concentration degree of aerosol optical depth (AOD) was projected after just a week of low individual pursuits. The exhibited images are accumulated in NASA Earth Observatory, showing AOD dimensions over the region of Kolkata, Noida, Kanpur, and Chandigarh of India during the time scale of January 31st to July 17th from 2016 to 2020 (Garg et al. 2020). Furthermore, the past (sixth) anomaly image in Fig. 1, shows that the AOD average in 2020 compared to 2016-2019 (average). It can be observed that black, and brown pixels, tan pixels, and pale yellowish areas reveal high, lower, and little to no aerosol concentrations (Fig. 1). aerosol is among the critical pollutants characterized by domestic and worldwide agencies, associated with mobility and mortality (Garg et al. 2020, Liu et al. 2020, Hadibasyir et al. 2020). In this analysis, the variants of AOD that were collected from

ABSTRACT

Air pollution produces major environmental health problems with a vast number of entropies that can affect healthy, sustainable environments across the globe. Millions of people are dying prematurely each year as a direct cause of poor air quality. According to recent studies, living within 50 meters of any significant road can increase the risk of lung cancer by up to 10%. World Health Organization declares that approximately 3.7 million people died worldwide in 2012 due to outdoor air pollution. In this analysis, we analyzed air pollutants that were released into the air from a wide range of sources, such as motor vehicles, industrial combustion processes, etc. We analyzed the Sentinel-5 precursor data, which provides time series data on a multitude of trace gaseous compounds such as CO, NO2, SO2, O3, PM10, PM2.5 aerosols, etc. with efficient statistics and special resolution. For better comparison, we have trained our statistical atmospheric data with deep learning methodology and analyzed them to obtain a reference for air quality in India. This study describes the scientific aspects and probable atmospheric composition entropy due to pollution. We also presented the overall operational product outcomes and emissions from the energy sectors, which involves the advancement of data analysis in a particular coordinate system.
the satellite (Sentinel-5P) had been used to signify that a noticeable gap in the amount of aerosol that is at its lowest in twenty years thanks to COVID-19 lock-downs (Weblink 2). The outcome indicates that the spreading coronavirus is thought to be a blessing in disguise. The present status of air quality could be momentary; however, there is a rather great opportunity for us (scientists/researchers/students/humans) to learn/understand from related lock-down activities about how best to minimize the concentration level of air pollutants (Suresh et al. 2020). Recent events over the past few months have shown results on molecular scales across the globe about an increase in biodegradable aerosol and its environmental effects. However, further research is needed to fully comprehend the open questions based on the interdisciplinary and complex nature of aerosols characterized by their connection to human health. To increase the assessment of mortality due to air pollution, the following conclusions are drawn from epidemiological, global modeling research,
aerosol, and health issues: (1) overall health effects because of specific biotic elements. Their origin can be described from preliminary studies. The various compound composition/characterization and degradation of biotic components have to be researched. (2) Epidemiological cohort studies are highly essential, particularly in Asian and African countries where aerosol or bioaerosol and its vulnerability established scientific tests have yet to be effortlessly launched. (3) No-Observed-Adverse-Effect Level (NOAEL) or Lowest-Observed-Adverse-Effect Level (LOAEL)—expense devices must know the integration of private vulnerability in the duration of assessments; also (4) the association of lung surfactants and aerosol components will need to be learned. Similar remarks can be implemented to other COVID-19 affected states, as of April 18, 2020, “there are 2284018 infected people along with 156140 claimed deaths from COVID-19 around the world. This viewpoint shows evidence of major changes in the atmosphere quality of their Indian location throughout the government lockdown intended to lessen the COVID-19 impacts (Mandal et al. 2019, Cheval et al. 2019, Hepburn et al. 2020, Timmermann et al. 2020). The massive reduction in aerosol focus during quarantine and the publication of the coronavirus may, paradoxically, have reduced the percentage of deaths throughout the period by significantly lowering the percentage of fatalities attributable to deterioration of air quality, as stated by the results and discussion.

The coronavirus outbreak will cause a dreadful crisis that will affect the entire world (COVID-19). Based on the escalating rate of COVID-19 episodes around the world, the WHO proclaimed COVID-19 a worldwide pandemic on March 11, 2020. The governments of numerous nations then placed their states on lockdown at the end of March in preparation for a containment strategy. As of 1 June 2020, 374,229 confirmed deaths worldwide and more than 6.2 million COVID-19 cases were reported from 215 states (WHO 2020, Behar et al. 2020, Chamola et al. 2020). Around January 30, 2020, Kerala, a state in India, reported having the country’s first confirmed case of COVID-19. Later, it spread to other parts of the country, and on March 4, 2020, 22 new states were officially recognized. The first COVID-19-related death in the nation was recorded on March 12, 2020 (Weblink1). The President requested a fourteen-hour curfew on March 22, 2020, from all taxpayers around the country due to the rising number of COVID-19 scenarios. In response, India’s government declares a total national emergency for 21 consecutive days, starting at midnight on March 2–4, 2020. The government required Indian residents to closely adhere to the social distancing measures as a preventive strategy to manage the worsening of the pandemic in the nation (Kumar et al. 2020). All public meeting places, including restaurants, movie theatres, schools, shopping centers, and educational institutions, were closed during the statewide lockdown. To avoid congestion, it was requested that employees and students work from home. All forms of transportation, including highway, railroad, and air travel, were restricted from receiving essential services. Additionally, not all industrial and manufacturing operations were stopped (Tang et al. 2020). Because everyone was asked to stay indoors during the lockdown, save from those providing basic services, the COVID-19 outbreak resulted in deserted and empty streets. The comprehensive lockdown has affected the economy of the United States; however, it also caused some dramatic mitigation in air pollution because of limited transport and economic activities (Chang et al. 2020, Shao et al. 2020). In the current study, we analyzed the variant in air quality data around four different towns in India (particularly, Kolkata, Noida, Kanpur, and Chandigarh) during the lockdown (i.e. January 31st to July 17th) of the COVID-19 pandemic.

Air Pollutant Validation from Remote Sensing Data

To verify the pollutants from satellite images, this analysis used the actual data of pollutant (NO$_2$) emission quantified from the thirty-eight monitoring stations found in Delhi from where we get the data for the Noida area. The daily mean of NO$_2$ emission calculated by these stations from January 1, 2020, to April 20, 2020, which expressively depicts both the pre-lockdown and throughout the lock-down period, may indicate that air contamination is higher in some places (Huang et al. 2020). The outcomes demonstrated before the lock-down, the level of NO$_2$ emission in Noida continues to be around 25 µg.m$^{-3}$. Nevertheless, since the lock-down was declared in India, the level of NO$_2$ emission showed a dramatic decline. In Noida and its surrounding areas, the actual amount of NO$_2$ emission throughout the lock-down phase remains 5 to 15 µg.m$^{-3}$. Even the outcomes explain that ahead of the lock-down phase, the amount of NO$_2$ yet it faced a massive reduction with the beginning of the lockdown in India. The analysis suggests that NO$_2$ emission remains low during the comprehensive lockdown at Mumbai. Thus, these statistics confirmed that the lockdown in India has imperatively enhanced environmental quality. Also, it confirmed the precision of all the information generated as a result of satellite images (Wei et al. 2020, Zhao et al. 2020, Jing et al. 2020).

MATERIALS AND METHODS

The data from four different Indian cities, including Noida, Kolkata, Chandigarh, and Kanpur, which are located in the western, northern, and eastern regions of India, respectively, have been evaluated to review the impact of lock-
down on air quality. The Central Pollution Control Board (CPCB) collected the air quality data for three stations in Delhi, and one channel in each of Kolkata, Chandigarh, and Kanpur during the time period from 1) March 1, 2020, through April 15, 2020. Additionally, the high population density of major cities and the large number of people employed there contribute to the heavy traffic on the roads. In cities like Delhi and Noida, daily traffic and industrial emissions are both major contributors to air pollution. In contrast to Delhi and Mumbai, Kolkata, Chandigarh, and Kanpur have a low population index. Although many of India’s best crops are grown in Kolkata, Chandigarh, and Kanpur, these cities are among the most polluted in the country as a result. Table 1 lists all the information on the channels that were selected from each city. These channels were selected because they accurately depict and compensate both metropolitan areas.

RESULTS AND DISCUSSION

India’s national lockdown, implemented in preparation for March 25, 2020, has greatly improved the country’s air quality. We present statistics on the investigation of air quality in four different places, at varying stages. In the case of Noida, the average daily value of PM10, PM 2.5, and both NO2 and SO2 may be seen to have significantly decreased. However, during the post-lockdown phase, the O3 concentration increased. Fig. (2–5) compares the mean air pollution concentration in the pre– and post–lockdown stages. The results show that during the lockdown, the air quality in the cities improved to a healthy level. The fact that NO2, SO2, PM10, and PM2.5 levels have all significantly decreased, along with PM10 and PM2.5, is an indication of a healthy environment. Because of insufficient data sources, a few pollutants are not there in the output. The level of particle matter is typically found to be alarmingly high in Noida and Delhi. However, the lockdown turns out to be beneficial for nature to restore itself.

Fig. 2 of the aforementioned curves show that there were dangerously high levels of pollutants in the air over the Noida area before the lockdown, particularly PM2.5. When the density of particle matter in the air exceeds 60, it becomes detrimental, but in the Noida area, the level was over 200, which was dangerous for human health. However, as nature began to recover itself following the lockdown, the density of contaminants significantly decreased.

Well throughout the lockdown period the pollutants in the atmosphere over the Bidhan Nagar area in Kolkata (Fig.3) became less dense. The density of pollutants in Kolkata is far less than in Noida, Delhi, or Mumbai but still, it was above the danger level. But the lockdown also made the environment considerably cleaner and healthier than it had been.

In Fig.4 the air quality graph of Kanpur has been shown, where, also a positive sign can be seen for air quality. Because fewer fuels are used in the automotive, railroad, and even industrial sectors, all emissions are decreased. During the lockout, nature completely cleaned up the gaseous industrial wastes.

Well in Fig. 5 we can see that the particulate matter in the atmosphere of Chandigarh city throughout the lockdown was fluctuating because of the usage of the private vehicle. Since all industries were shut down during the lockdown, other pollutants like carbon monoxide, sulfur dioxide, nitrogen dioxide, and ozone were all naturally cleaned up.

Table 1: The Air quality levels and health impacts (PM2.5) (Source: CPCB - India Central Pollution Control Board).

<table>
<thead>
<tr>
<th>AQI</th>
<th>Air Pollution Level</th>
<th>Health Implications</th>
<th>Cautionary Statement (for PM2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-50</td>
<td>Good</td>
<td>Air quality is considered to be satisfactory, and air pollution poses a minimum risk factor</td>
<td>None</td>
</tr>
<tr>
<td>51-100</td>
<td>Moderate</td>
<td>Air quality is acceptable; but, for some pollutants, there may be a moderate health concern for a very minimum number of people who are unusually sensitive to air pollution.</td>
<td>Active infants or children and adults, and people with respiratory disease, should limit prolonged outdoor exertion.</td>
</tr>
<tr>
<td>101-150</td>
<td>Unhealthy for Sensitive Groups</td>
<td>People from sensitive groups may experience health effects. The public is not likely to be affected.</td>
<td>Active children and adults, and people with respiratory disease, must limit prolonged outdoor exertion.</td>
</tr>
<tr>
<td>151-200</td>
<td>Unhealthy</td>
<td>Everyone may begin to experience health effects; members of sensitive groups may experience more serious health effects</td>
<td>Active children and adults, and people with respiratory disease, should avoid prolonged outdoor exertion; everyone else, especially children, should limit prolonged outdoor exertion.</td>
</tr>
<tr>
<td>201-300</td>
<td>Very Unhealthy</td>
<td>Health warnings for emergency conditions. The entire population is more likely to be affected.</td>
<td>Active children and adults, and people with respiratory disease, must avoid all outdoor exertion; everyone else, especially children, should limit outdoor exertion.</td>
</tr>
<tr>
<td>300+</td>
<td>Hazardous</td>
<td>Everyone may experience more serious health effects.</td>
<td>Everyone should avoid all outdoor exertion.</td>
</tr>
</tbody>
</table>
The restrictions placed on commercial, industrial, and transportation-related activities during the post-lockdown period have significantly reduced the major air pollutants (PM10, PM2.5, SO$_2$, and NO$_2$). In general, compared to the time before the lockdown, PM10 and PM2.5 levels decreased by an average of 55% and 49.34%, respectively. Since transportation accounts for 60% of Noida’s NO$_2$ emissions, transportation limitations caused NO$_2$ levels to drop by over 70% throughout the lockdown. However, a minimal decrease of 25 percent at SO$_2$ levels throughout the post-lockdown phase were noticed since the principal source of SO$_2$ in Noida are electrical power plants that remained operational during the lockdown span. Noticeably, O$_3$ immersion climbed by 37.35% in the post-lockdown period due to various rea-
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**Fig. 2:** Air quality graph of different pollutants in sector 1 Noida during the lockdown.

**Fig. 3:** Reduced air pollution levels at Bidhan Nagar, Kolkata during the lockdown.
sons. The decrease in NO$_2$ levels minimize O$_3$ ingestion, which ends in increment at O$_3$ levels; Consequently, once summer arrived, the temperature began to rise, going from a minimum and maximum of 15°C and 27°C on March 1 to 24°C and 40°C on April 15, 2020. This has caused an increase in O$_3$ dosages. All vital air pollutants (excluding O$_3$) have been reduced throughout the lockdown phase. The focus of essential pollutants (i.e. PM10, PM 2.5, both SO$_2$ and O$_3$) has shown a growing trend during the post-lockdown stage. During the lockdown, the daily average NO$_2$ and SO$_2$ levels mostly remained below the NAAQS standard value. Nevertheless, during the post-lockdown period, the PM10 and PM 2.5 concentrations were higher than the NAAQS benchmark value. When compared to the Noida area, it may be observed that Kolkata, Chandigarh, and Kanpur are still among the top SO$_2$ metropolises. The majority of this pollution is caused by the largest coal-fired power plants located in these cities. All pollutants (besides NO$_2$) demonstrate higher mean immersion levels throughout the post-lockdown phase, as compared to the pre-lockdown stage. Although NO$_2$ levels in Kolkata, Chandigarh, and Kanpur decreased by only 13% during the lockdown, it was much less than in the Noida area. The concentration of PM10, PM2.5, SO$_2$, and O$_3$ has significantly increased in Kolkata, Chandigarh, and Kanpur during the lockdown.

**CONCLUSION**

Globally, COVID-19 has a significant impact on both men’s and women’s lifestyles. This exposed a remarkable viewpoint on both domestic and foreign transportation. On the other hand, lockdown slows the economic circles on the Earth. The research disclosed that the level of nitrogen dioxide emission was reduced. This impact is significantly clearer in Noida, Kolkata, along with individual cities in Gujarat. Additionally, India’s use of electricity has decreased.
mostly remained below the NAAQS standard value. Nevertheless, during the post-lockdown period, the PM10 and PM 2.5 concentrations were higher than the NAAQS benchmark value. When compared to the Noida area, it may be observed that Kolkata, Chandigarh, and Kanpur are still among the top SO2 metropolises. The major portion of this pollution is caused by the largest coal-fired power plants located in these cities. All pollutants (besides NO2) demonstrate higher mean immersion levels throughout the post-lockdown phase, as compared to the pre-lockdown stage. Although NO2 levels in Kolkata, Chandigarh, and Kanpur decreased by only 13% during the lockdown, it was much less than in the Noida area. The concentration of PM10, PM2.5, SO2, and O3 has significantly increased in Kolkata, Chandigarh, and Kanpur during the lockdown.

CONCLUSION

Globally, COVID-19 has a significant impact on both men’s and women’s lifestyles. This exposed a remarkable viewpoint on both domestic and foreign transportation. On the other hand, lockdown slows the economic circles on the Earth. The research disclosed that the level of nitrogen dioxide emission was reduced. This impact is significantly clearer in Noida, Kolkata, along with individual cities in Gujarat. Additionally, India’s use of electricity has decreased in March 2020. However, the Indian electrical power generation facility has the potential to emit a significant amount of nitrogen dioxide. Lockdown has also affected ship transportation, in addition. The study found that the level of nitrogen dioxide along the Indian Ocean’s maritime route has decreased. Additionally, the study verified these results at numerous monitoring stations for the local environment in Noida. The examination confirmed that the lockdown has proved to be a boon for the quality of air in India. These results give new insights into government officials, academicians, research workers, and contamination control governments. Although COVID-19 poses a serious threat to both the general public’s health and security as well as the global economy, it has shown to have a good impact on the environment as pollution is declining and the ground is gradually regenerating itself. The present study successfully analyzed the effect of a complete national lockdown since March 25, 2020, on-air quality of leading Indian cities: Delhi, Mumbai, Kolkata, Chandigarh, and Kanpur. A significant reduction in the concentration of PM10, PM2.5, and NO2 had been detected for Delhi and Mumbai during the lockdown span. But, O3 focus had been raised throughout lock-down, which could be attributed to less consumption of O3 at titration because of a decrease in NOx emission. Overall significant advancement in the atmosphere grade of Delhi and Mumbai was discovered throughout the lock-down phase compared to the pre-lockdown phase, exactly the equal period of 20-19. Nevertheless, Kolkata, Chandigarh, and Kanpur have not shown much decrease in smog due to operational coal-based power plants. The preliminary investigation of air quality information in current research indicates the COVID-19 pandemic may be regarded as a ‘boon in disguise,’ where air quality is advancing and also the ground is reviving itself. This reduction in air pollution because of managed emission of significant air pollutants can significantly reduce several wellness problems like respiratory difficulties and cardiovascular disease such as asthma, early death, etc. This constructive impact of lockdown on atmosphere pollution can offer confidence to the authorities and government that the implementation of strict quality air coverages and energy control plans may dramatically improve environmental and human wellness.
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ABSTRACT

Parthenium hysterophorus (congress grass) is a harmful weed and its pollen grains are important allergens. Due to its minute size and allergenic activity, this particular type of pollen is selected for the study. The aeropalynological survey was conducted for the year 2019 at Chauras Campus, Hemvati Nandan Bahuguna Garhwal University, Srinagar, Uttarakhand. It is located on the right bank of the Alaknanda river (30°13'35.81"N & 78°48'11.05"E; 560 m amsl). A Rotarod sampler was used for air sampling. The maximum pollen count was observed in July. To evaluate the correlation matrix in R software, correlations (Pearson’s and Spearman’s) between pollen count and meteorological parameters have been calculated. Back trajectory analysis has also been done using NOAA HYSPLIT MODEL.

INTRODUCTION

Pollen grains are one of the important biological materials that are ubiquitous and inhaled by humans. The main purpose of pollen grains is to bring about fertilization but these also cause allergies. (Nair et al. 1986, Leuscher et al. 2000, Shukla & Shukla 2010). In several studies, pollen grains from different plants have been reported as aeroallergens (Subiza et al. 1994, Mari et al. 1996, Asturias et al. 2002).

Parthenium hysterophorus L. commonly known as congress grass is designated as a major allergenic plant by many workers from different parts of the world (Sohi et al. 1979, Wedner et al. 1989, Handa et al. 2001, Wiesner et al. 2007). Taxonomically, the plant is categorized under the family Asteraceae and was introduced in India along with food grains (Kohli & Rani 1994). The flowering period of P. hysterophorus is almost throughout the year (Nayar et al. 1990). Studies have shown the harmful effect of P. hysterophorus pollen on human beings, animals, crops, etc. (Khosla & Sobti 1981, Gupta et al. 1995, Yadav et al. 2010, Sharma et al. 2013). The meteorological parameters influence the dispersion and transport of pollen grains (Cour et al. 1999, Galán et al. 2000, Gioulekas et al. 2004) and play an important role in the pollen concentration in air (Piotrowska 2006, Iglesias et al. 2007).

The present work aims to find out the concentration of P. hysterophorus pollen and the effect of meteorological factors on pollen concentration in the area. Back-trajectory analysis helps to locate the origin of airborne biological particles at any selected sampling point. The HYSPLIT model is used in the present study to investigate airborne pollen concentrations. It has been used earlier by many workers (Cecchi et al. 2007, Mahura et al. 2007). It is highly effective in studies emphasizing defining the pathway and possible long-range transport of air pollutants (Sanchez-Ccoyllo et al. 2006, Davis et al. 2010). The main objective of the back-trajectory analysis was to establish the relationship between the movements of air mass and pollen counts of P. hysterophorus pollen counts in the valley Srinagar of Garhwal Himalaya.

MATERIALS AND METHODS

Study Area

The study was conducted at Chauras Campus Hemvati Nandan Bahuguna Garhwal University (Fig. 1). It is located on the right bank of Alaknanda. The coordinates for the sampling sites were latitude 30.226522 and longitude 78.803177 with an elevation of 560 m amsl. The study site has forests with broad leaves and dry scrubs. In the research
Fig. 1: Location map (yellow colored circle indicating sampling location at Chauras, Srinagar (Garhwal)).

region, Parthenium is an abundant weed that grows with other species like Cannabis sativa, Erigeron, Lantana camara, Murraya koenighi, and Solanum spp.

**Sampling Technique**

Aerobiological sampling was carried out by Digital Rotorod pollen and Air particle collector for one year from January 2019 to December 2019. Glass slides smeared with glycerin jelly were exposed and changed after each hour of sampling. The slides were then examined under a microscope and the total number of pollen was counted by the continuous sweep method as suggested by Mandrioli et al. (1998).

Fresh pollen samples were taken directly from the plants for preparation of reference slides. The samples were then acetolyzed by the standard method (Erdtman 1960). The pollen was studied properly at the magnification of 400X under the Light microscope (Magnus Pro 3.7) and matched with the air sample. SEM image is taken with Scanning Electron Microscope Model JSM-6610 LV-JEOL, Japan. A customizable Davis Vantage Pro2 Automatic Weather Station (AWS) was used to extract Meteorological parameters like temperature, humidity, wind speed, and rainfall. The AWS data was analyzed by Special Weather Link (version 6.0.3) as well as Aroldis Software. Correlations were calculated using Hmsc (version 4.4) package for the evaluation of the correlation matrix in R software as suggested by Feng et al. (2019), Gautam et al. (2020), and Liu et al. (2020). Air Mass Back trajectory analysis is carried out using National Oceanic and Atmospheric Administration (NOAA) HYSPLIT MODEL.

**RESULTS**

**Plant and Pollen Description**

The plant is annual, much branched and grows luxuriantly all around the year (Fig. 2 a). It reaches up to about 1.5 m or long. Each plant has several capitula. Each capitulum has several florets of which only five are female and the rest are male. The flowering occurs from July to November. Although heavy flowering occurs in the rainy season, the plant continues to flower and fruit till the environmental conditions favor it. The life cycle of _P. hysterophorus_ is usually 9-10 months but can extend beyond it. _P. hysterophorus_ is seed propagated. New plants grow as soon as the seed disperses. The plant can be seen in the fruiting, flowering, and vegeta-
Aerpalynological Analysis

*P. hysterophorus* pollen was collected from January 2019 to December 2019. The daily data have been converted accordingly. It was observed that the pollen number was at its peak in July with a total of 29.07% of the pollen count followed by August with 24.59%. The Main Pollen Season (MPS) can be estimated as July - August for *P. hysterophorus*. February was having a minimum of 2.16% pollen during the whole month (Table 1). The presence and distribution of pollen are throughout the year. The sudden increase in pollen concentration can be seen in July and August (Table 1). The monthly concentration of the *P. hysterophorus* pollen along with meteorological parameters is shown in the graphs below (Fig. 3).

<table>
<thead>
<tr>
<th>Month</th>
<th>Pollen concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>2.62</td>
</tr>
<tr>
<td>February</td>
<td>2.16</td>
</tr>
<tr>
<td>March</td>
<td>3.44</td>
</tr>
<tr>
<td>April</td>
<td>3.97</td>
</tr>
<tr>
<td>May</td>
<td>2.30</td>
</tr>
<tr>
<td>June</td>
<td>7.10</td>
</tr>
<tr>
<td>July</td>
<td>29.07</td>
</tr>
<tr>
<td>August</td>
<td>24.59</td>
</tr>
<tr>
<td>September</td>
<td>11.17</td>
</tr>
<tr>
<td>October</td>
<td>7.69</td>
</tr>
<tr>
<td>November</td>
<td>4.31</td>
</tr>
<tr>
<td>December</td>
<td>2.57</td>
</tr>
</tbody>
</table>

Table 1: Pollen concentration per month (in percentage).
followed by August with 24.59%. The Main Pollen Season (MPS) can be estimated as July-August for *P. hysterophorus*. February was having a minimum of 2.16% pollen during the whole month (Table 1). The presence and distribution of pollen are throughout the year. The sudden increase in pollen concentration can be seen in July and August (Table 1). The monthly concentration of the *P. hysterophorus* pollen along with meteorological parameters is shown in the graphs below (Fig. 3).

**Correlation Analysis**

It has been observed that there is some relation between the pollen count and the meteorological factors. To find out the relationship between pollen count and meteorological parameters Spearman’s and Pearson’s correlation is calculated (Table 2). Analyzing Pearson’s correlation shows a positive significant correlation between pollen count and rainfall (p<0.05). The correlation is non-significant by analyzing Spearman’s correlation.

![Graph showing monthly concentration of *P. hysterophorus* pollen and meteorological parameters](image)

**Fig 3:** The monthly concentration of *P. hysterophorus* pollen grain along with meteorological parameters.
Back-Trajectory Analysis

Back-trajectory analysis has been carried out using NOVA HYSLIP MODEL (Stein et al. 2015) on the height of 1000m above ground level (Fig. 4). The trajectory presented here is for a single pollen episode, 31st July; at 2 pm (highest pollen concentration). The diurnal variation shows a peak at 2 pm. The trajectory indicates that the movement of air mass is from the sampling site (Uttarakhand) to Eastern India, then turn south from the Bay of Bengal. This path shows that with air mass, the pollen from *P. hysterophorus* can travel along and can cause allergic diseases to the individuals living in these areas.

DISCUSSION

*P. hysterophorus* is a noxious weed and its pollen is known for causing dermatitis (Gunaseelan 1987, Towers & Subba Rao 1992, Morin et al. 2009) and is sensitive to rhinitis patients (Rao et al. 1985). A novel hydroxyproline-rich glycoprotein is identified as the major allergen in *P. hysterophorus* pollen by Gupta et al. (1996). Kumar et al. 2012 were the first who studied to immunologically characterize patients with *P. hysterophorus* sensitive atopic dermatitis.

The plant *P. hysterophorus* blooms throughout the year. Each plant has several capitula. Each capitulum has 5 female ray florets and numerous male disc florets. Four anthers are present in the disc florets. Each anther lobe produces a large number of pollen grains. Nayyar et al. (1990) reported that *P. hysterophorus* produces 1.7 million pollen per plant.

By analyzing the meteorological data has been observed that despite heavy rains total number of *P. hysterophorus* pollen was highest in July. These findings are quite similar to some previous studies on *P. hysterophorus* pollen incidence in the aerospora. The frequency of *P. hysterophorus* pollen has been observed highest from June to August by Seetharamaiah et al. (1981) from Bangalore. Tilak & Patil (1983) also observed the maximum pollen count in July. Lalita and Ashok (2018) reported that this plant can produce flowers at any time of the year, but flowering occurs commonly in the rainy season. Additionally, we discovered that 38% of *P. hysterophorus* seeds germinated in the lab. It suggests that it germinates and grows generously when there is the highest level of air humidity. This might be the cause of the high pollen grain count in July.

*P. hysterophorus* is an invasive alien plant species and grow abundantly in the bare lands, roadsides, barren places, and dumping sites of the Srinagar valley (Rawat et al. 2017). Although the pollen from the plant has mainly entemophilous characters it still contributes a prominent amount of pollen in the atmosphere, thus, it can be called anemophilous as well and categorized as amphiphilic.

The back trajectory analysis suggested the travel path of the airborne pollen grain along with the air parcels. Similar studies were conducted earlier by Satch et al. (2007).

CONCLUSION

The present study leads us to the conclusion that though there is some relation between the meteorological factors and the pollen counts, the flowering season of plants is also important. It can also be concluded that the ornamentation on the surface of *P. hysterophorus* pollen is also responsible for allergies. As the surface has fine spines on it, these spines can irritate the skin, nasal cavity, or throat when inhaled with air. July is considered the main pollen season as the number was maximum during this month. The track of the air mass shows the possible areas in which pollen can find and can cause allergies.
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<table>
<thead>
<tr>
<th>Met parameters</th>
<th>Pearson’s correlation</th>
<th>Spearman correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-value</td>
<td>P value</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.399</td>
<td>0</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.240</td>
<td>0.001</td>
</tr>
<tr>
<td>Wind speed</td>
<td>0.090</td>
<td>0.002</td>
</tr>
<tr>
<td>Wind direction</td>
<td>0.070</td>
<td>0.001</td>
</tr>
<tr>
<td>Rainfall</td>
<td>0.015</td>
<td>0.396</td>
</tr>
</tbody>
</table>
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ABSTRACT
The work presented here is a model approach based on WASP8 (Water analysis simulation program) a water quality model simulated to represent contaminants at the surface and bottom sediments of Kurtboğazı dam reservoir in Ankara city. However, our water quality output variables: are temperature, nitrate, total phosphorus, total Kjeldahl nitrogen, dissolved oxygen, Chlorophyll a, and ammonia. To ensure the model represents the actual case at the reservoir, the results from the simulation model were calibrated using actual data from the Kurtboğazı dam site, the calibration utilizes statistical techniques. The first method was the goodness-of-fit, R^2 between model variables and field data, and the results were in the range of 0.86 to 1.0 indicating excellent linear association. The second technique was the RE, the values of which obtained were less than 1, elaborating acceptable results. The dam reservoir Kurtboğazı had been affected by the negative impact arising from dissolved oxygen depletion in the hypolimnetic layer during stratification periods and that had been well documented. However, the processes of oxygen consumption at the sediment-water interface are still difficult to grasp conceptually and mainly linked to sediment oxygen depletion and the phenomena of sediment oxygen demand SOD. The novelty of this research work is the development of a quality model to predict the reactions of state variables that are occurring at the water body and how they interact with each other and their influence on the overall quality status of the Kurtboğazı reservoir, and the crucial factors influencing the depletion of oxygen at the water column; secondly, the effect of anoxic condition on the benthic flux and the impact of anoxia condition on the ratio of nitrogen to phosphorus ratio at the reservoir. It was evident from the results of calibration that the model successfully simulated the correlation of the parameters influencing the anoxic condition, and benthic flux and ratio shift from nitrogen-limited during the summer to phosphorus-limited at the beginning of winter.

INTRODUCTION
Due to the problem of growing population, many countries in the world are either suffering water shortages (Simon & Hashemi 2018) or will eventually face this issue in the future, to make matters more complicated anthropogenic activities accelerate water resources depletion on a global scale, and there is an increasing emphasis on improving the quality of aquatic ecosystems, and monitoring surface waters have highlighted the need-to-know what factors cause the environmental deterioration (Ozmen et al. 2006), in Turkey, Ankara is considered to be the largest city in the Anatolia region and the second-largest city, with a population of over four million people (TUIK 2008), and there are several dam resources that feed water supply to the city: Çubuk-II, Bayındır, Kurtboğazı, Çamlıdere, Eğrekkaya, and Akba (Tozsin et al. 2015, Magara 1997). Therefore, it is expected that in the coming years there is a decline in the water quality widespread around the world and on a global scale (Kendirli et al. 2009, Kernan & Allott 1999).

Due to the lack of water resources, it has become more difficult to supply sufficient high-quality drinking water to the Ankara metropolitan area (Patil et al. 2008) and the
application of technologies and strategies are the available solutions for treating polluted water resources. However, it is worth mentioning that adopting precautionary measures against the pollution of water resources is by far a more efficient and sustainable long-term solution. Water quality management often involves large capital investment. Managers must have means of evaluating and estimating different scenarios, this is where modeling is used to predict various impacts of alternatives on the whole system.

Water Quality Analysis Simulation Program (WASP) is a dynamic segment-based or compartment-modeling program for aquatic systems (Wang et al. 2018), including both the water column and the underlying benthos, which aids the interpretation and prediction of different water quality responses to anthropogenic and natural phenomena regarding quality and pollution control. The software is flexible and capable of simulating a wide range of pollutants in 1, 2, or 3 dimensions and examples are: the estimation of pollution load for the Taipu River (Bilal et al. 2009); total maximum daily load analysis (TMDL) for nutrients in the Neuse River Estuary, North Carolina (Wool et al. 2003a, 2003b); phytoplankton in St. Louis Bay, Mississippi (Camacho et al. 2014); impacts of climate change on water quality of Chungju Lake-South Korea (Park et al. 2013); dissolved oxygen in the Danshuei and Chungkang Rivers, Taiwan (Chen et al. 2012); dissolved oxygen depletion in diverted floodwaters of the Elbe River, Germany (Lindenschmidt et al. 2009); eutrophication control in the Keban Dam Reservoir, Turkey (Soyupak et al. 1997). One of the most crucial factors that dominating the aquatic ecosystem’s health is oxygen, therefore, it is of paramount importance to predict oxygen levels at lakes and reservoirs as part of an integrated water management system. Reaeration from the atmosphere plays a vital role to replenish the DO levels in any water surface system, however, this must counter inflowing waters that transport organic matter into a reservoir, this matter will settle in the sediments along with dead plants and algae. When this material decomposes both chemical oxidation and biological respiration exert a significant oxygen demand on the water column (USGS Science 2020), known as biochemical oxygen demand BOD, and on the sediments, known as sediment oxygen demand SOD (Julie & Lindenschmidt 2017, Panagiotaki & Dimitrios 2015, Papastergiadou et al. 2009, Parlak 2007). Another important fact to consider is the depletion of dissolved oxygen due to the degradation of organic matter in the sediment, eventually, this will cause a release of metals such as iron and manganese, also, nutrients in the form of nitrogen and phosphorus (William 2002) into the water column, therefore DO depletion may also cause the release of toxic substances and anoxic conditions combined with the release of toxic substances can lead to severe water quality problems (Tufford & Hank 1999).

Sediment oxygen demand SOD (Li et al. 2021, Mbongowo et al. 2018) is the process impacted on a wide scale by the concentrations of materials in the sediments and overlying water column, nutrient release from the sediment due to mineralization diagenesis of organic materials in bottom sediments, which ultimately contributes to eutrophication and hypoxia (Testa et al. 2013).

Organic matter that settles into the sediments is subjected to several physical and biogeochemical processes (Miroslaw & Piotra 2014, Moltke et al. 2017). Benthic deposits have been known for a long time to cause depletion of oxygen concentration in natural waterways. Microbes consume oxygen when they break down organic matter. Bioturbation is a process in which benthic organisms modify the sediments. Organic matter decomposes and oxidizes, transforming nutrients and releasing them back into the water column. Within a few millimeters to centimeters of the water-sediment interface, sediment oxygen levels drop from bottom water concentrations to near zero, resulting in significant gradients. As oxygen is utilized to fuel the breakdown of organic matter, these gradients contribute to diffusion into the sediments, imposing a sediment oxygen demand (SOD) on the water column. Models of diagenetic processes predicting the effects of SOD on water quality have been difficult to assemble due to the lack of standard methods to accurately measure, quantify, and predict SOD, it is worth mentioning that several factors affect the SOD rate: such as sediment age, surface area, depth of deposit, temperature, water velocity, and chemical and biological differences (Quirós 2004).

With the considerable rise in pollution levels, populations, and the misconduct of natural resources (Ray et al. 2016) it is now of significant importance and a basic fundamental necessity to innovate methods and systems to sustain and minimize the impact of pollution and contamination to the water bodies, by the use of continuous monitoring systems. In this paper a simulation program system, WASP8 utilized in a novel manner to formulate a water quality simulation model that is a replica of conditions and status at the Kurtboğazi dam reservoir site. Water quality models can be effective tools to simulate and predict pollutant transport in the water environment and contribute to saving the cost of labor and materials for a large number of chemical experiments to some degree. Moreover, it is inaccessible for on-site experiments in some cases due to special environmental pollution issues and in the cases of specially protected areas. However, the model developed in this work was calibrated on actual data from the site. The model further investigated the depletion of oxygen and the related phenomena of sediment oxygen demand and the factors affecting this condition and how it is related to benthic flux and the nitrogen-to-phosphorus ratio. The simulated model developed and presented in this
research paper is monitoring and evaluation as it provides a base and know-how support for the sustainability of natural resources.

**MATERIALS AND METHODS**

**Characteristics of the Study Area**

Kurtboğazı Dam takes its name from the lake on which it was set, situated northwest of Ankara, coordinates at north latitude: 40°16´ & 40°28´ and between 32°37´ & 32°46´ at the east longitude, with a maximum depth of 32 m. Kurtboğazı was constructed as an earth-filled dam with a catchment of approximately 331 km². Its basin is smaller than the Sakarya basin, however, the construction of this dam was completed in 1967 and today it is used to supply drinking water to Ankara province. The dam basin and surrounding locations are affected by terrestrial climate; therefore, it is hot and dry in summer; cold, and moderately rainy in summer and winter, respectively (Altin et al. 2010). Meteorological Stations alongside the Kurtboğazı dam basin registered from 1988 to 2006 an average of 30.3 mm in summer, and 35 mm in autumn (Altin et al. 2010). The Basin of the dam has alluvium, hillside, Pliocene sediment, and andesite. Hillside debris covers the andesite formed mainly by rocks. The andesite in this region shows a massive structure and has been subjected to tectonic activity over a long period (Altin et al. 2010). Kurtboğazı dam reservoir is subjected to the growth of cyanobacteria (Turkish Water Pollution Control Regulation. 2004) that results in algae blooms and deteriorates water quality since it contains toxic materials resulting in, taste and odor problems in water occur and those threaten public health (Kali & Güngör 2020).

According to the information we obtained from the General Directorate of Ankara Water and Sewerage Administration -ASKI two main streams are feeding the Kurtboğazı Dam, the first is the Kurt Stream the second stream is known by the name Pazar Stream (Tozsin et al. 2015), (Fig. 1). Due to the importance of the Kurtboğazı dam reservoir as a source of water supply to Ankara city, the General Directorate of State Hydraulic Works-DSI along with the General Directorate of Ankara Water and Sewerage Administration -ASKI had launched many programs and special conservation plans to monitor the water quality of Kurtboğazı reservoir: to protect, improve and ensure sustainable use for it, this was eventually achieved by the distribution of five monitoring stations: K1, K2, K3, K4 and K5 of Kurtboğazı (Fig. 1) (ASKI 2021), two of the sampling points are built on the constantly flowing Pazar stream of the name K4 and K5, and sampling point K1 station was set just before entrance of water into the Ivedik Drinking Water treatment plant to observe water quality of the dam reservoir. The remaining stations K2 & K3 were distributed along the Kurtboğazı dam but I was not able to get the exact locations for the stations from ASKI. Therefore I resorted to the method of approximating their location based on available references and information. According to ASKI, the water samples are taken from the stations on weekly basis but they also have daily measurements. Some tests are performed at the site others are preserved in special conditions to be later delivered to ASKI laboratories for accurate and thorough testing.

Moreover, the available data from ASKI is presented in the appendix, it was also the basis for the calibration where the results are presented in (Table2) for the calibration between model results and the data provided from ASKI collected by stations (K1, K2 …).

**Reservoir Water Quality Model**

The WASP can be thought of as a dynamic compartment-modeling program for aquatic systems, including both the water column and the underlying benthos. The basic program simulates the following processes that change over time: dispersion, point, and diffuse mass loading, advection-dispersion, and boundary exchange (Stolarska & Kempa 2021).

An important issue is that when simulating a quality model you can decide upon the degree of the complexity you choose the model to carry, this implies to increasing the number of state variables means an increase in model complexity. However, for this work, the aim was to establish a sediment oxygen demand SOD model to correlate the different factors and variables that are influencing the oxygen level in the reservoir. To meet the objective of our work the first major step was to establish the water quality simulation model then followed by the SOD model.

The simulation program WASP8 can assess one, two, and three-dimensional systems as well as several types of pollutants. It can be used to examine various water quality issues in a variety of water bodies, including rivers, streams, coastal waters, ponds, estuaries, lakes, and reservoirs. The compartmentalization concept underpins this paradigm. A mass balance equation is presented for each equation. Rapid and full mixing occurs within each compartment. The program model depends on the principle of mass conservation when solving equations, and these equations represent the three primary types of water quality processes: loading; transformation; and conveyance. There are also biological, physical and chemical transformations that play a substantial influence on concentration variability along the water body that manifest in the form of dispersion; advection-dispersion and kinetic transformation (Ranjith et al. 2019).
Table 1: Dimensions of segments.

<table>
<thead>
<tr>
<th>Segment Name</th>
<th>Length of segment (L)</th>
<th>Width of segment (W)</th>
<th>Area (m²) = L.W</th>
<th>Volume (m³) = L.W.depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1136</td>
<td>845</td>
<td>959920</td>
<td>31677360</td>
</tr>
<tr>
<td>2</td>
<td>874</td>
<td>816</td>
<td>713184</td>
<td>24248256</td>
</tr>
<tr>
<td>3</td>
<td>904</td>
<td>714</td>
<td>645456</td>
<td>20654592</td>
</tr>
<tr>
<td>4</td>
<td>1020</td>
<td>670</td>
<td>683400</td>
<td>22552200</td>
</tr>
<tr>
<td>5</td>
<td>1224</td>
<td>641</td>
<td>784584</td>
<td>26675856</td>
</tr>
<tr>
<td>6</td>
<td>918</td>
<td>568</td>
<td>521424</td>
<td>17206992</td>
</tr>
<tr>
<td>7</td>
<td>1064</td>
<td>787</td>
<td>837368</td>
<td>29307880</td>
</tr>
<tr>
<td>8</td>
<td>758</td>
<td>685</td>
<td>519230</td>
<td>18173050</td>
</tr>
</tbody>
</table>

Fig. 1: Google map 2021. [Location of study area Kurtboğazı dam reservoir], Ankara Turkey, 40°16’ 10.92” N, 32°42’2.16” E, Google Earth.
Conservation of mass forms the basic fundamental foundation of the Water Quality Analysis Simulation Program WASP theory. The simplest form of writing the mass would be Input system + production = out of the system. A lake or river can be considered a tank reactor and based on that idea the mass balance equation is (Wool et al. 2017):

\[ Q_0 \cdot C_A + r_A \cdot V = Q_0 \cdot C_A + \frac{dN_A}{dt} \]  \( \ldots (1) \)

From eq. 1, the \( Q_0 = \) inflow \( (L^3 \cdot T^{-1}) \), \( Q_A = \) Outflow \( (L^3 \cdot T^{-1}) \), at the left side of the equation it refers to \( C_A = \) concentration of \( (A) \) inflow \( (M \cdot L^{-3}) \), \( Q \cdot C_A = \) concentration of \( (A) \) in outflow \( (M \cdot L^{-3}) \), \( r_A = \) rate at which substances are produced.

### Table 2: Model result for state variables at segments 1, 2, and 8 with statistical tests for calibrating simulated results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature °C</td>
<td>1</td>
<td>15</td>
<td>18.7</td>
<td>15.4</td>
<td>13.6</td>
<td>13</td>
<td>0.93</td>
<td>4.3</td>
<td>&lt;88</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.7</td>
<td>19.1</td>
<td>15.1</td>
<td>13.2</td>
<td>13.1</td>
<td>0.96</td>
<td>4.1</td>
<td>&lt;72</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>12.8</td>
<td>17</td>
<td>15.8</td>
<td>11.6</td>
<td>11</td>
<td>0.91</td>
<td>2.5</td>
<td>&lt;40</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>250</td>
<td>242</td>
<td>26</td>
<td>63</td>
<td>60</td>
<td>0.97</td>
<td>35.4</td>
<td>&lt;86</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>525</td>
<td>521</td>
<td>189</td>
<td>60</td>
<td>56</td>
<td>1</td>
<td>129</td>
<td>&lt;33</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>545</td>
<td>543</td>
<td>376</td>
<td>73</td>
<td>62</td>
<td>0.96</td>
<td>80</td>
<td>&lt;23</td>
<td>1.78</td>
</tr>
<tr>
<td>Nitrate ((mg.L^{-1}))</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8.1</td>
<td>8.7</td>
<td>8.5</td>
<td>0.86</td>
<td>1.7</td>
<td>&lt;22</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9.8</td>
<td>9.7</td>
<td>9.2</td>
<td>8.6</td>
<td>8.7</td>
<td>0.97</td>
<td>1.2</td>
<td>&lt;20</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8.3</td>
<td>8.2</td>
<td>8.5</td>
<td>8.9</td>
<td>9</td>
<td>0.93</td>
<td>0.9</td>
<td>&lt;15</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.67</td>
<td>1.7</td>
<td>1.76</td>
<td>1.85</td>
<td>1.83</td>
<td>0.97</td>
<td>0.4</td>
<td>&lt;31</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.87</td>
<td>2.05</td>
<td>2.07</td>
<td>2.11</td>
<td>2.13</td>
<td>0.98</td>
<td>0.6</td>
<td>&lt;24</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.49</td>
<td>0.51</td>
<td>0.53</td>
<td>0.53</td>
<td>0.54</td>
<td>0.92</td>
<td>1.4</td>
<td>&lt;66</td>
<td>0.69</td>
</tr>
<tr>
<td>Chlorophyll ((µg.L^{-1}))</td>
<td>1</td>
<td>2.09</td>
<td>2.5</td>
<td>2.56</td>
<td>2.93</td>
<td>2.98</td>
<td>0.97</td>
<td>0.24</td>
<td>&lt;12</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.1</td>
<td>2.42</td>
<td>2.68</td>
<td>2.7</td>
<td>2.6</td>
<td>0.96</td>
<td>0.2</td>
<td>&lt;12</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.14</td>
<td>2.4</td>
<td>2.7</td>
<td>2.8</td>
<td>2.8</td>
<td>0.98</td>
<td>0.7</td>
<td>&lt;40</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>220</td>
<td>231</td>
<td>316.7</td>
<td>337</td>
<td>340</td>
<td>0.98</td>
<td>113.2</td>
<td>&lt;30</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>180</td>
<td>195</td>
<td>243</td>
<td>303</td>
<td>304</td>
<td>0.96</td>
<td>13.9</td>
<td>&lt;15</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>196.9</td>
<td>196.9</td>
<td>200.5</td>
<td>213</td>
<td>304</td>
<td>1</td>
<td>48.6</td>
<td>&lt;24</td>
<td>0.11</td>
</tr>
<tr>
<td>Ammonium ((mg.L^{-1}))</td>
<td>1</td>
<td>0.83</td>
<td>0.8</td>
<td>1</td>
<td>0.9</td>
<td>2.95</td>
<td>0.99</td>
<td>0.3</td>
<td>&lt;80</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>41</td>
<td>40</td>
<td>38</td>
<td>18.9</td>
<td>16.8</td>
<td>0.93</td>
<td>19.3</td>
<td>&lt;58</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>56</td>
<td>50</td>
<td>41</td>
<td>30.1</td>
<td>16.4</td>
<td>0.95</td>
<td>16</td>
<td>&lt;40</td>
<td>0.3</td>
</tr>
<tr>
<td>Total Kjeldahl nitrogen ((NH3/NH4))</td>
<td>1</td>
<td>159</td>
<td>168</td>
<td>221</td>
<td>372</td>
<td>410</td>
<td>0.98</td>
<td>47.6</td>
<td>&lt;18</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>177</td>
<td>181</td>
<td>199</td>
<td>380</td>
<td>400</td>
<td>0.88</td>
<td>112.6</td>
<td>&lt;63</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>149</td>
<td>156</td>
<td>209</td>
<td>380</td>
<td>384</td>
<td>0.99</td>
<td>11.3</td>
<td>&lt;11</td>
<td>0.04</td>
</tr>
</tbody>
</table>

(Table 2) also displays the calibration result between model and field measurements for the state variables. Using statistical tests as shown in the last four columns:
1. \( R^2 \) is a goodness-of-fit measure for linear regression models
2. \( RMSE \) is the Root mean square error between the measured and model result
3. \( MAPE \) is the Mean absolute percentage error between the measured and model result
\[ \frac{\partial (AC)}{\partial t} = \frac{\partial}{\partial x} \left( -u_x AC + E_x A \frac{\partial (C)}{\partial x} \right) + A \left( S_L + S_B \right) + A S_K \]  

... (2)

Where \( C \) is the concentration of water quality (g.m\(^{-3}\)), \( t \) is time in (day), \( u_x \) is the longitudinal velocity (m.day\(^{-1}\)), \( E_x \) is the longitudinal diffusion coefficient (m\(^2\).day\(^{-1}\)), \( S_L \) is the number of moles of a substance A.

\[ \frac{\partial c_b}{\partial t} = K_a \left( c_{sat} + c_6 \right) - k_d \left( \frac{c_6}{k_{BOD} + c_6} \right) c_1 - \frac{SOD}{D} + G_{p1} \left[ \frac{32}{12} + 4 \left( 1 - P_{NH3} \right) \right] c_4 - \frac{32}{12} k_{1R} c_4 \]  

... (4)

Where, \( C_6 = DO \) (mg.L\(^{-1}\)), \( C_5 = CBOD \) (mg.L\(^{-1}\)), \( C_{sat} = \) saturated concentration of DO (mg.L\(^{-1}\)), \( C_1 = \) ammonia-nitrogen (mg N L\(^{-1}\)), \( k_4 = \) de-oxygenation rate (day\(^{-1}\)), \( k_{BOD} = \) half-saturation constant for dissolved oxygen DO. \( D = \) depth of water (m), \( SOD = \) sediment oxygen demand (mg.m\(^{-2}\).day\(^{-1}\)), \( P_{NH3} = \) preference for ammonia term, \( k_a = \) re-aeration rate (day\(^{-1}\)), \( G_{p1} = \) phytoplankton growth rate (day\(^{-1}\)), \( C_4 = \) the phytoplankton biomass in carbon units (mg.C.L\(^{-1}\)), and \( k_{IR} = \) phytoplankton respiration rate (day\(^{-1}\)).
= the oxygen to carbon ratio = 32/12 (mgO₂, mg⁻¹.C⁻¹), k₅ = deoxygenation constant rate (day⁻¹), k₆ = nitrification constant rate (day⁻¹) and k₇ = algal respiration rate at 20°C (day⁻¹)

Phytoplankton phosphorus in eq. 6 the term c₄ represents the dissolved inorganic phosphorus which is taken up, stored, and converted to biomass during the growing phase of the phytoplankton (William 2002). Will be re-written to include the mass of phytoplankton after it undergoes respiration and death (Ranjith et al. 2019):

\[
\frac{\partial (c₄ \cdot a_{PC})}{\partial t} = \left( G_p D_p - D_p - \frac{V_s}{D} \right) a_{PC} \cdot c₄ \quad (7)
\]

Where aₚₚₚₚ is phosphorus to carbon ratio (mg P.mg⁻¹.C⁻¹), Gₚ₁ = phytoplankton growth rate (day⁻¹), Dₚ₁ = phytoplankton death rate (day⁻¹), Vₚₕ = phytoplankton settling velocity (m.day⁻¹), aₚₚₚₚ = Biomass in (mg) converted to both non-living inorganic ant of inorganic and organic matter. There is a connection between inorganic and organic phosphorus via a sorption-desorption mechanism, non-predatory mortality, and endogenous respiration return phosphorus to particulate organic form. Organic phosphorus is converted to dissolve inorganic phosphorus at a temperature-dependent mineralization rate. Non-living organic phosphorus must be decomposed by bacteria or mineralized into inorganic phosphorus before phytoplankton may use it, eq. 7 becomes (Ranjith et al. 2019):

\[
\frac{\partial (c₄ \cdot a_{PC})}{\partial t} = \left( a_{PC} \cdot D_p \left( 1 - f_{op} \right) \right) c₄ \quad (7)
\]

\[
- k₈₃ \left( \frac{c₄}{K_{mpc} + c₄} \right) c₈ - G_p a_{PC} \cdot c₄ \quad (8)
\]

Where c₃ = phosphate phosphorus (mg.L⁻¹), c₈ = organic phosphorus (mg.L⁻¹), f[op] = phytoplankton recycled to the organic phosphorus, k₈₃ = mineralization of dissolved organic phosphorus (day⁻¹), k₉₅ = the half saturation constant for phytoplankton (mg.CL⁻¹) and V₉₃ = organic matter settling velocity (m.day⁻¹).

However, in many research papers, ammonia is preferred in the form of ammonia nitrogen. The phytoplankton nitrogen is gained during growth and lost during death. The settling velocity Vₙₕ = settling velocity (m.day⁻¹) and Kₙ₅ = refers to the fact that for every mg of phytoplankton carbon consumed or lost there is an equivalent of nitrogen being generated so, there is nitrogen to carbon ratio = 0.25 mgN.mg⁻¹.C⁻¹ as shown in eq. 9 below (Ranjith et al. 2019):

\[
\frac{\partial (c₄ \cdot a_{nc})}{\partial t} = \left( G_p - D_pT - \frac{V_s}{D} \right) c₄ \cdot a_{nc} \quad (9)
\]

The process of respiration for the phytoplankton may use a fraction of nitrogen at the cell denoted by f_{on} is organic, while (1-f_{on}) is in the inorganic form of ammonia nitrogen. For the phytoplankton to be able to use nitrogen the latter must undergo a process of mineralization or what is known as decomposition by bacteria. Organic nitrogen (c₇) is acquired by phytoplankton death and dissipated by mineralization and settling, on the other hand, ammonia nitrogen (c₇) is acquired through the process of phytoplankton mortality and dissipated by nitrification & phytoplankton growth nitrate-nitrogen (c₂) is gained via nitrification and lost through phytoplankton growth and de-nitrification, eq. 10 below the display (c₇) or organic nitrogen, while (c₁) refers to ammonia nitrogen and (c₂) is nitrate nitrogen, (Ranjith et al. 2019):

\[
\frac{\partial (c₇)}{\partial t} = D_p (a_{nc} \cdot f_{on}) c₇ - K₇₁ \left( \frac{c₄}{k_{mpc} + c₄} \right)
\]

\[
- \left( \frac{V_s (1 - f_{d7})}{D} \right) c₇ \quad (10)
\]

The equation for (c₁), and (c₇) shall be presented below in eq.11 and eq.12 (Ranjith et al. 2019):

\[
\frac{\partial (c₁)}{\partial t} = D_p a_{nc} (1 - f_{on}) c₁ - K₇₁ \left( \frac{c₄}{k_{mpc} + c₄} \right) c₇
\]

\[
- k₁ \partial \left( \frac{c₆}{k_{nit} + c₆} \right) c₁ - G_p a_{nc} p_{NH₃} \cdot c₄ \quad (11)
\]

\[
\frac{\partial (c₂)}{\partial t} = k₁₂ \partial \left( \frac{c₆}{k_{nit} + c₆} \right) c₁ - G_p a_{nc}
\]

\[
p_{NH₃} \cdot c₄ - k₂ D \left( \frac{k_{NO₃}}{K_{NO₃} + c₆} \right) c₂ \quad (12)
\]

Where (c₁)= organic nitrogen (mg.L⁻¹), (c₇)= ammonia nitrogen (mg L⁻¹), (c₉₅)= nitrate nitrogen (mg.L⁻¹), f_{on}=dead phytoplankton recycled ON, K₇₁ = The ON mineralization rate (Day⁻¹), f_{op} = Fraction of dissolved organic nitrogen, k₉₅ = Michaelis value for ammonia preference (µgN.L⁻¹), k₉₅ = half saturation constant for phytoplankton limitation of phosphorous recycle (mgCL⁻¹), K₉₅ = half saturation constant of oxygen de-nitrification (mgO₂L⁻¹), kₙ₁₂ = nitrification rate (day⁻¹) and kₙ₂ = Denitrification rate (day⁻¹). The WASP8 model also takes into account the temperature effect for all first-order reactions in the model by eq. 13.
\[
K (T) = k (20) \theta^{T-02} \quad \ldots(13)
\]

Where \(K (T)\) = the reaction rate (day\(^{-1}\)) at temperature \(T (\degree C)\) and \(\theta\) = the temperature coefficient for the reaction.

**Modeling Kurtboğazı Reservoir**

According to the information obtained from the ASKI report, field data was collected at specific locations at the monitoring stations in the Kurtbogazi dam (ASKI 2021), and physico-chemical properties of water at the stations were provided by ASKI: K1, K2, K3, K4, and K5. This data was for one year which included the surface and sediment analysis at some stations. According to ASKI, the sampling frequency was weekly, and the method of sampling was according to Standard Methods for the Examination of Water and Wastewater (ASKI 2021). The simulation program WASP8 is generally based on the principle of mass conservation as viewed in eq. 2. This principle requires that the mass constituent being investigated must be accounted for, and the model traces each water quality constituent from the point of spatial and temporal input to its final point of export, conserving mass in space and time. To accomplish this task, there are important input data that must be defined by the user: Simulation and output control, model segmentation, advective portraying the transfer of matter and initial concentrations (Ray et al. 1996), boundary concentrations, waste loads, kinetic parameters, and constants. The simulation model will be tracking the movement and transformation of environmental parameters that are involved in the interaction of the Kurtboğazı reservoir. These parameters are Biological oxygen demand BOD (Kali & Gungör 2020) which measures the potential of water to deplete the oxygen. In other words it's the amount of dissolved oxygen needed by aerobic biological organisms in a body of water to break down organic material present in as total kjeldahl nitrogen (TKN) is essential for living organisms to function and excess amount of these nutrients cause eutrophication and oxygen depletion; total phosphorus (TP) levels provides reliable information on the water body quality and trophic state; nitrate (NO\(_3^-\)) if the water body has exceeded nitrate this will eventually cause eutrophication and plant bloom, this large amount of plant growth depletes oxygen from the water and negatively affecting aquatic life; phytoplankton (Chlorophyll a) monitoring chlorophyll levels is a direct way of tracking algal growth and insuring it does not exceed permissible levels and lead to algae bloom; dissolved oxygen (DO) it is a key factor to determine the health state of a water body; ammonium (NH\(_4^+\)) are monitored as increased concentrations of ammonium can enhance the growth of algae and aquatic plants the bacteria can also convert high ammonium to nitrate (NO\(_3^-\)) in the process of nitrification, which lowers dissolved oxygen. There are also other data requirements to be entered before running the model, for example, the weather parameters in the form of air temperature, dew point, wind speed, and solar radiation, (Ankara Çubuk Turkey Weather History 2020).

As explained earlier the model is a set of expanded control volumes, or “segments,” that together represent the physical configuration of the water body. These segments are provided to help users interpret and predict water quality responses to natural phenomena and man-made pollution for various pollution management decisions since WASP is a dynamic compartment where individual compartments can interact with each other and undergo dynamic remodeling for aquatic systems, including both the water column and the underlying benthos (Ambrose 2017 and ). The Kurtboğazı reservoir is divided into 8 segments (Fig. 2) for the surface layer. However, these segments will have a subsurface layer below them as part of the water column. Also, there is the surface benthic and subsurface benthic that make up the sediment bed. The total number of segments will be 16. For each segment surface and subsurface, water dimensions with areas and volumes are given in (Table 1). The same concept was also applied to sediment beds for surface and subsurface benthic, based on the segment division in (Fig. 2). The dimensions were derived in length and width and the last two columns are for the area and volume of each segment, as listed in (Table 1). These dimensions are required to be entered into the model as part of the input procedure.

**Execution of Model and Development of Results**

Our selected simulation period for this work is from 1/1/2019 to 1/1/2020, the reason for selecting this date is because the available data that was sent from ASKI was at this time frame, according to the municipality of Ankara Water and Sewerage Administration –ASKI (2021), Alttin et al. (2010), and Tozsın et al. (2015) there are two inlet points to Kurtboğazı reservoir as shown in (Fig. 1), known as Kurt and Pazar. These will represent segment 1 and segment 2 in the model respectively. The discharge point from Kurtboğazı is the Dam point which corresponds to segment 8 in the model. The reason for selecting these specific segments is because they correspond to effective location points such as inlet and outlet points at the reservoir. As for the remaining observation stations, they correspond to other segment numbers as presented in (Fig. 2). Observation stations K1, K2, K3, K4, and K5 represent segment 8, segment 7, segment 5, segment 2, and segment 1 respectively. However, our work will focus on segments 1, 2, and 8 as mentioned earlier.

The adopted mathematical modeling approach was subjected to a thorough calibration before its use for determining the sediment oxygen demand, with this intention. The results
Along the Kurtboğazı reservoir it was divided into sectors of rectangles in order to calculate the total area for each segment as it’s a requirement and part of the input for the simulation model program.

From K1 to K5 are location points of measurement stations at the site of Kurtboğazı reservoir.

Fig. 2: Google map of Kurtboğazı reservoir with segments, Ankara Turkey, 40°16'10.92” N, 32°42'2.16” E, Google Earth, date accessed 1/3/2021, google.com/maps.
obtained from a series of calibration runs were compared with prescribed sets of field measurements. The purpose of executing calibration trials for specified periods was to find a suitable combination of numerical values for the model parameters and hence to obtain an acceptable match between model predictions and field data. The results of calibration were checked using statistical tools such as constrained regression analysis and the root mean of the square error will be presented in the results section. The calibration parameters based on total phosphorus, total Kjeldahl nitrogen, CBOD, and dissolved oxygen that was used are presented in (Table 2). However, it’s important to point out that calibration is not limited to the above-mentioned parameters, it may include other state variables depending on the existing conditions of the water to be simulated.

**Modeling Sediment Oxygen Demand (SOD)**

After calibration of the model, the work will focus on the simulation of the sediment oxygen demand SOD model, as it’s the rate at which dissolved oxygen is removed from the water column in surface water bodies due to the decomposition of organic matter at the bottom sediments, and it includes both the respiration rates of benthic communities and the chemical oxidation of reduced substances in the sediment. Since there is no available data on laboratory tests for the sediment at the Kurtboğazı reservoir we model the SOD then for the calibration of the result an equation was used by Sharma (2012). Sediment oxygen demand SOD is the rate at which dissolved oxygen is removed from the water column in surface water bodies due to the decomposition of inhibited organic matter at sediment, and it includes both the respiration rates of benthic communities and the chemical oxidation of reduced substances in the sediment, several factors affect the SOD rate, such as sediment age, surface area, depth of deposit, temperature, water velocity, and chemical and biological differences (Chen & Lung 2012) and (Fig. 3) is a conceptual drawing of the SOD and at sediment and water column. Since there are no available
data of laboratory tests for the sediment at the Kurtboğazi reservoir we are going to first model the SOD using the calibrated water quality model developed in this work then for the calibration of the result alternative steps are to be taken which will be explained in the following paragraphs, according to (Sharma 2012) the sediment oxygen demand could be calculated from the Total organic carbon (TOC) using the equation 14 (Sharma 2012).

\[
\text{SOD (g m}^{-2} \text{ day}^{-1}) = 0.0302 \cdot \text{TOC} + 0.0845 \quad \ldots (14)
\]

Using the result from our model for TOC and applying it to eq. 14 and the results of segments 1, 2, and are given in (Table 3).

RESULTS

Kurtboğazi Dam Reservoir Simulation Model

The novelty of this work is to do with the fact that this simulation tool has not been used before for the Kurtboğazi reservoir water quality monitoring program, in general. This study focuses on anoxic and oxygen depletion due to stratification (Mahmud 2009) and sediment oxygen demand which increase in the summertime.

However, of the utmost important point to be emphasized at this stage is the difficulty I endured in the process of acquiring the data from the official institute in Turkey regarding one year of Kurtboğazi reservoir field data, obtained from the observation stations controlled by ASKI, for that I had to undergo a complex, lengthy and very exhausting process, having said that I consider myself lucky to even be able to obtain these data, and, in defense for the forthcoming situation regarding the limited availability of field data, there may be two directions of arguments: the first was initially confirmed by the ASKI official institute that in the last five years, the conventional data has been consistent, and no unusual or out-of-date data has been observed. Several additional parameters were employed in the model’s calibration process, and the findings are shown in (Table 2). The results provided excellent variance in the dependent variable with readily available field data.

Once the model was executed, it was subjected to a thorough calibration before its use for determining the sediment oxygen demand. With this intention, the results obtained from a series of calibration runs were compared with prescribed sets of field measurements. The results of calibration were then checked using statistical tools as presented in (Table 2) of the model. Results starting from May to the end of the year 2019 included all the state variables: temperature, nitrate, dissolved oxygen, total phosphorus, chlorophyll-a, total Kjeldahl nitrogen, CBOD, and ammonium at segments 1, 2, and 8. The last four columns are applying the statistical analysis methods to check the accuracy of model results with actual measured data from the site, the first method used is R squared \( R^2 \) which is a statistical measure of how close the data are to the fitted regression line between measured field data and the model result and from (Table 2) our range for the state variables is between 0.86 and 1.0 according to (Moriasi et al. 2007), higher values indicating less error variance and are acceptable, inspection of (Table 2) Root mean square error RMSE is the root mean square error of approximation its absolute measure of fit, our range result for RMSE from 0.2 to129 according to (Mielke & Berry 2001, U.S. EPA 2003) and (Burger et al. 2008) RMSE has no clear interpretation or related measures, and therefore calibration of our model will not be based on these techniques, the column of mean absolute percentage error MAPE resulting to be a very large value even though the model appears to fit the data well, this is because MAPE divides the absolute error by the actual data when the values are at times closer to 0 can greatly inflate the result of MAPE. The last column of (Table 2) is the relative error RE between simulated and measured data. RE are all less than 1 which indicates good results according to Hazewinkel (2001). Except for the Nitrate which is: 1.86, 1.52, and 1.78 for segments 1, 2, and 8 respectively. So, another test was performed only on this data of nitrate to ensure the model results are performing well since the \( R^2 \) for Nitrate

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>July</td>
<td>0.94</td>
<td>0.11</td>
<td>0.52</td>
<td>July 1</td>
<td>0.12</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aug.</td>
<td>0.96</td>
<td>0.11</td>
<td>0.42</td>
<td>Aug. 1</td>
<td>0.12</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sept.</td>
<td>1.18</td>
<td>0.12</td>
<td>0.4</td>
<td>Sept. 1.26</td>
<td>0.12</td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oct.</td>
<td>1.24</td>
<td>0.12</td>
<td>0.39</td>
<td>Oct. 1.24</td>
<td>0.12</td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nov.</td>
<td>1.24</td>
<td>0.12</td>
<td>0.39</td>
<td>Nov. 1.24</td>
<td>0.12</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4: Statistical test $R^2$ for SOD model and SOD equation. (A) $R^2 = 0.63$ calibration result for segment 1, (B) $R^2 = 0.91$ calibration result for segment 2, (C) $R^2 = 0.94$ calibration result for segment 8.

The results of NSE for the state variable of nitrate were 0.9, 0.84, and 0.92 for segment 1, segment 2, and segment 8 respectively, according to Moriasi, 2007 NSE > 0.75 is very good.

In (Table 2) of the model, the result starting from May to the end of the year 2019 for the state variables include temperature, nitrate, dissolved oxygen, total phosphorus, chlorophyll-a, total Kjeldahl nitrogen, CBOD, and ammonium at segments 1, 2, and 8. The last four columns are used to show the results of calibrating the model results with actual data obtained from the site. By applying statistical techniques, we can determine the accuracy and apply the statistical analysis methods to check the accuracy of model results with actual measured data from the site. The first method used is $R^2$. 
squared ($R^2$). Our range for the state variables is between 0.86 and 1.0 and the second test from (Table 2) was the Root mean square error (RMSE), which is the root mean square error of approximation. The last column of (Table 2) is the relative error RE between simulated and measured data, RE is all less than 1 except for the Nitrate which is: 1.86, 1.52, and 1.78 for segments 1, 2, and 8 respectively. So, another test was performed only on this data of Nitrate to ensure the model results are performing well since the $R^2$ for Nitrate results is high. The results of NSE for the state variable of nitrate were 0.9, 0.84, and 0.92 for segment 1, segment 2, and segment 8 respectively. The simulation process of the Kürthropaşı dam reservoir does not require daily input to the WASP8 system. As mentioned before, there are certain requirements of input data as part of the configuration pattern to build the system representing the actual state case and circumstances for Kürthropaşı reservoir. In addition to this, the user may have an allowance of daily prediction outcomes from the simulation model of different state variables depending on the initial purpose of the model.

**Sediment Oxygen Demand (SOD)**

Since there is no available data for sediment oxygen demand SOD at the site, we need to ensure that our model result is representative of SO. At the site we used an equation from Sharma (2012) (eq. 11). The results are presented in (Table 3) for segments 1, 2, and 8 respectively, and displayed in (Fig. 4). However, the next step would be the calibration of results using $R^2$ and RE to compare the SOD model and SOD from the equation with results in (Table 4) and (Fig. 5).

The model successfully simulated the sediment oxygen demand and the results which display high values for $R^2$. For segment 1, the $R^2$=0.63, segment 2 the $R^2$=0.91, and for segment 8 the $R^2$=0.94. The reason that $R^2$ is much lower in segment 1 than in the other locations could be because segment 1 is the inlet point arriving from the İnceğez tunnel to Kürthropaşı reservoir and there could be unaccounted nutrients that are entering the reservoir and causing the different SOD values. According to Santhi et al. (2001) and Van et al. (2003) values of $R^2$ greater than 0.5 are considered acceptable.

**Internal Nutrient Loading**

The model also simulated other phenomena occurring at sediment that contributed to increased levels of SOD at segment 8 or the measuring station at site K1. An overall dissolved oxygen deficiency at the water column, as in internal phosphorus from anoxic sediments, affected water column nutrient concentrations and ratios of total nitrogen over total phosphorus or TN: TP at the reservoir, in that perspective another parameter $PO_4$ flux to the water column in (mg P m$^{-2}$ day$^{-1}$) would increase the internal loading release and thus decrease DO at the reservoir. Nutrient flux rates from the sediment represent the net result of various microbiological, chemical, and hydrodynamic processes. This cycle coincides with the development of anoxia in the overlying water. Phosphorus release involves the development of anoxia in the water column, resulting in the creation of reducing conditions in the sediments, with associated changes in the iron-phosphorus complexes, in an oxidizing environment. Iron is in the insoluble ferrous form and the formation of iron in the soluble ferric form with the release of bound phosphorus is usually marked by the development of anoxia condition. These results are in line with previous results (Dunalska et al. 2004) all the ratios of TN: TP is based on the model result presented in (Table 5). Internal Phosphorus from anoxic sediments affected water column nutrient (ElçI et al. 2008) concentrations and ratios of total nitrogen to total

---

**Table 4: Statistical tests of $R^2$ and RE used to describe accuracy between the SOD model and SOD equation.**

<table>
<thead>
<tr>
<th>Diagenesis Model</th>
<th>Segment</th>
<th>$R^2$</th>
<th>RE relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sediment oxygen demand SOD</td>
<td>Segment 1</td>
<td>0.63</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>Segment 2</td>
<td>0.91</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Segment 8</td>
<td>0.94</td>
<td>0.61</td>
</tr>
</tbody>
</table>

**Table 5: Ratio of total nitrogen to total phosphorus simulated by the model at segment 8.**

<table>
<thead>
<tr>
<th>Month</th>
<th>TN</th>
<th>TP</th>
<th>Ratio=TN:TP ratio</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>156</td>
<td>50</td>
<td>3</td>
<td>Ratio&lt;9 N limited</td>
</tr>
<tr>
<td>8</td>
<td>209</td>
<td>41</td>
<td>5</td>
<td>Ratio&lt;9 N limited</td>
</tr>
<tr>
<td>9</td>
<td>380</td>
<td>30.1</td>
<td>13</td>
<td>&lt;9 Ratio &lt;22</td>
</tr>
<tr>
<td>11</td>
<td>384</td>
<td>16.4</td>
<td>23</td>
<td>Ratio&gt; 22 P limited</td>
</tr>
</tbody>
</table>
The increase of sediment oxygen demand (SOD) during the summer in correlation with stratification occurring at the same time period which decrease the dissolved oxygen at segment 8.

Fig. 5: SOD from the model at Kurtboğazı dam for the segments 1, 2 and 8. (A) display the SOD of segment 8 being higher than in segment 1 and 2 specifically in the summer time with an increase of SOD due to stratification. (B) significantly show highest SOD cause lowest values in dissolved oxygen at water column.
phosphorus or ratio of TN: TP at the reservoir (Benoit et al. 2006) and (Nikolai & Dzialowski 2014): If TN: TP ratio > 22 indicates Phosphorus limitation. TN: TP ratio <9 indicates Nitrogen limitation and if 9< TN: TP ratio<22, it indicates P and N co limitation. As the temperature disparity between the warmer layer above and the cooler layer below increases in the late summer, the thermocline, a layer of water more frequently observed in a big body of water, decreases.

**Model Validation**

Calibration always trains the model for certain hydrological conditions, which are those resembled by the observed data. When used in so-called “out of sample settings,” i.e., hydrological conditions that differ considerably from those referred to in calibration, the model may offer less desirable results in terms of what resulted from calibration. This is a key practical issue that may have a detrimental influence on the reliability of engineering design, because of the uncertainty that affects hydrological models, validation is always important in model simulation design. After calibration and before utilizing it in reality, the literature has proposed more extensive validation techniques, such as cross-validation applications. This type of testing is known as validation. The word validation is often used in hydrology and environmental modeling to describe a technique for examining the performance of simulation and/or forecasting models. In the scientific environment, the word validation has a broader definition that includes any method that aims to test a procedure’s capacity to fulfill a certain scope. In other words, it’s the degree needed for the model’s intended purpose or application, and this is achieved by determining the representative output of our simulation model. This is achieved by tracing the intermediate results and comparing them with observed outcomes. This method involves investigating the intermediate interaction between key variables in the system. In our case, the dissolved oxygen and sediment oxygen demand is selected as it has a high influence on the overall system. By utilizing the correlation coefficient we trace the correlation of SOD DO, temperature, and chlorophyll a with other state variables and compare with the outcome, to reach this notion Pearson’s coefficient was used to measure validity, its correlation is widely used to validate the strength of an existing linear relationship between variables, and it assesses the linear relationship between quantitative variables (Zhuhua et al. 2019, Ernst et al. 2009). Pearson’s correlation coefficient is a way of determining if two variables have a close relationship, it is defined as the quotient of the covariance and the standard deviation of two variables as shown (Table 6) shows the outcomes of the calculations, the segment that was selected is segment 8, the reason for this choice is due to the fact segment 8 represents the discharge point from the reservoir and according to site field data it’s the critical point where the seasonal stratification and oxygen depletion occurs seasonally. The sediment oxygen demand has a high correlation with dissolved oxygen, temperature total phosphorus, and nitrate, and this result is confirmed by many studies earlier that nutrients can increase eutrophication and later on increase SOD (Mackenthun et al. 1999, Micelis et al. 2005, Belo et al. 2008, Rong et al. 2016). Dissolved oxygen is correlated with a SOD of 0.77 and temperature of 0.79 this is in accordance with previous studies (Lantrip et al. 1987, Hupfer & Lewandowski 2008, Sharma 2012, Wei-Bo et al. 2012, Akomeah & Lindenschmidt 2017). The DO and the nutrients’ total phosphorus (0.66), and nitrate (0.65), have a moderate association. Previous studies supported this finding (Lindenschmidt et al. 2009, Rong et al. 2016, Bierlein et al. 2016, Julie & Lindenschmidt 2017), as given in (Table 6) there is also a weak correlation between dissolved oxygen and chlorophyll 0.28 (Chen et al. 2019) and a high correlation between dissolved oxygen and sediment oxygen demand 0.77 while the CBOD and dissolved oxygen are negatively highly correlated -0.70 (Oskar et al. 2020), which is often observed the inverse strong relation between CBOD and dissolved oxygen (Chowdhury et al. 2014, Lindenschmidt et al. 2017, Chai & Draxler 2014). Our model was validated based on the concept of using Pearson’s correlation coefficient and the

<table>
<thead>
<tr>
<th>State variables</th>
<th>Sediment oxygen demand</th>
<th>Dissolved oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolved oxygen</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.89</td>
<td>0.66</td>
</tr>
<tr>
<td>Total Phosphorus</td>
<td>0.89</td>
<td>0.65</td>
</tr>
<tr>
<td>NO₃</td>
<td>0.96</td>
<td>-0.70</td>
</tr>
<tr>
<td>CBOD</td>
<td>-0.68</td>
<td>-0.28</td>
</tr>
<tr>
<td>Chlorophyll a</td>
<td>-0.7</td>
<td></td>
</tr>
<tr>
<td>Sediment oxygen demand</td>
<td></td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 6: Application of Pearson correlation to variables at segment 8.
The model clearly simulated successfully the changes and differences occurring in the water density curve which led to seasonal stratification that is occurring during the summer season.

During the stratification the decrease in dissolved oxygen in the oxygen curve

The model simulated is shown in (Fig. 8). At observation station K1 or segment 8 in the model, the impact of anoxic conditions on the SOD and fluxes for ammonium, nitrate, and state variables in the model, which we checked and validated with previous research.

**DISCUSSION**

As stratification is a process of generating thermal layers in a reservoir or a lake in summertime, the water temperatures at the upper layer become warmer while the bottom layer is colder. This leads to an increase in the differences in the temperatures between the upper layer and bottom layer. In the case of temperature differences, it results in differences in densities, thus resulting in thermal stratification (Mahmoud 2009, Şebnem 2008), the recurrence was successfully simulated by our model as presented in (Fig. 6). According to previous research (Chen et al. 2019, Jin et al. 2006, 1998, Pan et al. 2009, Schlezinger 2010, Testa et al. 2013, Haan et al. 1995). From the simulation result of our model and by examining (Fig. 7), we conclude that with increasing total phosphorus and peak maximum value of total phosphorus; water temperature; Nitrate; dissolved oxygen corresponded to the highest SOD value.

Mineralization of nitrogen includes the processes by which organic compounds are decomposed and converted to ammonium and nitrate. The formation of complex nitrogen compounds occurs due to their assimilation and immobilization. The major nitrogen-related processes that occur in the aquatic environment are ammonification, nitrification, and denitrification.

The model simulated is shown in (Fig. 8). At observation station K1 or segment 8 in the model, the impact of anoxic conditions on the SOD and fluxes for ammonium, nitrate, and
phosphorus is shown in graph 8 (A) of nitrate benthic flow and the negative sign indicates the movement of nitrate from the water column to sediment in summer at station K1 or segment 8 for the same graph 8 (B) PO₄ benthic flux displayed a seasonal cycle with elevated fluxes in the spring and summer and reduced fluxes in the fall. Reaching a minimum in the winter, this cycle coincides with the development of anoxia in the overlying water. Finally, the examination of graph 8 (C) displaying the dissolved inorganic phosphorus benthic flux, shows an increased movement of available phosphorus from sediment to the water column as anoxic conditions rise in summer and ammonium benthic flux variability is observed in spring and summer. On the whole, the reduction in flux to sediment in summer reflects a temperature or biological community dependency.

Our model displays (Table 5) the TN: TP ratio shift from N limited during the summer to P limited at the beginning of winter, and the results are in accordance with previous
There is a correlation between SOD and Nitrate up to 93% which indicate that an increase in nutrients increase the consumption of oxygen that led to increase in SOD.

We calculated a correlation of up to 95% between SOD and DOC. The organic waste is decomposed by bacteria that removes the O₂ and increase SOD.

LEGEND FIGURE 7 (C)
- Nitrate at segment 8
- Sediment oxygen Demand at Segment 8

LEGEND FIGURE 7 (D)
- Dissolved organic C Segment 8
- Dissolved organic C Segment 2
- Dissolved organic C Segment 1
- Sediment oxygen demand at Segment 8
- Sediment oxygen demand at Segment 1

Fig. 7: (continue) the state variables that influence the sediment oxygen demand according to our model simulation result.

of river water quality and temperature evolution, a full hydrodynamic and water quality model has been developed to estimate complicated temporal relationship situations in each of the physical processes that exist in real-life environments. Kinetic equations, for example, are physical processes, to this end, tributaries, abstractions, and heat fluxes are provided to simulate the yearly change in water depth, discharge, and temperature. A finite difference method was used to solve the resultant system of equations volume composition that promotes consistent and conservative performance solutions across all flow regimes.

- The suggested model may correctly and reliably depict the reality of the interactions between hydrodynamics and quality parameters after it is thoroughly calibrated and validated, as a result, the integrated model can estimate water quality in a variety of settings, this tool may be valuable to the entities delivering this service since it will allow them to decrease and accurately identify the placement of the quality measurement stations.

CONCLUSION
- As a valuable numerical tool for numerical modeling research (Jensen & Anderson 1992 & Rahman et al. 2008). Internal P can build up in the hypolimnion and help to lower TN: TP ratios and potentially create N limiting conditions in the epilimnion, this was confirmed by previous studies that have similarly shown that internal Phosphorus loading can play an important role in late season P concentrations and algal blooms (Bierlein et al. 2016, Coppens et al. 2020). The increase of N₂ gas in the water column during the stratification phase, which explains why the N was limited for the TN: TPN ratio at that time, can be seen as another significant signal from the results of the simulated model by examining the denitrification flux from sediment in (Fig. 9). Finally, the curve in (Fig. 10) explores the DO probability for segment 8, showing in detail that dissolved oxygen below 2 (mg.L⁻¹) was only less than 3 percent of the time during the anoxic period and this is in alignment and accordance with field results from ASKI (2021).
The effect of anoxic conditions on nitrate benthic flux causes the movement of nitrate from the water column to sediments in summer at station K1 or segment 8, regarding the PO$_4$ benthic flux at seasonal cycle with elevated fluxes in the spring and summer and reduced fluxes in the fall, reaching a minimum in the winter. This cycle coincides with the development of anoxia in the overlying water.

- As for the effect of anoxic conditions on inorganic phosphorus benthic flux, it increases the movement of available phosphorus from sediment to water column as anoxic conditions rise at summer.

Fig. 8: The effect of anoxic conditions on the SOD and fluxes for ammonium, nitrate, and phosphorus at observation station K1 or segment 8 in the model.
The period of high denitrification and increase of N₂ gas occurring at anoxic phase and affecting the TN: TP ratio by causing nutrients to be N limited as shown in (Tab.5)

Fig. 9: Denitrification flux at anoxic phase from sediment to water column at segment 8.

Fig. cont....
Fig. 10 A: Probability curve and simulated model result for dissolved oxygen for all segments of the model.

LEGEND FIGURE 10 (A)
- Dissolved Oxygen at Segment 1
- Dissolved Oxygen at Segment 2
- Dissolved Oxygen at Segment 3
- Dissolved Oxygen at Segment 4
- Dissolved Oxygen at Segment 5
- Dissolved Oxygen at Segment 6
- Dissolved Oxygen at Segment 7
- Dissolved Oxygen at Segment 8

Fig. 10 B: Probability curve and simulated model result for dissolved oxygen for all segments of the model.

LEGEND FIGURE 10(B)
- Calculating the probability of Dissolved Oxygen (mg L⁻¹) at segment 8

The probability curve for segment 8 which display the time the DO less than 3 (mg L⁻¹) during the anoxic period, which is in accordance to field data.
of available phosphorus from sediment to the water column as anoxic conditions rise in summer and ammonium benthic flux variability is observed in spring and summer. A general reduction in flux to sediment in summer reflects a temperature or biological community dependency - the period of high denitrification and increase of N₂ gas occurring at an anoxic phase and affecting the TN: TP ratio by causing nutrients to be limited as simulated by the model.

- In segment 8, there is a positive association between SOD and dissolved organic carbon, total phosphorus, temperature, and nitrate, which is evidenced by the anoxic situation and oxygen depletion that took place over the summer.

- The probability curve of DO dissolved oxygen for all segments had been simulated by the model. 50% of the time the lowest DO at the reservoir, was 3 (mg.L⁻¹) and the highest DO reach 5 (mg.L⁻¹), dissolved oxygen below 2 (mg.L⁻¹) was only less than 3 percent of the time.

- Our model was further validated using the Pearson correlation coefficient with results that were in accordance with previous research and model work, which confirmed the validity of our model results.
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**ABSTRACT**

Rice-cum-fish culture is a cost-effective practice for marginal farmers but the major constraint is the indiscriminate use of agrochemicals. Present work was designed to assess the genotoxic effects of rice agrochemicals in *Channa punctatus* (Experiment 1 CP1 to CP3) and *Cyprinus carpio* (Experiment 2 CC1 to CC3); using micronucleus, chromosome aberration, and single cell gel electrophoresis/Comet assay. Two experiments with three treatments (CP1/CC1: without pesticide; CP2/CC2: recommended doses; CP3/CC3: farmers’ dose) were maintained in triplicates. The presence of tail DNA and micronuclei depicted significant DNA damage (P<0.05) in all the treated fish. The mean percent frequency of MN showed significant (P<0.05) differences with respect to the initial. The chromosomal aberrations and mean frequencies of tail DNA (%) were significantly abundant in CP3 and CC3 indicating high a genotoxic effect. Keeping in view the low genotoxic effects, treatment of CP2 and CC2 with recommended doses of pesticides may be disseminated to farmers.

**INTRODUCTION**

Rice is crucial to worldwide food security serving as the principal ingredient in the everyday diets of around three billion individuals. Rice is the main food crop on the planet with upgraded varieties developed globally in a wide range of biological conditions and water systems (Tsuruta et al. 2011). Coordinated paddy cum fish cultivation can assume a significant part in contributing food, pay, and sustenance to the farmers and tackling their economic problems. However, the major constraint of this aspect is the indiscriminate and extensive use of pesticides. Farmers have become progressively dependent on exorbitant pesticides that may ultimately subvert the efficiency of agro-biological systems and influence the environment. Pesticide deposits deteriorate aquatic waters and are harmful to non-target life forms, thus making their way through the food chain undermining the environmental equilibrium and biodiversity.

Farmers are quite unconcerned about the environmental drawbacks of pesticides. The agrochemicals used in rice fields may be toxic to stocked fish tending to build up residues in fish tissue due to stability in the environment causing genotoxicity and oxidative stress. Genotoxicity is the ability of the agrochemicals (xenobiotics) to impair genetic information contained in the cell. Micronuclei are shaped during the telophase of mitosis or meiosis while reconstructing the nuclear envelope around the daughter cell’s chromosomes (Udroiu 2006). Genotoxic effects of pesticides (chlorpyriphos, imidacloprid, pretilachlor, cartap hydrochloride, lambdacyhalothrin) applied in rice fields can be evaluated through different biomarkers like evaluation of structural modifications in chromosomes, sister chromatid exchanges, micronucleus frequency, DNA adducts and breaks (Bombail et al. 2001). Among these biomarkers, comet, micronucleus, and chromosome aberration assays are simple, reliable, and less time-consuming. Chromosomal aberrations are the abnormalities of chromosomes such as end-to-end joining, stickiness and clumping, attenuation, chromatid break, acentric fragment, pycnosis, despiralization of chromosomes, erosion of chromatid material; occurring during the cell division due to physical, chemical or physiological factors. Comet assay is independent of chromosome number and does not require pre-treatment with chemicals like mitotic inhibitors. Therefore, it is the most frequent and recommended method to detect DNA damage in organisms including fishes. Owing to the importance of integrated fish culture, the present attempt was executed to assess the genotoxic effect of pesticide exposure on *Channa punctatus* and *Cyprinus carpio* in paddy-cum-fish culture.
MATERIALS AND METHODS

The suitable quality confirmation strategies for the preparation of samples, handling, and protection were done as per US EPA protocols without causing any damage to the test organism. All chemicals utilized were of scientific grade from Himedia, India.

Experimental Design, Seedling Transplantation, Stocking and Harvesting

Pusa Basmati 1121, a rice assortment of the 120-day term was utilized for the present study. Twenty days old rice seedlings were transplanted in rows, roughly 25-30 cm apart. Fish refugees were filled with water and stocking (1 fish 3 m²) of *C. punctatus* (15.50±0.40 g) and *C. carpio* (13±0.47 g) was done on the 25th day after transplanting the seedlings in respective experiments (Table 1). The experimental design and the use of agrochemicals were similar to Bhatnagar et al. (2021). Fish harvesting was done after a culture period of 85 days, 10 days before paddy harvesting. All treatment ponds were fertilized using urea and zinc sulfate monohydrate while pesticides and insecticides were sprayed uniquely in CP1-CP3 and CC1-CC3. Agrochemical exposure to treatment CP2 and CC2 was done with recommended doses, whereas in CP3 and CC3 dosage was according to farmers (they used these agrochemicals two to three times randomly to control paddy pests). To elucidate the genotoxic effect of paddy agrochemicals on fish in paddy fields micronucleus, chromosome aberration, and comet assays have been evaluated in the present studies.

Evaluation of Genotoxicity

The cell viability and count of the peripheral blood were checked utilizing a trypan blue dye exclusion test and hemocytometer to ensure enough number of live cells preceding the comet and micronuclei assay. The samples with 90% or more viability and a cell count of a minimum of 10⁶ cells mL⁻¹ proceeded for the tests.

Micronuclei test (Fenech et al. 2004)

A thin smear of collected blood samples was made on methanol-treated glass slides and air-dried overnight in sterilized conditions at room temperature. Fixed slides were stained with 2% Giemsa after air drying and were observed under Olympus CX-41 trinocular microscope at 40/100X magnification. Image acquisition of representative peculiarities just as control cells was finished with the assistance of Olympus Digital Camera (C-7070 Wide Zoom) for future records and study. Micronuclei frequency was determined as follows:

\[ \% \text{ Micronuclei (MN)} = \left( \frac{\text{Number of cells containing MN}}{\text{Total number of cells counted}} \right) \times 100 \]

Table 1: Experimental design and agrochemicals (fertilizers, pesticides, insecticides, and weedicide) used in paddy fields.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Commercial Name</th>
<th>Chemical Composition</th>
<th>Nature</th>
<th>Recommended doses/Acre</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Eifit 50 EC</td>
<td>Pretiachlor 50% EC</td>
<td>Herbicide</td>
<td>500 g</td>
</tr>
<tr>
<td>2.</td>
<td>Urea</td>
<td>46% Nitrogen</td>
<td>Fertilizer</td>
<td>40 kg</td>
</tr>
<tr>
<td>3.</td>
<td>Zinc sulfate monohydrate</td>
<td>Zinc 33% and Sulphur 15%</td>
<td>Fertilizer</td>
<td>10 kg</td>
</tr>
<tr>
<td>4.</td>
<td>Clorguard 20 EC</td>
<td>Chlorpyriphos 20% EC</td>
<td>Insecticide</td>
<td>1 Litre</td>
</tr>
<tr>
<td>5.</td>
<td>Pdan</td>
<td>Cartap Hydrochloride 4% EC</td>
<td>Pesticide</td>
<td>5 kg</td>
</tr>
<tr>
<td>6.</td>
<td>Bravo TM 5000</td>
<td>Lambdacyhalothrin 5%EC</td>
<td>Insecticide</td>
<td>25 kg</td>
</tr>
<tr>
<td>7.</td>
<td>Pulsor®</td>
<td>Thifluzamide</td>
<td>Insecticide</td>
<td>250 mL</td>
</tr>
<tr>
<td>8.</td>
<td>Parrymida</td>
<td>Imidacloprid 17.8%</td>
<td>Insecticide</td>
<td>150 mL</td>
</tr>
</tbody>
</table>
Chromosome Aberration Assay (Galloway 2000)

At the termination of the experimental period, five fish were randomly chosen from each treatment, and processed for chromosomal aberration assay for evaluating the effect of pesticide on fish chromosomes. Kidney tissue was extracted after injecting the test fish with 0.05% Colchicine. The tissue suspension was prepared in saline solution and fixed in chilled Carnoy’s fixative. The cell suspension was centrifuged, fixed repetitively, and finally, the cells of the pellet were suspended in a small amount of fixative. One / or two drops of this suspension were then dropped from a height of about 2 feet on a clean, grease-free slide, held in a slightly slanting position. The air-dried slides were stained with 4% Giemsa and scanned thoroughly under Olympus CX 41 trinocular microscope for well-spread metaphase plates. The selected plates were photographed by using Olympus C-7070 wide zoom camera at a magnification of 1000X. The frequency of chromosomal aberrations was scored. A standard control procedure was employed to determine the various types of chromosomal aberrations.

Single-Cell Gel Electrophoresis (SCGE)/Comet Assay (Tice et al. 2000)

0.2 mL blood was diluted with 0.5 ml PBS and coated gently on 0.5 mL of histopaque (Sigma) density gradients. Slides were prepared using 10,000 cells in 20 µl PBS mixed with 80 µl of 0.5% low melting point agarose (LMPA).

The DMSO (Dimethyl sulfoxide) was added to the lysing solution to prevent radical-induced DNA damage. Before electrophoresis, the slides were incubated in alkaline (pH>13) electrophoretic buffer for 30 minutes. Electrophoresis of microgels was done at 18V (0.7-1.0 Vcm⁻¹) for 20 minutes and the current was maintained at 300 mA (milliamperes) by raising or lowering the buffer level in the tank. This process was carried out in very dim light and at 4°C. Slides were then dehydrated in absolute methanol for 5-10 min. After the completion of neutralization, slides were kept on an aluminum tray and allowed to dry completely in an incubator at 50°C for 30 min. The staining solution (75 µl Ethidium bromide) was poured in 4-5 small, equally spaced droplets over the slides in such a way that it completely and uniformly covered the slides. This entire technique was performed under faint light to keep away from the photolysis and artefactual DNA harm. For comet visualization, two slides per sample and 50 comets per slide were scored. LUCIA Comet Assay™ image analysis software installed in Olympus Trinocular fluorescent research microscope CX-41 (having specific filters) attached with CCD camera at 10X objective was used in the present study. Visual scoring of comet cells (at least 100) was done by categorizing them into 4 classes and giving them scores of 1-4. For visualization of DNA damage, analysis was performed using the above-said image analysis system. It computed the integrated intensity profile for each cell, estimated the comet cell components, head, and tail, and evaluated the percentage of DNA in the comet head and tail, tail length, tail moment and tail inertia, etc.

Statistical Analysis

Analysis of variance (ANOVA) followed by Duncan’s multiple range test (Duncan 1955) for all the experiments was used to determine the significant variation between the different treatments. Statistical significance was settled at a probability value of P<0.05. All statistics were performed using SPSS Version 18.0 for Windows. LUCIA Comet Assay software was used for visual scoring of the comet cells.

RESULTS

Induction of Micronucleus (MN) or Micronuclei Frequency

The results of micronucleus (MN) analysis in erythrocyte of Cyprinus carpio and Channa punctatus reared in different treatments are summarized in Table 2 and Fig.1. There was
significant induction of MN in the erythrocyte of fish due
to exposure to different doses of agrochemicals applied in
treatments CP1-CP3 and CC1-CC3. Maximum doses of
carcides used in treatment CP3 induced MN frequency of
2.6% in blood erythrocytes of fish which was significantly
higher (P<0.05) as compared to MN frequency of 0.94% in
treatment CP2 in which recommended doses of carcides
were used and minimum frequency was observed in treatment
CP1 where no agrochemicals were used. The mean percent
frequency of MN in CC1 (0.436±0.098), CC2 (1.23±0.072),
and CC3 (2.46±0.027) showed significant differences at a
0.05 level with respect to the control group. The result further
depicted that the frequency of micronuclei increased with an
increase in the dosage of carcides.

**Chromosome Aberration**

Somatic metaphase depicted that the diploid number of
chromosomes in *C. punctatus* and *C. carpio* was 32 (2n=32)
and 100 (2n=100), respectively. The aberrations in the
diploid chromosome are stickiness, clumping, end-to-end
joining (non- homologous association), chromosome gap,
and precocious separation (Fig. 2). Results depicted that
the chromosomal aberrations were higher in CP3 and CC3
where the fish were stocked in paddy fields with paddy
agrochemicals as used by farmers.

Pycnosis (P) was characterized by differential staining of
chromosomal portions due to more condensation in
some regions due to the failure of other regions to condense
properly. Pycnosis was observed in CP3 and CC3. If the
centromere of chromatids of chromosomes got separated
precociously then the count of chromosomes was equal to 4X.

Precocious separation (PS) was not accompanied by spindle
apparatus and was observed in CP2, CP3, CC2, and CC3.
The centromeric region of a chromosome got elongated and
did not stain properly forming a centromeric gap. Chroma-
tid break and gap (CG) were observed in CP2, CP3, CC2,
and CC3. In a few metaphase plates of treated specimens,
some chromosomes were extraordinarily small, their arms
seemed thicker and smaller. This may be due to hypercoiling
or hyper-condensation, giving a stubby appearance to
chromosomes. Such stubbed arms (SA) were observed in
CP3, CC2, and CC3. A single or two chromosomal breaks
yielded an acentric fragment (AF) which was observed in
CP2, CP3, and CC3. Chromatin material was eroded due to
pesticide application. Erosion of chromatin material (EC)
was encountered only in CP3 and CC3. Stickiness among a
few chromosomal ends or clumping of all the chromosomes
was observed as a result of severe effects in certain cells due
to DNA depolymerization. Stickiness and clumping (SC)
were encountered in all the treatments. A disturbance in the
condensation of chromosomes at some sites resulted in the
thinning of chromatids as attenuation (A) and was observed
in CP2, CP3, CC2, and CC3. End-to-end joining was found
in all the treatments whereas uncoiling the metaphasic
chromosomes as Despiralization (DS) was observed only in
CP3 and CC3.

**DNA Damage (Comet Assay)**

DNA damage was measured as head area, head DNA (%),
tail area, tail length, tail moment, % tail DNA, olive moment,
integral intensity, and head radius (Table 3). Fig. 3 indicates an
increase in the size of the comet tail from Type 0 (undamaged

### Table 2: Frequency of micronuclei in blood cells of *Channa punctatus* and *Cyprinus carpio* at different treatments in paddy cum fish culture fields.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Initial</th>
<th>CP1/CC1 (No pesticide)</th>
<th>CP2/CC2 (Recommended dose)</th>
<th>CP3/CC3 (Farmers’ dose)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of examined blood cells</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td><em>Channa punctatus</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MN (Mean± S.E.)</td>
<td>3.33±0.694&lt;sup&gt;C&lt;/sup&gt;</td>
<td>5.33±0.720&lt;sup&gt;C&lt;/sup&gt;</td>
<td>9.43±0.981&lt;sup&gt;B&lt;/sup&gt;</td>
<td>26.00±1.240&lt;sup&gt;A&lt;/sup&gt;</td>
</tr>
<tr>
<td>% MN frequency (Mean± S.E.)</td>
<td>0.33±0.069&lt;sup&gt;C&lt;/sup&gt;</td>
<td>0.53±0.072&lt;sup&gt;C&lt;/sup&gt;</td>
<td>0.94±0.098&lt;sup&gt;B&lt;/sup&gt;</td>
<td>2.6±0.124&lt;sup&gt;A&lt;/sup&gt;</td>
</tr>
<tr>
<td><em>Cyprinus carpio</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MN (Mean± S.E.)</td>
<td>4.33±0.347&lt;sup&gt;C&lt;/sup&gt;</td>
<td>4.66±0.981&lt;sup&gt;C&lt;/sup&gt;</td>
<td>12.33±0.720&lt;sup&gt;B&lt;/sup&gt;</td>
<td>24.66±0.027&lt;sup&gt;A&lt;/sup&gt;</td>
</tr>
<tr>
<td>% MN frequency (Mean± S.E.)</td>
<td>0.43±0.034&lt;sup&gt;C&lt;/sup&gt;</td>
<td>0.46±0.0981&lt;sup&gt;C&lt;/sup&gt;</td>
<td>1.23±0.072&lt;sup&gt;B&lt;/sup&gt;</td>
<td>2.46±0.027&lt;sup&gt;A&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

All values are Mean ± S.E. of the mean.
Means with different letters in the same columns are significantly (P<0.05) different.
(Duncan’s Multiple Range test)
nuclei) to Type 4 (damaged nuclei) comet. A general analysis of comet type showed that frequency of comet type '0' was high in fish of CP1/CC1 (control), frequency of comet Type 1 and 2 were high in CP2/CC2; whereas Type 3 and 4 comet were high in CP3/CC3 where agrochemicals were sprayed three times during experimental period indicating that size of comet increased with increase in the dose of agrochemicals. The values when compared with the initial control depicted more damage in treatment groups. Results revealed that fish reared in CP3/CC3 have maximum DNA damage as compared to fish stocked in treatment CP2/CC2 where recommended doses of agrochemicals were used.

**DISCUSSION**

In the present study, various agrochemicals were used to combat the pest in the paddy fields, and the same piece of land was utilized for the integrated culture of *Channa punctatus* and *Cyprinus carpio*. Although the agrochemicals within recommended dose enhance paddy production (Bhatnagar...
Table 3: Assessment of genetic damage in erythrocytes of *Channa punctatus* and *Cyprinus carpio* reared in paddy fields after 85 days of different treatments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial/Control</th>
<th>CP1/CC1 (No pesticide)</th>
<th>CP2/CC2 (Recommended dose)</th>
<th>CP3/CC3 (Farmers’ dose)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Channa punctatus</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head Area (µm²)</td>
<td>1461.56±35.18B</td>
<td>2289.58±633.38B</td>
<td>2801.52±725.18A</td>
<td>781.58±164.08C</td>
</tr>
<tr>
<td>Head DNA (%)</td>
<td>95.46±0.65AB</td>
<td>97.18±0.32A</td>
<td>91.70±1.76AB</td>
<td>84.42±2.76B</td>
</tr>
<tr>
<td>Tail Area (µm²)</td>
<td>141.63±24.62C</td>
<td>250.08±91.71B</td>
<td>287.18±104.43A</td>
<td>261.82±41.85AB</td>
</tr>
<tr>
<td>Tail length (µm)</td>
<td>2.00±0.71B</td>
<td>2.66±0.86AB</td>
<td>2.94±1.12AB</td>
<td>3.47±0.92A</td>
</tr>
<tr>
<td>Tail moment</td>
<td>0.21±0.009AB</td>
<td>0.10±0.04B</td>
<td>0.91±0.33AB</td>
<td>1.11±0.34A</td>
</tr>
<tr>
<td>Tail DNA (%)</td>
<td>4.53±0.21B</td>
<td>2.82±0.32C</td>
<td>8.30±0.76AB</td>
<td>15.57±0.79A</td>
</tr>
<tr>
<td>Olive moment</td>
<td>0.54±0.12AB</td>
<td>0.42±0.13B</td>
<td>1.36±0.37AB</td>
<td>1.78±0.39A</td>
</tr>
<tr>
<td><em>Cyprinus carpio</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head Area (µm²)</td>
<td>578.47±51.33B</td>
<td>1047.72±79.44AB</td>
<td>927.42±206.42AB</td>
<td>1859.31±499.19A</td>
</tr>
<tr>
<td>Head DNA (%)</td>
<td>95.44±0.72A</td>
<td>97.40±0.51A</td>
<td>88.35±3.58B</td>
<td>83.64±1.38C</td>
</tr>
<tr>
<td>Tail Area (µm²)</td>
<td>58.32±10.22C</td>
<td>122.28±19.67B</td>
<td>218.04±38.51AB</td>
<td>346.51±45.56A</td>
</tr>
<tr>
<td>Tail length (µm)</td>
<td>1.01±0.22B</td>
<td>2.77±0.64AB</td>
<td>2.34±1.06AB</td>
<td>5.42±1.30A</td>
</tr>
<tr>
<td>Tail moment</td>
<td>0.33±0.20B</td>
<td>0.15±0.05AB</td>
<td>0.77±0.37AB</td>
<td>2.06±0.45A</td>
</tr>
<tr>
<td>Tail DNA (%)</td>
<td>2.59±0.51B</td>
<td>4.55±0.89AB</td>
<td>11.64±3.58AB</td>
<td>16.35±1.38A</td>
</tr>
<tr>
<td>Olive moment</td>
<td>0.397±0.11B</td>
<td>0.43±0.07AB</td>
<td>1.35±0.42AB</td>
<td>2.58±0.28A</td>
</tr>
</tbody>
</table>

All values are Mean ± S.E. of the mean.
Means with different letters in the same rows are significantly (P<0.05) different.
(Duncan’s Multiple Range test)

Fig. 3: Blood cells showing various types of comets (100X)  a. Type 0 comet, b. Type 1 comet, c. Type 2 comet, d. Type 3 comet, e. Type 4 comet
et al. 2021) yet their presence causes a genotoxic effect on the organisms. In the present study, *C. Carpio* and *C. punctatus* were employed for analyzing the genotoxic effect in terms of micronucleus, chromosomal aberration, and comet assay in fish tissue due to the agrochemicals present in the paddy fields. Xenobiotics initiate DNA damage by causing strand breaks or by implication through the formation of reactive oxygen species (ROS) which at that point harms the DNA by shaping adducts and lesions (Marnett 2000). DNA repair mechanism, which attempts to mend the damaged section, can do so to a specific limit, beyond which DNA harm can persevere, as injuries or mis-repaired DNA, prompting mutagenesis and carcinogenesis (Moustacchi 2000). The dependable genotoxicity endpoints which are utilized for screening the genotoxicity of such xenobiotics are the micronuclei (MN) test, chromosomal aberrations, and the single-cell gel electrophoresis (comet assay). The MN test is essentially used to check the clastogenicity of a specific compound, while the comet test is utilized to check the impact of the compound on the respectability of DNA (Bolognesi & Cirillo 2014). The acquired aftereffects of the current investigation may likewise be valuable to alleviate contaminant impacts at a whole lot initial stage.

The outcome of the micronucleus assay uncovered that recurrence of micronuclei was fundamentally higher in fish erythrocyte stocked in the rice fields for 85 days in CP3 and CC3, where the amount of the agrochemicals used by the farmers was three times more than the recommended dose (CP2 and CC2) affirming the impact of agrochemical on genetic material. Micronuclei are particles comprising acentric sections of chromosomes or whole chromosomes which fall behind at the anaphase phase of cell division. After telophase, these parts may not be retained in the nuclei of daughter cells and structure single or various micronuclei in the cytoplasm. Consequently, micronuclei contain either chromosome part or the entire chromosome. MN recurrence in freshwater species was shown to be a delicate biomarker to distinguish genotoxic damage incited by pesticides (Clasen et al. 2018) and herbicides (Nwani et al. 2013) permitting to recognition of contaminant concentration gradients. The pertinence of occasional effect in the enlistment of chromosomal effect in the acceptance of chromosomal damage was additionally distinguished (Ergene et al. 2007). The outcomes have announced that these synthetic substances repress cell division by impeding protein synthesis and in this way forming micronuclei (Çavaş & Ergene-Gözükara 2005). The results of the present study are supported by Bhatnagar et al. (2016) where the presence of CPF (Chlorpyrifos) increased the micronuclei frequency in a time- and dose-dependent manner. Erythrocytes with two nuclei are formed during aberrant cell division as a result of cytokinesis block (Çavaş & Ergene-Gözükara 2005). The formation of eight-shaped erythrocytes, considered to be remnants of the mitotic spindle, is also used as a cytotoxicity marker because it reflects a failure in erythropoiesis (Baršienė et al. 2014). The results obtained in from this study data suggest that the presence of agrochemicals affected fish erythrocytes more significantly (P<0.05) than the control.

Chromosome aberrations such as centromeric gap, attenuation, pycnosis, stickiness and clumping, erosion of chromatid material, and end-to-end joining in chromosomes were recorded maximum in CP3 and CC3 in comparison to CP2, CC2, CP1, and CC1. Different types of chemicals have been reported to be responsible for the production of various types of aberrations in the structure or number of chromosomes. By studying the comparative karyology after exposing the organisms to any chemical or physical agent, the clastogenic properties can be detected. In fish cytogenetic techniques have been applied widely as the most robust and consistent assay for genotoxicity assessment. The present study depicted that somatic metaphase has revealed that the diploid number of chromosomes in *C. carpio* was 100 (2n=100). The aberrations in diploid chromosome number in *C. carpio* have been found to be stickiness, clumping, end-to-end joining (non-homologous association), chromatid gap, precocious separation, etc. frequency of each type of aberration were higher in CC3 where the fish were stocked in rice fields with rice agrochemicals as used by farmers. For *C. punctatus*, somatic metaphase depicted that the diploid number of chromosomes is 32 (2n=32). The aberrations in diploid chromosome number in *C. punctatus* are stickiness, clumping, end-to-end joining (non-homologous association), chromosome gap, precocious separation, etc. The results depicted that the chromosomal aberrations were higher in CP3 in *C. punctatus* also. These results are in agreement with Rishi and Grewal (1995).

Organophosphates are ubiquitous environmental contaminants owing to their extended utilization in the fields. However, these are neurotoxic inhibiting acetylcholinesterase activity with subsequent disruption of nervous functions, thus interfering with various metabolic and physiological activities (Jokanović 2018). Imidacloprid is a neurotoxic chemical, which is utilized successfully against sucking insect pests of rice and diverse crops around the world. In any case, by its methodical nature, imidacloprid moves effectively between plant tissue and from the roots to the soil underneath and water in the field. The average amount of pesticides applied by the farmers is nearly twice or thrice as high as the upper dosage recommended by the distributing companies. There is a decline in the number of freshwater fish with the use of these chemicals. Furthermore, farmers shower their harvests in the wake of seeing bugs or weeds in the field notwithstand-
ing preventive splashing, especially in the more remote areas. The greater part is utilizing high fertilizer rates and applying an enormous concentration than required.

Structural and numerical modifications in chromosomes result from abnormalities in DNA duplication during the ‘S’ phase. The physiological changes that appeared in the fish are not just a reaction to low pesticide levels yet, in addition, give a comprehension of contaminations in organic terms and show a model for vertebrate toxicity. The present study’s observations are similar to the studies by Saxena and Chaudhari (2010), Yadav et al. (2010), and Ahmed et al. (2015). All these studies are concerned about genotoxic effects in fishes when exposed to specific chemicals/pesticides/herbicides at specific doses under laboratory conditions. The present investigation revealed that chromosomal abnormalities were higher in CP2, CP3, and CC2, CC3 as compared to CP1/CC1. The number of aberrations was high in CP3 and CC3 where farmers used the agrochemicals 2-3 times the recommended dose. The numerical values of aberrations were comparatively less in CP2 and CC2 only once recommended doses of pesticides were used and were lowered in CP1 and CC1 where no pesticide treatment was given supporting the fact that these agrochemicals can cause chromosome aberrations.

The SCGE or Comet assay, recognize DNA strand breaks and alkali labile locales by estimating the movement of DNA from immobilized nuclear DNA and helpful procedure for environmental contamination bio-monitoring. It is a fast and delicate technique to quantify DNA lesions. Kumaravel and Jha (2006) revealed that parts of broken DNA just as loosened up DNA move towards the anode delivering the tail of the comet.

The fragmented DNA tends to move unreservedly during the electrophoresis, whereas the relaxed DNA loops are hauled out of the nuclear head. The tail length determines the distance relocated by DNA with the smallest one moving the farthest, the tail length is predominately directed (Kumaravel & Jha 2006) by the size of the DNA fragments generated during the alkaline unwinding step of the Comet Assay. Kilemade et al. (2004) revealed that % tail DNA is a mainstream and reasonable boundary that estimates the level of DNA that has moved from the head. Pandey et al. (2018) confirmed that profenofos (PFF) have genotoxic, mutagenic effects and are exceptionally harmful to C. punctatus. PFF causes biomagnification in the tissues of the test organisms and is neurotoxic for the hindrance of cerebrum and gill AChE in the fish (Rao et al. 2003). In the present studies, comet assay was performed after 85 days only and no such time-dependent response could be quantified. However, in CP2 and CC2 the spray of agrochemicals at recommended doses was done only once at lower and recommended doses whereas in CP3 and CC3 the spray was done thrice (as suggested by the farmers) supporting the results that there might be a time-dependent decrease in DNA damage due to DNA repair as revealed by the size of the comet in CP1 and CC1. Stocking fish in rice fields reduces pest infestation and thus if not eliminates the need for the application of agrochemicals, reduces the quantity supporting the results of the present study.

The presence of micronuclei and tail DNA (%) is profoundly associated with one another and may happen in a portion subordinate and additionally time-subordinate way. The MN test and comet can, in this manner, be dependably used to evaluate the genotoxicity of agrochemicals in paddy cum fish culture. The current investigation recommends restricting the utilization of agrochemicals in rural practices to keep away from the possible defilement of nearby water bodies. Agrochemicals applied in rice fields may cause adverse effects that are specific to the toxicant and damage the organism without causing any observable changes. Keeping in view the low genotoxic effects in CP2 and CC2 (with recommended doses of pesticides) may be disseminated to farmers for economic benefits with paddy cum fish culture.
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ABSTRACT
Due to the widespread adoption of conventional approaches for the remediation of contaminated soils, these techniques have become more well-known in the literature. However, these methods have both advantages and disadvantages. Integrating traditional degradation technologies with Nano-technology might be the right solution for removing toxicants from the environment to overcome these problems. Nano bioremediation is a new technique that has gained prominence in recent years among many researchers worldwide. These techniques aim to remove the contaminants’ concentration and minimize their impacts on the environment. The integrated approaches benefit bioremediation and nanotechnology to remove the pollutants more efficiently within less time in an eco-friendly manner than individual processes. The current review provides insights into nanotechnology and different kinds of nanomaterials that have been reported in eliminating pollutants from the environment. Further, the mechanism and challenges with nano bioremediation were explained in detail.

INTRODUCTION
Nanotechnology in recent years has been gaining much prominence among many researchers owing to its advantages in allied fields of science. Feynman introduced nanotechnology concepts in 1952, and these technologies have become one of the top research areas in science and technology (Yadav et al. 2017). Rapid modernization and industrialization increased the unsustainable pollution load on the environment (Singh et al. 2020). Noxious pollutants in the background are growing at an alarming rate and degrading the quality of the ecosystem, which leads to the deterioration of human health. In India, increasing pollution is the third most global trend, as reported by the outlook of Global Agenda 2015 (Councilis 2015, Vara & Karnena 2021); thus, many research groups have proposed many techniques for remediating the contaminated site with pollutants in a larger scale. Nevertheless, these methods have certain limitations and have not gained much importance in their widespread application as they are expensive in operation, and maintenance, require high energy, etc. The application of nanotechnology was increased in several sectors of our day-to-day life over the last few decades, moreover, in environmental remediation. The existing literature on nanotechnology clearly shows that it will enhance the capacities of remediation technologies and many challenges competently (Chauhan et al. 2022). In recent times, remediation technologies with sustainability have gained much importance. It mainly focuses on reducing the toxic pollutant concentrations to safe levels without adding additional environmental impacts. Recent advancements are combined with these technologies to form a single system, which can be a proper solution to remediate the contaminated site economically within a lesser period in an efficient manner. Amongst the restoration methods, bioremediation is one such method that is competent and useful in remediating contaminated sites in an eco-friendly and economical way. Microorganisms are used in bioremediation techniques to remove the pollutants in soils and water (Galdames et al. 2020, Ramezani et al. 2021, Singh et al. 2020). Over the physicochemical methods, bioremediation has several advantages like cost-effectiveness, specificity, minimal energy requirement, etc. These methods have disadvantages, i.e., degrading the toxic compounds or recalcitrant chemicals in the soils takes months to a year. These technologies are limited if the contaminated sites have excess concentrations of harmful pollutants (Kahraman et al. 2022, Konni et al. 2021); However, integrating these methods with other methods might be an excellent solution to overcome these problems. Nano-bioremediation is a distinctive method that has gained prominence among several researchers in recent years; Nano-remediation has the added advantages of nanotechnology in combination with the benefits of bioremediation methods.
The current review provides insights into nanotechnology and different types of nanomaterials that have been reported in eliminating pollutants from the environment, followed by a detailed account of techniques in nano-bioremediation and their applications.

DEFINITION OF NANOTECHNOLOGY AND NANOPARTICLES

The utilization of nanoparticles might be seen in all the science fields, for instance, agriculture, textiles, medicines, engineering, etc. “National Nanotechnology Initiative (NNI) of USA defined nanotechnology as the understanding and controlling matter at dimensions between approximately 1–100 nanometres, where unique phenomena enable novel nanotechnology applications.” Nanotechnology includes measuring, imaging, modeling, and manipulating the matter at the nanoscale (Fig. 1). In recent years, the utilization of nanotechnology in removing pollutants from the environment gained much attention from many researchers due to the size of the particles having high surface-volume ratios; due to these salient features, it gained flexibility for the application in both ex-situ and in-situ conditions.

These technologies generally deal with the nanoparticles having a dimension/range of 1–100 nm, and these particles form functionalized network systems that might be used to perform a function; thus, these features enabled these technological applications to be more suitable in the different scientific fields like purification of water, medicinal, packing industries, etc. The nano-sized particles might be developed in various shapes like spherical, rods, triangular, cubes, etc., and based on their forms (Fig 2), these particles are called “nanospheres, nano-rods”, etc. (Wu et al. 2016); nanomaterials structures can be arranged based on their dimensions; most of the nanomaterials are with zero-dimensional (e.g. Fullerances); one-dimensional (e.g. nanowires); or two-dimensional (e.g. nanodisks) (Darwesh et al. 2021).

SYNTHESIS OF NANOPARTICLES AND THEIR CHARACTERIZATION

Nanoparticle synthesis is done by two approaches that are “top-down and bottom-up”. In the top-down approach, larger particles are broken down into nanoscale-sized particles with the help of ball milling, laser ablation techniques, etc. In contrast, smaller atoms are mongrelized in the bottom-up approach and form conglomerates further. These substances will form nanoparticles (Karnena et al. 2020). Chemical reduction, co-precipitation, etc., are examples of the bottom-up approach method. The nanoparticle synthesis methods might be classified as “physical, chemical and biological methods”. Fig. 3 depicts the different processes for the synthesis of nanoparticles that fall into “physical, chemical and biological methods”. After synthesizing nanoparticles, there is a need...
to identify their physiology, morphology nature, etc. The nanoparticle characterization might be done via numerous instrumental techniques (Souza et al. 2020, Zhou et al. 2022, Singh et al. 2020).

**ENVIRONMENTAL REMEDIATION**

Novel technologies are required to decrease environmental pollutants as pollution loads are alarming. Even though other technologies are available for remediating the pollutants, nanotechnology becomes more prominent as it has more significant advantages than the other technologies in removing the contaminants with greater efficacy in a lesser duration of time, which is more economically viable. The different types of nanomaterials were utilized to remove the pollutants from the environmental systems; The nanomaterials are classified as “nanofibers, nanoshells, nanoclusters, nanotubes nanocomposites” based on their composition and size. Nanomaterials showed their efficiency in removing the noxious pollutants from the soil, water, and sediments. Nanofibers eliminated the toxic impurities and showed their efficiency in treatment (Fig. 4). Qi et al. (2014) reported

![Fig 2: Nanomaterials based on the Size.](image)

**Classification of Nanomaterials**

- **OD**
  - Solid nanoparticles
  - Quantum Dots

- **1D**
  - Nano rods
  - Nano wires
  - Carbon nanotubes

- **2D**
  - Sheet layer nano structures
  - Patterned Surfaces

- **3D**
  - Pills
  - 3D Composites
  - Poly Crystals

![Fig 3: Process used for nanoparticle synthesis (Redrawn with permission from Singh et al. 2020).](image)

**Nanoparticle Synthesis**

- **Physical Methods**
  - High Energy Ball milling
  - Laser Ablation
  - Laser Vaporization Laser Pyrolysis Magnetron Sputtering Melt Mixing ECR Plasma Deposition Ion Beam Techniques

- **Chemical Methods**
  - Sol-Gel Method
  - Wet Reduction Method
  - Hydrothermal Synthesis
  - Sonochemical Synthesis
  - Langmuir-Blodgett Method
  - Micro emulsions
  - Microwave Synthesis
  - Solvothermal Method
  - Co-Precipitation Method

- **Biological Methods**
  - Using Microorganisms
  - Using Plant extracts
  - Using Protein templates
  - Using DNA
that electrospun nanofibres made up of nylon 6 removed the estrogen from the aqueous medium. It can be used for seven more cycles for removing the other pollutants. Barrocas et al. (2017) reported that nanofibers made up of titanium could degrade the phenols up to 96%. Nanoshells are spherical and have a dielectric core with thin metallic shells; primarily, silver nanoshells are utilized to degrade the organic dye in industrial effluents. Nano-based materials like nanocomposites and nanoclusters also showed their efficacy in treating environmental pollutants. Hussain et al. (2017) reported that nanocomposites degraded the nonylphenols with 96.2% efficiency with a dosage of 40 mg.L\(^{-1}\) in 2 h. Sarkar et al. (2018) reported that nanocomposites or nanostructures made of graphite/silica have greater efficacy in eliminating heavy metals. For the remediation of noxious pollutants, nanoparticles are significant as they can be used in both ex-situ and in-situ conditions; In the ex-situ remediation, soil and water that are contaminated with hazardous pollutants are brought to the remediating units and remediated with the nanoparticles to remove its toxicity; In contrast, in situ remediations, the nanomaterials are introduced directly to the sites or injected to PRBs (Permeable reactive barriers) of the contaminated sites or as it treats the toxicants and eliminates them from the areas (Qian et al. 2020). Zero valent iron oxide nanomaterials have shown more extraordinary abilities to reduce pollutants and effectively remediate the soil and groundwater via direct or PRBs injection (Oh et al. 2001). For instance, zerovalent iron of nanoscale was injected into the soils of metal fabrications in Czech Republic industrial areas; It achieved more than 50% removal efficiencies in treating the sites contaminated with the ethylenes and chlorides within 180 days (Raja & Husen 2020, Shahi et al. 2021). Ahn et al. (2016), reported that the aquifers polluted with trichloroethylene are treated with the zerovalent iron nanoparticles and achieved removal efficiencies up to 96% without releasing any secondary pollutants like chlorinated compounds; and found that these nanoparticles can be utilized many times after five months (Singh et al. 2020).

Sakulchaicharoen et al. (2010) found that nanoparticles have a greater tendency to accumulate, which may lead to fast oxidation. To overcome this problem, the nanoparticles must be coated with stabilizers which increase the stability and reduce the accumulation of nanoparticles; Coating the surfaces of the nanoparticles increases the adsorption capacities and reduce nanoparticle accumulation. Rashid et al. (2017) showed that nanoparticles coated with humic acid would remove the phosphate content efficiently from the water. Ekka et al. (2019) reported that silica nanoparticles coated with titanium degrade the safranin dyes up to 93% within optimal conditions. Guo et al. (2016) showed that gold nanoparticles could be used for six cycles in removing pollutants from the environment with an efficacy of 90%. Table 1 shows the nanomaterials that have been widely utilized for eliminating contaminants.
NANOBIOREMEDIATION

Nanobioremediation is a combined technology comprised of nanotechnology and bioremediation; this integration helps remediate the pollutants with greater efficacy in a lesser time in an eco-friendly manner. Drawbacks of the individual technologies for the treatment of contaminants can be overcome by these integrated approaches to achieve better results in remediation. For example, combining zerovalent iron oxide nanoparticles with the strains of the microbes remediated

Table 1: Some widely used nanomaterials for removing pollutants (Singh et al. 2020).

<table>
<thead>
<tr>
<th>S.no</th>
<th>Nanoparticles used</th>
<th>Pollutant</th>
<th>Observations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Activated Carbon</td>
<td>Copper and sulfates</td>
<td>The hydrophilicity of activated carbon nanoparticles increased by the surface area of nanoparticles and enhanced the removal efficiencies.</td>
<td>Hosseini et al. (2018)</td>
</tr>
<tr>
<td>3.</td>
<td>Caesium oxide</td>
<td>Cadmium, Lead, Hexavalent Chromium</td>
<td>These nanoparticles effectively remove the heavy metal ions at pH 5-7.</td>
<td>Contreras et al. (2015)</td>
</tr>
<tr>
<td>4.</td>
<td>Copper oxide</td>
<td>Arsenic</td>
<td>The copper oxide nanoparticles adsorbed arsenic metal ions from the aqueous solutions and proved that these nanoparticles could be applied for potential applications.</td>
<td>Reddy et al. (2013)</td>
</tr>
<tr>
<td>5.</td>
<td>Hematite</td>
<td>Carbatrol</td>
<td>Adsorption efficacy increased with time; 90% of removal was observed after 120 minutes.</td>
<td>Rajendran and Sen (2018)</td>
</tr>
<tr>
<td>6.</td>
<td>Iron/Nickel (Bimetallic)</td>
<td>Tetracycline</td>
<td>During aging, the efficacy of bimetallic nanoparticles is decreased in degrading the tetracycline with time. The aging product in these experiments is magnetite/maghemite.</td>
<td>Dong et al. (2018)</td>
</tr>
<tr>
<td>7.</td>
<td>Maghemite-PC-MAs</td>
<td>Polyaromatic Aromatic Hydrocarbons and metal toxicants</td>
<td>Removal efficiencies were found to be more significant, 85%.</td>
<td>Guo et al. (2016)</td>
</tr>
<tr>
<td>8.</td>
<td>Manganese oxide</td>
<td>Estradiol</td>
<td>Estrogens in the soil were removed with an efficacy of 88% with these nanoparticles; a decrease in the velocity of injecting nanoparticles into the contaminated soils enhanced the degradation capacities.</td>
<td>Han et al. (2017)</td>
</tr>
<tr>
<td>10.</td>
<td>Palladium</td>
<td>Pentachlorobiphenyl</td>
<td>PCBs in the soils were removed by the palladium nanoparticles doped with the CO2 fluid (supercritical) at 200 atm.</td>
<td>Wang and Chiu (2009)</td>
</tr>
<tr>
<td>11.</td>
<td>Polystyrene</td>
<td>Estrone</td>
<td>Nanoparticles of polystyrene were low compared to nanofiltration, and removal efficiency was only 40%.</td>
<td>Akanyeti et al. (2017)</td>
</tr>
<tr>
<td>12.</td>
<td>Silver doped graphene oxide</td>
<td>Phenols, Atrazines, Bis-phenols</td>
<td>The silver-doped graphene oxide nanoparticles degraded the toxic organic compound under visible light during photocatalytic degradation, promoted oxidative degradation, and reduced contaminants.</td>
<td>Bhunia and Jana (2014)</td>
</tr>
<tr>
<td>13.</td>
<td>Titanium dioxide</td>
<td>Cadmium</td>
<td>Cadmium severely affects the lungs are removed effectively by titanium dioxide nanoparticles.</td>
<td>Zand et al. (2020)</td>
</tr>
<tr>
<td>14.</td>
<td>Titanium oxide</td>
<td>Endocrine-disrupting hormones</td>
<td>It was observed that the titanium oxide nanoparticles degrade the Endocrine-disrupting hormones; however, the larger size of the EDC particles are not degraded fastly.</td>
<td>Czech and Rubinowska (2013)</td>
</tr>
<tr>
<td>15.</td>
<td>Zero Valant Iron</td>
<td>Copper, Lead, Antimony</td>
<td>These experiments observed the selective removal efficacy of metals like copper, antimony, and lead in the soils.</td>
<td>Boente et al. (2018)</td>
</tr>
<tr>
<td>16.</td>
<td>Zerovalent iron</td>
<td>Lead</td>
<td>Plumbism is a disease caused by lead, and the zero-valent nanoparticles remove these contaminants.</td>
<td>Cao et al. (2018)</td>
</tr>
<tr>
<td>17.</td>
<td>Zerovalent iron</td>
<td>Cadmium</td>
<td>Cadmium severely affects the lungs are removed effectively by zero-valent nanoparticles.</td>
<td>Cao et al. (2018)</td>
</tr>
<tr>
<td>18.</td>
<td>Zinc oxide</td>
<td>Benzophenones</td>
<td>Endocrine-disrupting hormones (benzophenones) are degraded efficiently by zinc oxide nanoparticles.</td>
<td>Rajesha et al. (2017)</td>
</tr>
</tbody>
</table>
the pollutants more efficiently, and Iron oxide nanoparticles obliterated the aliphatic hydrocarbons.

**Mechanism of Nanobioremediation**

The characteristics of the nanomaterials lead to enhancing the degradation of the contaminants in the soil. Due to their larger surface areas, the nanomaterials react faster with pollutants. The particle size of the nanomaterials allowed these materials to enter into the pores of the sediments in the soil, enhancing the contact with the contaminants—the nanoparticles exhibit Brownian movements due to gravity. The flow of the ground might be sufficient to transport the particles. Nanoparticles remain in the soil and facilitate the in-situ treatment. Once the nanoparticles contact the pollutant, they degrade them by various mechanisms. The microbial integration with the nanoparticles enables the adsorption and degradation of the contaminants at a greater level. The enzymes of the microbes even dissolve the pollutants to make them available to the nanoparticles for degradation. Figure 5 depicts the pictorial representation of the pollutant degradation in the contaminated soil.

Further from the literature, it is understood that chlorinated aliphatic hydrocarbons are removed by Koenig et al. 2016 by integrating technologies and maintaining appropriate dosages; further suggesting that the minerals can produce zerovalent nanomaterials utilized for the remediation. Polybrominated diphenyl ethers are degraded by the species of Sphingomonas and zerovalent iron oxide nanoparticles consisting of a reductive oxidative approach. Kim et al. (2012) reported that zerovalent iron oxide nanoparticles lessened the polybrominated diphenyl ethers to lower degree compounds (less toxic). The by-products released during this process will further degrade the microbes more easily. Zerovalent iron oxide nanoparticles consisting of alginate beads under normal conditions removed the hexavalent chromium up to 91%. The alginate beads removed the chromium when they were used in column experiments in comparison to the free beads; this may be attributed to the increase of column size enhanced the reactive sites; nevertheless, in real-time applications, the removal efficiencies of the hexavalent chromium decreased due to the presence of colloidal particles. The authors suggested that iron nanoparticles degraded the plumes of the ammunition and might be an effective option to treat these toxicants and enhance the argumentation process. Compared to the individual approach for remediating the integration process, i.e., zerovalent iron oxide with white-rot fungi was more effective.

Hydrogen liberated during the by-product degradations will donate electrons to the microbes responsible for the biotransformation of toxicants; the reasons to produce hydrogen gas and donate electrons to the microbes for the degradation were reported by several researchers in detail (Liu et al. 2005, Zhu et al. 2019). Xiu et al. (2010), showed that chlorinated compounds could be reduced by using zerovalent iron oxide nanoparticles with greater efficacy with integrating bacteria that use cathode depolarization. The nanoparticles that are nano metallic (Carboxymethylcellulose doped palladium/iron oxide) combined with species of Sphingomonas for the reduction of hexachloride hexanes revealed that the nanoparticles are stabilized with the carboxymethylcellulose and produced some bio stimulatory effects on the microbial growth. Shin & Cha (2008) reported that the microbial cells’ bio stimulatory effects are mainly due to the iron nanoparticles; other zerovalent iron oxide nanoparticles enhance
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Fig. 5: Mechanisms of Nano-bioremediation in treating polluted soils.
the microbial reductions even at fluctuating temperatures; however, this may be disadvantageous in the case of nitrate reduction.

According to the literature available (Li et al. 2010), nanoparticle toxicity for microbes is extensively researched. The dosage plays a vital role in the integrated system to degrade the toxicants. Koenig et al. (2016) said that during the degradation of chlorinated aliphatic hydrocarbons by the zerovalent iron oxide nanoparticles, the bacterial cells become lethal. In contrast, the nanoparticles positively impacted the organochlorine respiring bacteria with a high dosage. The disadvantage of the toxicity of nanoparticles to microbial cells might be decreased by modifying nanoparticles via coating of nanoparticles, entrapment, or stabilization. Comparing the bactericidal effects of nanoparticles zerovalent iron oxide with polystyrene/poly aspartate and NOM (natural organic matter) with zerovalent iron oxide, it was found that modification of surfaces of nanoparticles reduced the toxicity with a dosage of 500 mg.L\(^{-1}\) (Li et al. 2010). An et al. 2010 stated that the improvement of iron oxide nanoparticles reduced nanoparticles’ toxicity to microbes modified by the chitosan or sodium oleate during the nitrate reduction. Phenrat et al. (2009) said that nanoparticle oxidation is done with the aging of nanoparticles. To avoid directly contacting the microbes’ cells, coating the nanoparticles will enhance the Dehalococcoides genes responsible for the dichlorination and improve the reduction capacities of trichloroethane (Xiu et al. 2010).

Le et al. (2015) used an integrated approach (integration of \textit{B. xenovorans} and Iron/Palladium nanoparticles) to degrade the chlorinated polybiphenyls and found these methods are cost-effective; further reported that the toxicity of nanoparticles to the E.Coli during the degradation is chlorinated polybiphenyls is very low and not lethal to cells of the bacteria. Némeček et al. (2016) reported that zerovalent iron oxide nanoparticles consisting of microbes injected into the contaminated sites having hexavalent chromium degraded the heavy metal with the efficacy of 99%; Furthermore, microbes are oxidized by the iron nanoparticles and enhanced the degradation rate and decreased utilization of the nanoparticles dosage.

Integration MCNTs (“Multi-walled carbon nanotubes”) with bioremediation techniques reduced the toxicants at a greater level. Yan et al. (2013) immobilized the strains of Shewanella oneidensis with beads of alginate made up of calcium doped with nanotubes and reduced the hexavalent chromium to trivalent chromium; further, the study revealed that integrated methods degraded the toxicants rapidly in comparison to the individual process; this may be attributed to the transfer of electrons by the carbon nanotubes. Pang et al. 2011 used Pseudomonas aeruginosa to reduce hexavalent chromium; immobilized the strains of microbes in the matrix of carbon nanotubes and alginites of sodium polyvinyl alcohols. The study revealed that the microbial cells immobilized by the modified carbon nanotubes reduced the hexavalent chromium nine-time effectively compared to pristine nanoparticles.

Chidambaram et al. 2010 conducted a study by integrating the Palladium nanoparticles Clostridium pasteurianum by the in-situ synthesis, the bacterial cells reduced the Palladium (II) ions to the Palladium nanoparticles, and these nanoparticles are retained in the cells of the bacteria to bio-palladium nanoparticles; the biobased palladium nanoparticles reduced the hexavalent chromium to trivalent chromium. Adikesavan & Nilanjana 2016 conducted a study on magnesium oxide nanoparticles integrated with the yeast candida species for treating the aqueous medium of Cefdinir and revealed that bio-based nanoparticles take lesser time for degrading the contaminants than individual microbial cells; the permeability of microbial cells enhanced, and pollutants are trapped by the cells of microbes and enhanced the degradation rate in comparison to particular treatment methods. Table 2 shows the various nano-bioremediation ways that have been widely used to treat pollutants.

Singh et al. 2020 stated that nano bioremediation had been applied to treat toxicants in two ways: first is the sequential technique in which the contaminants are first treated with the nanoparticles and later subjected to microbes for further degradation; second methods are combined method wherein the pollutants are treated with microbial and nanoparticles at the same time. Bokare et al. (2012), advanced a hybrid sequential approach with palladium/iron nanoparticles to degrade triclosan, an anti-agent used in cosmetics. In the first stage under the anaerobic conditions, 5mg/L of triclosan toxicants are remediated with the Palladium/Iron oxide nanoparticles to dechlorinate the triclosan to phenoxy phenol; later, the nanoparticles are removed from the integrated system and subjected to oxidation with the help of enzyme laccase obtained from the Trametes Versicolor which act as a redox mediator; the study revealed that triclosan could completely be transformed into non-toxic substances via the redox process. Kim et al. 2012 conducted similar investigations and degraded the polybrominated diphenyl ethers using zerovalent iron oxide nanoparticles integrated with the Sphingomonas bacterial species. He et al. 2009 reported sequential treatment methods for the pentachloro biphenyls with zerovalent nanoparticles with aerobic bacteria. Xiu et al. (2010) conducted a study with zerovalent iron oxide nanoparticles and microorganisms to remediate trichloroethane. Similarly, two different experiments were conducted under similar conditions, i.e., one with zerovalent iron oxide and the
other with species of Dehalococciodeas individually (Singh et al. 2020). Even though many instances are available in the literature about nano-bioremediation, there is still a need to conduct many studies to move them from the bench-scale experiments to the industrial sectors to commercialize them.

### Challenges with Nanobioremediation

During the in-situ remediation, the reactive compounds might harm the microorganisms and prevent degradation. The cost and the production of the nanoparticles on a larger scale are difficult. Further, the nanoparticles during the degradation might even react with the non-target compounds and form a cluster in the soils and stop the reactions and enzymes synthesis by the microbes. In the in-situ remediation, some nanoparticle inhibits the reactions and prevents nanoparticle dispersing of nanoparticles in the contaminated sites, reducing their effectiveness. The coating of nanoparticles can overcome this problem, but this process might add more costs to the treatment. Even such designs might affect the interactions of nanoparticles with the microbes and even causes toxicity to the cells of the microbes. Continued research on the area using nanoparticles might affect the people, wildlife, and plants near it. Thus, there is a need for conducting more research on these topics to overcome these problems.

### CONCLUSIONS

Nano bioremediation was more promising and advantageous than conventional technologies currently used to remediate the toxicants present in contaminated soils. However, there is a paucity in the literature to gain in-depth knowledge about these technologies; thus, there is a need to conduct more studies on these integrated methods to bring more actions to develop and implement these technologies to full scale; further the effect of environmental conditions on the nano bioremediation are also needed to understand these methods.
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Table 2: Treatment of noxious pollutants by nano-bioremediation (Singh et al., 2020).

<table>
<thead>
<tr>
<th>S.no</th>
<th>Type of nanoparticle</th>
<th>Biological Agent</th>
<th>Family of Microbe</th>
<th>Toxicants removed</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>CNTs</td>
<td><em>Shewanella onidensis</em></td>
<td>Shewanellaceae</td>
<td>Hexavalent Chromium</td>
<td>Yan et al. (2013)</td>
</tr>
<tr>
<td>2.</td>
<td>Electrospun nanofibers</td>
<td><em>Lysinibacillus</em></td>
<td>Bacillaceae</td>
<td>Nickel</td>
<td>San et al. (2018)</td>
</tr>
<tr>
<td>3.</td>
<td>Electrospun nanofibers</td>
<td><em>Lysinibacillus</em></td>
<td>Bacillaceae</td>
<td>Chromium</td>
<td>San et al. (2018)</td>
</tr>
<tr>
<td>4.</td>
<td>Iron oxide</td>
<td>Species of <em>Sphingomonas</em></td>
<td>Sphingomonadaceae</td>
<td>Carbazole</td>
<td>Li et al. (2013)</td>
</tr>
<tr>
<td>6.</td>
<td>Iron oxide</td>
<td>Species of <em>Sphingomonas</em></td>
<td>Sphingomonadaceae</td>
<td>Carbazole</td>
<td>Wang et al. (2007)</td>
</tr>
<tr>
<td>7.</td>
<td>Palladium</td>
<td><em>Clostridium pasteurianum</em></td>
<td>Clostridiaceae</td>
<td>Hexavalent Chromium</td>
<td>Chidambara et al. (2010)</td>
</tr>
<tr>
<td>8.</td>
<td>Palladium</td>
<td><em>Sphingomonas wittichii</em></td>
<td>Sphingomonadaceae</td>
<td>Tetrachlorodibenzo-p-disney</td>
<td>Bokare et al. (2012)</td>
</tr>
<tr>
<td>10.</td>
<td>Zerovaalent iron</td>
<td><em>Dehalococciodes</em></td>
<td>Dehalococcoidaceae</td>
<td>Trichloroethane</td>
<td>Xiu et al. (2010)</td>
</tr>
<tr>
<td>11.</td>
<td>Zerovaalent iron</td>
<td>Species of <em>Paracoccus</em></td>
<td>Rhodobacteraceae</td>
<td>Nitrates</td>
<td>Liu et al. (2014)</td>
</tr>
</tbody>
</table>
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ABSTRACT
As a kind of new material, nanomagnetic Fe$_3$O$_4$ (NMF) has many advantages in water and wastewater treatment. In this paper, the adsorption characteristic for arsenic(III) (As) by NMF was studied, and the adsorption was compared with the traditional adsorbent of activated carbon (AC) and modified activated carbon (MAC). The adsorption capacity for As with NMF, MAC, and AC was 0.189 mg·g$^{-1}$, 0.023 mg·g$^{-1}$ and 0.013 mg·g$^{-1}$ in 0.25 mg·L$^{-1}$ As solution, respectively. The adsorption rate for As was different from the three adsorbents. For NMF, it needs only 10 minutes to reach an adsorption balance, while the time to balance was 20 minutes for MAC and more than 120 minutes for AC. The adsorption for As by the three adsorbents all conform to Langmuir adsorption isotherm, and the adsorption kinetics for As by the three adsorbents were in accordance with the pseudo-second-order kinetics model. The adsorption efficiency of MAC and AC was lower than nanomagnetic Fe$_3$O$_4$. The nanomagnetic Fe$_3$O$_4$ was an effective adsorbent for arsenic.

INTRODUCTION
As one of the most abundant elements, arsenic (As) is widely distributed in nature. By estimate, the annual total global arsenic emissions to the environment are as high as 22,100 tons, and the total amount of arsenic flow into the water environment is about 110 thousand tons (Varga et al. 2017, Zheng et al. 2017). The arsenic in water has mainly come from one of the emissions of agricultural and industrial wastewater, which contains excessive pesticides, herbicides, and wood preservatives, and the second was the deposition of arsenic in the atmosphere. The combustion of arsenic-bearing coal and crude oil can make a lot of arsenic-containing compound particles enter the atmospheric environment in form of dust and then enter surface water by means of sedimentation, and the dissolution of natural minerals (Jerome et al. 2015). With the development of industry and agriculture, the total annual discharge of industrial wastewater increased over decades, and the amount of arsenic entering the environment increased (Hu et al. 2019, Sun et al. 2016).

Arsenic and its compounds are carcinogenic materials to humans and other species and are considered environmental virulence metals together with cadmium, lead, mercury, and chromium (Shen et al. 2017). IARC (International Agency for Research on Cancer) and CDC (Centers for Disease Control) identified arsenic as the first carcinogenic substance. At the same time, due to its genetic toxicity, arsenic was considered a priority control pollutant by WHO (World Health Organization) (Pari & Jalaludeen 2011, El-Moselhy et al. 2017, Kukucka et al. 2016). It had been documented that when the content of arsenic in a human body is 0.01-0.052g, it would lead to arsenic poisoning, and when the content reached 0.06-0.2g, it would lead the person to death (Zeng et al. 2017, Nandre et al. 2017, Mukherjee et al. 2017). Documents showed that many people died from arsenic poisoning and hundreds of millions of people were being at serious risk from As in many countries throughout the world, such as China, India, Vietnam, Bangladesh, etc. (Itziar et al. 2004). The removal of arsenic from water and wastewater has become the focus problem in many countries (Egbosibua et al. 2020, Ding et al. 2017, Molinari & Argurio 2017).

Adsorption technology of activated carbon has been deemed one of the most popular technologies for pollution removal in water and wastewater treatment (Orlando et al. 2020, Kiran et al. 2020, García-Mateos et al. 2015). However, there are still many drawbacks in the adsorption of activated carbon for heavy metals, such as low selectivity, low adsorption capacity, etc. In recent years, some modification methods have been proposed to improve the adsorption
capacity and selectivity of activated carbon. For example, Yang et al. modified the ACF with nitration treatment, heat treatment, and heat treatment after nitration, and they showed that the modification changed the surface physical and chemical properties of the ACF samples, and increased the adsorption capacity of ACF (Yang et al. 2016). Shafeeyan et al. studied the surface modification of activated carbon with gaseous ammonia and showed that the adsorption capacity of activated carbon for carbon dioxide increased with the introduction of basic nitrogen functionalities into the carbon surface (Shafeeyan et al. 2010). Palomo et al. produced more condensed nitrogen structures (such as pyridinic and pyrrolic structures) in the activated carbons by oxidation and reduction treatment (Palomo et al. 2017). Jaramilloa et al. showed the treatment of activated carbon with ozone combined with heat treatment could control the acidic-basic character and the strength of the carbon surface, and the treatment with ozone yielded acidic carbons, carbon dioxide, and steam activations (Jaramilloa et al. 2010). Macías-García et al. modified the porous texture and superficial groups of a commercial activated carbon through chemical and thermal treatment and showed high adsorption and electroadsorption for Cu(II) ion (Macías-García et al. 2017); Chiang and Juang had shown that the surface modifications of activated carbon could improve the adsorption for carbon dioxide in general (Chiang & Juang 2017).

With the development of adsorption technology, nanometer materials have been studied widely in water and wastewater treatment (Bao et al. 2016, Sun et al. 2017). As a new nanometer material, magnetic Fe₃O₄ has been studied in water pollution treatment extensively and has received some good results (Song et al. 2015, Uheida et al. 2006, Zavareh et al. 2017, Mhamme & Samaka 2018).

To facilitate the development of adsorption technology in heavy metal removal in the environment, a comparison study of adsorption characteristics of conventional adsorbent of AC (activated carbon), MAC (modified activated carbon), and new material of nanomagnetic Fe₃O₄ for arsenic has been carried out.

MATERIALS AND METHODS

Experimental Materials

The preparation of nanomagnetic Fe₃O₄: Nanomagnetic Fe₃O₄ (Fe₃O₄ or NMF) was prepared by the method of hydrothermal synthesis (Legod & Waal 2007). Ferrous precursor (FeSO₄·7H₂O, 10g) and ferric chloride (FeCl₃·7H₂O, 20g) were dissolved in 1500ml of distilled water. To the filtered solution, 150ml of 25% NH₄OH solution was added to raise the pH to about 11-12. After aging for about 20h at room temperature, the precipitate formed collected by filtering, washed with 500ml of distilled water, and then allowed to dry at room temperature.

The preparation of AC: The activated carbon was coconut shell granular activated carbon and the particle size was 25cm-50cm in diameter. After soaking in pure water for about 8-10h and washing repeatedly with deionized water, the activated carbon was dried to constant weight for over 24h at 105°C.

The preparation of MAC: The modification of activated carbon was performed under neutral conditions. The activated carbon (100 g) was immersed in a solution of potassium permanganate (0.1mol.L⁻¹, 500mL) and stirred slowly with a constant temperature oscillator for 10h, then the activated carbon was separated and washed repeatedly with deionized water to no color, and dried to constant weight for 24 h at 105°C.

The preparation for arsenic solution: The arsenic(III) (As) was purchased from Beijing Wanjia Biotechnology co. LTD. 1000mg.L⁻¹ of As(III) reserve solution was prepared with deionized water and diluted to a certain concentration when used.

All chemicals in the study were of analytical grade.

Analysis Method

The concentration of arsenic in water was analyzed by atomic fluorescence spectrometry. 1.0ml mixed solution of ascorbic acid and thiourea (10%) was added into 0.1mL water sample and stirred to blend, and then 2% of the hydrochloric acid was added to 10mL, stand still for 60min and then the content of arsenic was analyzed with non-dispersive atomic fluorescence photometer (PF6-2).

RESULTS AND DISCUSSION

Adsorption for Arsenic by NMF, AC and MAC

The study of adsorption capability for As by NMF, AC, and MAC was conducted in 250mL water with initial concentrations of 0.25 mg.L⁻¹, 0.50 mg.L⁻¹, 0.75 mg.L⁻¹, and 1.00 mg.L⁻¹, respectively, respectively. The dosage of NMF was 0.10 g, 0.31 g, and 0.62 g, and the dosage of AC and
MAC was controlled at 5 g, 10 g, and 15 g in 250 mL. The adsorption results with the three adsorbents were shown in Fig. 1, and Fig. 3.

It could be seen that the adsorbent of NMF, AC, and MAC had different adsorption capacities for As. The NMF showed high removal efficiency for As though at a low dosage. The removal rate for As could reach 75-85%, 80-90%, and 90-100% at dosages of NMF was 0.10 g, 0.31 g, and 0.62 g, respectively. While the removal rate for As by adsorption with the traditional adsorbent of AC was very low, and the removal rate was only 20-30%, 50-70%, and 80-90% at dosages of 5 g, 10 g, and 15 g. On the other hand, with MAC, the removal rate increased to 70-80%, 80-90%, and 80-100% at dosages of 5 g, 10 g, and 15 g. The results also showed that the adsorption of arsenic on NMF was very fast, and the adsorption could reach equilibrium in less than 10 min. The adsorption rate on AC was slow, and the arsenic removal rate increased slowly in 180 min. While the adsorption rate on MAC increased
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<table>
<thead>
<tr>
<th></th>
<th>The first-order kinetics model</th>
<th>The second-order kinetics model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q_e$ (mg·g$^{-1}$)</td>
<td>$q_e$ (mg·g$^{-1}$)</td>
</tr>
<tr>
<td>AC</td>
<td>0.013</td>
<td>0.004</td>
</tr>
<tr>
<td>MAC</td>
<td>0.023</td>
<td>0.012</td>
</tr>
<tr>
<td>NMF</td>
<td>0.189</td>
<td>0.027</td>
</tr>
</tbody>
</table>
Table 2: Parameters of Langmuir Equation and Freundlich Equation.

<table>
<thead>
<tr>
<th></th>
<th>Langmuir model</th>
<th>Freundlich model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>$K_L$</td>
</tr>
<tr>
<td>AC</td>
<td>0.062</td>
<td>1.781</td>
</tr>
<tr>
<td>MAC</td>
<td>0.085</td>
<td>3.518</td>
</tr>
<tr>
<td>Fe$_3$O$_4$</td>
<td>2.262</td>
<td>4.557</td>
</tr>
</tbody>
</table>

significantly, and the adsorption reached balance in 20-30 min. As a new adsorption material, nanomagnetic Fe$_3$O$_4$ has a better adsorption effect for arsenic. The traditional material of activated carbon has little adsorption efficiency for As. The adsorption capacity of AC for arsenic was improved to a great extent by the modification of activated carbon.

The study of Adsorption Kinetics and Isotherms

The adsorption kinetics study: The experiment was conducted in 250mL water with an initial concentration of arsenic of 0.25mg.L$^{-1}$. The dosage of AC, MAC, and NMF was 5.0g, 5.0g, and 0.10g respectively. The adsorption amount at different times was analyzed according to equation (1), and the adsorption capacity results were shown in Fig 4.

$$q_t = \frac{V(C_{0i} - C_i)}{m} \quad \ldots(1)$$

In which, $q_t$ was the adsorption amount (mg.g$^{-1}$); V was the volume of the water (L); $C_{0i}$ was the initial concentration of As (mg.L$^{-1}$), and $C_i$ was the concentration of As at the time of $t$; $m$ was the mass of the adsorbent (g).

The adsorption amount for As with Fe$_3$O$_4$ was much higher than that of MAC, and AC. The adsorption for As...
The adsorption kinetics was fitted with a pseudo-first-order kinetics model and pseudo-second-order kinetics model according to equations (2) and (3) (Alvarez-Torrellas et al. 2016, Bao et al. 2017, Zhang et al. 2017), and the fitted results were shown in Table 1.

\[
\ln(q_e - q_t) = \ln q_{eq} - k_1 t 
\]

\[
\frac{t}{q_t} = \frac{1}{k_2 q_{eq}^2} + \frac{t}{q_{eq}^2}
\]

In which: \(q_t\) was the adsorption capacity at the contact time \(t\), \(q_{eq}\) was the equilibrium adsorption capacity calculated by pseudo first and second order kinetics model, and \(k_2\) was the rate constant of the pseudo-first and second order kinetics model respectively; \(R^2\) was simulated correlation coefficient.

The results in Table 1 showed that the \(R^2\) of the pseudo-second-order kinetics model of the three adsorbents was superior to the first-order kinetics model, which indicated that the adsorption of As on the three adsorbents conforms to the pseudo-second-order kinetics model. The adsorption for As with NMF reached equilibrium in about 10 min, while for MAC and AC, it needs more than 30 min.
with AC, MAC, and NMF could be fitted by the pseudo-second-order kinetics model very well (Fig. 5). The rate constant with NMF was all higher than that with AC and MAC.

**Adsorption isotherms for As with NMF, AC, and MAC:** The adsorption isotherms for As with the three kinds of adsorbents were analyzed in 250mL water with an initial concentration of As of 0.2 mg.L\(^{-1}\), 0.3 mg.L\(^{-1}\), 0.4 mg.L\(^{-1}\), 0.5 mg.L\(^{-1}\), 0.6 mg.L\(^{-1}\), 1.0 mg.L\(^{-1}\), 1.2 mg.L\(^{-1}\), 1.5 mg.L\(^{-1}\), 2.0 mg.L\(^{-1}\), 3.0 mg.L\(^{-1}\), and 5.0 mg.L\(^{-1}\). The dosage of NMF, AC, and MAC was 0.1 g, 5.0 g, and 5.0 g respectively, and the adsorption time was 120 min. The equilibrium adsorption capacity was calculated according to equation (1) and the results were shown in Fig. 6.

As a whole, the adsorption equilibrium capacity of As increased with the increase of the initial concentration of As. The NMF exhibited high adsorption capacity for As. The adsorption efficiency of NMF is significantly higher than that of MAC, and the efficiency of MAC is a little higher than that of AC. When the concentration of As is low, the equilibrium adsorption capacity increased rapidly with the increase of As concentration. With the increase of As concentration, more and more adsorption sites on the adsorbents’ surface

![Fig. 5: The simulation results of the pseudo-second-order model.](image1)

![Fig. 6: Adsorption equilibrium for As with NMF, AC and MAC.](image2)
were occupied and thus reduced the adsorption capacity, and finally, the adsorption was saturated.

The adsorption equilibrium results were fitted with Langmuir adsorption isotherm (equation (4)) and Freundlich adsorption isotherm (equation (5)) (Pojananukij et al. 2017), and the results were shown in Table 2.

\[
q_e = \frac{aK_L C_e}{1 + K_L C_e} \quad \text{(4)}
\]

\[
q_e = K_F C_e^n \quad \text{(5)}
\]

In which, \(q_e\) (mg.g\(^{-1}\)) was the equilibrium adsorption, \(C_e\) (mg.L\(^{-1}\)) was the equilibrium concentration; \(a\) (mg.g\(^{-1}\)) represent the maximum adsorption in the Langmuir model, \(K_L\), \(K_F\), and \(n\) were adsorption constants respectively, \(R^2\) was the simulated correlation coefficient.

The results in Table 2 showed that the adsorption for As with the three adsorbents expresses the same characteristics, and the adsorption could be better described with the Langmuir equation (Fig.7). The result in Fig. 7 also showed that the adsorption capacity for As by NMF was much higher than that of MAC, and the MAC was higher than that of AC.

The Analysis of Surface Characteristics of NMF, AC and MAC

The groups on the surface of the adsorbent affect the properties of the adsorbent (Tom & Andreas 2017, Niu et al. 2017, Mines et al. 2017). Fig. 8 showed the FT-IR spectrum results of the three adsorbents of NMF, AC, and MAC. For AC, there was a weak absorption peak at 2,920 cm\(^{-1}\), which was the stretching vibration of the -CH\(_2\) or -CH\(_3\) bond on the surface of alkanes; the strong absorption peak appears at 1,594 cm\(^{-1}\), which could be the stretching vibration of -C=O and -C=C bond, or the bending of the -HN group; the bending vibration of -OH contribute the adsorption peak of 1,436 cm\(^{-1}\); the peak at 1,170 cm\(^{-1}\) could be attributed to the stretching vibration of -C-O-C- or the -C-O stretching vibration of the chain acid anhydride. The peak at 1,031 cm\(^{-1}\) was caused by the stretching vibration of -C-O. At around 749 cm\(^{-1}\), it was caused by the outward vibration bending of -NH. The peak near 603 cm\(^{-1}\) was caused by rocking of -NH (Ribeiro et al. 2015).

For MAC, the absorption peak at 3,526 cm\(^{-1}\) was the single bridge stretching vibration of the alcohol -OH group, at 3,445 cm\(^{-1}\) was the stretching vibration of the primary amine -HN group, and at 1,629 cm\(^{-1}\) was the in-plane bending vibration of the alcohol -OH group. It could be seen that the modification changed the functional groups on the surface of activated carbon greatly, and the hydroxyl groups of alcohols or phenols on the surface of the modified activated carbon increased. The increase of the acidic oxygen-containing groups will adsorb more π electrons existing in a graphite state on the surface of the activated carbon, which makes the surface of the activated carbon carry more positive charges and have a stronger adsorption effect on the electro-negative arsenic ions. Therefore, the removal efficiency for As with modified activated carbon was much better than that of activated carbon.

For NMF, the adsorption peaks appear in 3,122 cm\(^{-1}\), 3,031 cm\(^{-1}\), 2,003 cm\(^{-1}\), 1,761 cm\(^{-1}\), 1,398 cm\(^{-1}\), 1,074 cm\(^{-1}\), 989 cm\(^{-1}\) and 593 cm\(^{-1}\). The absorption peaks were caused by the stretching vibration of -OH, symmetrical stretching vibration of -C=C, the stretching vibration of aldehyde -C=O or stretching vibration of lipid -C=O, stretching vibration of -C-N or primary inward bending vibration of -OH or stretch-
NMF was composed of uniform adsorption for As with the three adsorbents of NMF, AC, and AC, the adsorption needs 100 min to reach equilibrium. The min to reach adsorption equilibrium, while for MAC and AC were different obviously. For NMF, it needs only 10-20 mg.g\(^{-1}\) in 250 mL. The adsorption rate for As with NMF, MAC, and AC were different obviously. For NMF, the maximum adsorption was only 0.0853 \(2.262 \text{ mg.g}^{-1}\) with a dosage of 0.1 g NMF in 250 mL, while for MAC and AC, the maximum adsorption was 0.0623 \(0.0853 \text{ mg.g}^{-1}\) and 0.0623 mg.g\(^{-1}\) with a dosage of 5g MAC and AC in 250 mL. The adsorption rate for As with NMF, MAC, and AC were different obviously. For NMF, it needs only 10-20 min to reach adsorption equilibrium, while for MAC and AC, the adsorption needs 100 min to reach equilibrium. The adsorption for As with the three adsorbents of NMF, AC, and MAC followed the pseudo-second-order kinetics model and Langmuir isotherm model all.
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ABSTRACT
The present study has been taken up to quantify the possible impacts of climate change on the climate variables using the outputs of the global climate model dataset over the Sagar and Kokkarne catchments. The baseline period considered is 30 years (1991-2020), and the daily rainfall dataset is used. The rainfall dataset for the future period is derived from five selected GCMs (Global Circulation Model) datasets under the (Representative Concentration Pathway) RCP 4.5 scenario for the period (2021-2050). The mean, standard deviation, and coefficient of variation of yearly rainfall are determined to check the rainfall variability using statistical analysis. The ensemble rainfall mean values of the five GCMs suggest that the uncertainty in the projected results is reduced by considering the cluster of GCMs. The minimum rainfall for the future period has shown an increasing trend (42.3 %, 10.5 %) whereas maximum rainfall has shown decreasing trend (52.44 %, 15.28 %) for Sagar and Kokkarne catchments respectively. The future predicted results show that the percentage change in Ensemble mean annual rainfall for the period 2021-2050 with reference to rainfall data of the baseline period (1991-2020) is depicting an increasing trend of 2.52 % and 4.12 % for Sagar and Kokkarne catchments respectively. The highest positive percentage change in mean annual rainfall of 24.89 %, 10.25 % is projected by MPI-ESM-LR GCM, and the highest negative percentage change in mean annual rainfall of -28.49 %, -9.19 % is projected by ACCESS1.0 GCM for Sagar and Kokkarne catchments respectively. This analysis will provide useful information for water resources planning engineers, research scientists, and farmers to assess the water availability in the region and create storage if essential.

INTRODUCTION
Climate change has posed threat to development all over the world. Climate change is projected to induce a reduction in the availability of surface water in the future (Pachauri et al. 2014). Climate change caused by humans is believed to be the greatest threat to the earth and the environmental system. According to the IPCC, humans are responsible for more than half of the average temperature increase between 1951 and 2010 (Pachauri et al. 2014). The temperature rises, although not as noticeable as changes found in the hydrological process but will result in global warming. The water cycle and land ecosystem processes are changing as a result of global warming. The temperature rises and rainfall variation, which are considered to be the main component of the climate system, can have a negative impact on agriculture, forestry, economy, human health, and well-being (Kotir 2011, Mahato 2014, Thornton et al. 2014). According to future climate estimates, moist and mid-latitude regions will be going to witness an increase in rainfall frequency, whilst the sub-tropical, dry zone would be facing the opposite climatic situation. Rainfall variability is directly linked to the occurrence of events of floods and droughts. Floods will cause the overflow of water over the land surface, on the other hand, droughts can reduce the amount of water available, in the sources such as lakes and dams. Due to human overpopulation and their activities, the demand for water usage is increasing (Cassils 2004, Wang et al. 2018). Rainfall pattern trends have a significant impact on smallholder farmers, due to their reliance on water resources from natural sources for agricultural production and community sustenance, Particularly the farmers who are relying on rain-fed agriculture will be the hardest hit.
With its complicated geographical characteristics, various parts of India suffer from natural disasters, such as floods and long dry seasons (Pareek & Trivedi 2011, Rasul 2015), and climate variations are becoming more common as a result of climate change (Jolly et al. 2015), putting Indian geographical region at risk. High rainfall magnitude can be assessed in terms of water availability, agricultural development, food security, and the economics of the country. The amount of water available is determined by rainfall rates (García-Ruiz et al. 2011, Sharma 2000) and the land-use changes in the region. Historical climate fluctuation should be evaluated to anticipate future climate variations and manage the available water resources for agriculture and other purposes in the best possible way and be ready with contingency plans as there is always uncertainty associated with the rainfall received in the catchment. Hence the primary goal of this research is to identify rainfall changes during the future period of (2021-2050) with reference to the baseline period of (1991-2020). This will encourage the development of ecologically friendly, long-term technologies and innovation for self-sufficiency in agriculture and food security.

STUDY AREA

The study area under consideration is composed of two river catchments, Sagar catchment, and Kokkarne catchments, belonging to Varada river and Seetha river respectively. Both the Varada river and Seetha river originate in the Western ghats of India in Karnataka (Fig. 1).

MATERIALS AND METHODS

The various steps followed in the present study are as follows:

1. IMD gridded rainfall data for the baseline period (1991-2020) of Sagar catchment and Kokkarne catchment is used in the present study.

2. The rainfall dataset is obtained from the following five selected global climate models (GCMs) (Table 1) under the RCP 4.5 scenario for the future period of (2021-2050) which is downscaled for the South Asia region.

3. The downscaled rainfall dataset is further bias-corrected, and then statistical factors are used to investigate the variation in distribution across the study area. The rainfall dataset acquired for the catchments is statistically analyzed to see whether there are any significant differences in the rainfall dataset. Also included are the graphs demonstrating the percentage change in rainfall statistical parameters for the study period of 2021-2050, as well as graphs depicting the effect of bias correction in the raw GCM dataset. The mean, median, standard deviation, kurtosis, skewness, minimum, maximum, and range are all used in this study to calculate the metric.

4. The standard deviation is a measure of dispersion. A low number implies that the data is clustered closely around the mean. A large number implies that the dataset is widely distributed on both sides of the mean. A high standard deviation denotes large year-to-year fluctuations, whereas a low standard deviation denotes smaller fluctuations. In other words, high-standard-deviation rainfall is deemed to be more volatile than low-standard-deviation rainfall.

5. The skewness and kurtosis are calculated to see if the annual rainfall dataset followed a normal distribution. Skewness is a metric for symmetry, or more specifically, the lack of it. If the dataset appears the same to the left and right of the center point, it is considered to be symmetric. A normal distribution has zero skewness, and any symmetric dataset should have skewness close to zero. Negative skewness values indicate that the dataset is skewed to the left, whereas positive skewness values show that the dataset is biased to the right. Kurtosis is a metric for how peaked or flat a dataset is in comparison to a normal distribution. To put it another way, a dataset with a high kurtosis has a noticeable peak near the mean, a rapid drop, and heavy tails. The low kurtosis dataset features a flat top near the mean instead of a high peak. The kurtosis of the standard normal distribution is zero. A peaked distribution has positive kurtosis, while a flat distribution has negative kurtosis.

RESULTS AND DISCUSSION

Statistical Analysis of Climate Projections for the Near Future (2021-2050)

The GCM model projecting the lowest mean annual rainfall for the Sagar catchment is the ACCESS1.0 GCM model, with a corresponding lowest mean value of 1271.29 mm, according to Table 2. The corresponding dataset is skewed right, with the standard deviation correlating the lowest annual rainfall

Table 1: List of CMIP5 GCMs used in the present study. (Source: http://cccr.tropmet.res.in)

<table>
<thead>
<tr>
<th>GCM code</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCMs</td>
<td>ACCESS1.0</td>
<td>CNRM-CM5</td>
<td>GFDL-CM3</td>
<td>MPI-ESM-LR</td>
<td>NorESM1-M</td>
</tr>
<tr>
<td>Horizontal grid spacing (lon x lat)</td>
<td>1.875 x 1.25</td>
<td>1.4 x 1.4</td>
<td>2.5 x 2.0</td>
<td>1.9 x 1.9</td>
<td>x 1.9</td>
</tr>
</tbody>
</table>
being 414.83 mm. However, the maximum annual rainfall projected by the MPI-ESM-LR GCM model has a standard deviation of 472.05 mm, indicating that the maximum rainfall is greatly distributed or that the maximum rainfall pattern in the MPI-ESM-LR GCM model is inconsistent, as indicated by the highest range value. This conclusion is supported once more by the coefficient of variation statistics. The larger CV value signifies larger dispersion (Thangjai et al. 2020, Yosboonruang et al. 2019). The variation in CV values implies that the rainfall in the study area is highly variable.

For the period under consideration, the ACCESS1.0 GCM model projects the lowest and highest mean annual rainfall of 3555.61 mm, and 6197.29 mm respectively, and the corresponding standard deviation of 1244.91 mm for the Kokkarne catchment, as shown in Table 3. The ACCESS1.0 GCM model rainfall dataset is skewed to the right side. The high standard deviation figure is directly linked to the wide range of rainfall. The difference between the maximum and minimum annual rainfall is represented by the rainfall range. The standard deviation and range represent the unpredictability of annual rainfall and thus how dependable the rainfall is in terms of persistence.

Table 2 and Table 3 show that, except for the ACCESS1.0 GCM model, the coefficient of variation for all global circulation models is lower for both catchments, indicating smaller variability from the mean, and comparable observations are made for the rainfall data projected by this GCM. The low coefficient of variability reported for the aforementioned global circulation models indicates that they are more reliable than the ACCESS1.0 GCM model in terms of rainfall. The CV indicates the degree of precision with which the treatments are compared and is a good indicator of the reliability of the experiment. It is also stated that the larger the CV value, the poorer the reliability of the experiment.

The mean annual rainfall of 1822.47 mm and the associated standard deviation of 200.67 mm is expected for the Sagar catchment, whereas the mean annual rainfall of 4076.94 mm and the related standard deviation of 447.96 mm is projected for the Kokkarne catchment. The highest median rainfall values are projected for the Sagar and Kokkarne catchments, with 2277.05 and 4463.12 mm (as projected by the MPI-ESM-LR GCM model) respectively. Tables 2 and 3 show that rainfall datasets for both catchments are positively skewed as projected by the ACCESS1.0 GCM model, CNRM-CM5 GCM model, GFDL-CM3 GCM model, and negatively skewed as projected by the MPI-ESM-LR GCM model, NORESM1-M GCM model.

Table 2: Statistical summary of annual rainfall over Sagar catchment.

<table>
<thead>
<tr>
<th>GCM</th>
<th>ACCESS1.0</th>
<th>CNRM-CM5</th>
<th>GFDL-CM3</th>
<th>MPI-ESM-LR</th>
<th>NorESM1-M</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean [mm]</td>
<td>1271.29</td>
<td>1541.47</td>
<td>2106.05</td>
<td>2220.15</td>
<td>1973.36</td>
<td>1822.47</td>
</tr>
<tr>
<td>Min [mm]</td>
<td>480.51</td>
<td>965.93</td>
<td>1200.46</td>
<td>1372.94</td>
<td>832.98</td>
<td>1442.61</td>
</tr>
<tr>
<td>Max [mm]</td>
<td>2238.05</td>
<td>2302.34</td>
<td>2982.49</td>
<td>3008.17</td>
<td>2942.97</td>
<td>2153.71</td>
</tr>
<tr>
<td>Median</td>
<td>1218.49</td>
<td>1492.66</td>
<td>2011.40</td>
<td>2277.05</td>
<td>1961.86</td>
<td>1831.21</td>
</tr>
<tr>
<td>Std Dev</td>
<td>414.83</td>
<td>342.75</td>
<td>420.86</td>
<td>472.05</td>
<td>413.02</td>
<td>206.67</td>
</tr>
<tr>
<td>CV [%]</td>
<td>32.63</td>
<td>22.24</td>
<td>19.98</td>
<td>21.26</td>
<td>20.93</td>
<td>11.01</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.42</td>
<td>-0.29</td>
<td>-0.07</td>
<td>-0.90</td>
<td>1.20</td>
<td>-0.62</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.17</td>
<td>0.47</td>
<td>0.32</td>
<td>-0.20</td>
<td>-0.12</td>
<td>-0.12</td>
</tr>
</tbody>
</table>

Table 3: Statistical summary of annual rainfall over Kokkarne catchment.

<table>
<thead>
<tr>
<th>GCM</th>
<th>ACCESS1.0</th>
<th>CNRM-CM5</th>
<th>GFDL-CM3</th>
<th>MPI-ESM-LR</th>
<th>NorESM1-M</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean [mm]</td>
<td>3555.61</td>
<td>4202.54</td>
<td>4285.76</td>
<td>4317.04</td>
<td>4023.73</td>
<td>4076.94</td>
</tr>
<tr>
<td>Min [mm]</td>
<td>1483.08</td>
<td>2580.02</td>
<td>2547.21</td>
<td>2568.25</td>
<td>1588.61</td>
<td>3161.08</td>
</tr>
<tr>
<td>Max [mm]</td>
<td>6197.29</td>
<td>5813.67</td>
<td>5912.52</td>
<td>5843.10</td>
<td>5778.03</td>
<td>5191.50</td>
</tr>
<tr>
<td>Median</td>
<td>3366.61</td>
<td>4008.59</td>
<td>4127.59</td>
<td>4463.12</td>
<td>4169.99</td>
<td>4076.55</td>
</tr>
<tr>
<td>Std Dev</td>
<td>1244.91</td>
<td>839.03</td>
<td>826.27</td>
<td>927.43</td>
<td>856.34</td>
<td>447.96</td>
</tr>
<tr>
<td>CV [%]</td>
<td>35.01</td>
<td>19.96</td>
<td>19.28</td>
<td>21.48</td>
<td>21.28</td>
<td>10.99</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.59</td>
<td>-0.69</td>
<td>-0.70</td>
<td>-0.96</td>
<td>1.03</td>
<td>0.40</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.29</td>
<td>0.23</td>
<td>0.14</td>
<td>-0.18</td>
<td>-0.42</td>
<td>-0.07</td>
</tr>
</tbody>
</table>
The standard deviation is one way of summarizing the spread of a probability distribution. It has to do with the level of uncertainty involved in projecting the value of a random variable. High levels indicate a greater degree of uncertainty than low values. Tables 2 and 3 clearly showed that the standard deviation values of the Kokkarne catchment are higher than the standard deviation values of the Sagar catchment. Because of the relationship between the standard deviation and the mean values, the deviation from the normal distribution cannot be ignored. This is backed up by the coefficients of variation of rainfall dataset projected by GCM models under consideration, which range from 19-33 and 19-36 for the Sagar and Kokkarne catchments, respectively. This demonstrates that rainfall values in the Kokkarne catchment are significantly different from the rainfall of the Sagar catchment. The fact that the CV values are so high indicates that the rainfall is highly unpredictable and unreliable, which can be ascribed to the length of the dataset set used or the quality of the dataset.

The smaller the coefficient of variation of rainfall dataset projected in a GCM, the lower the variability and the more reliable the projected rainfall of that particular GCM model. Tables 2 and 3 show that the rainfall variability projected by the GFDL-CM3 GCM model for both the catchments is the lowest of all the GCMs and so can be considered reliable.

According to the findings of statistical analysis tests, there are substantial discrepancies in the statistical characteristics of the rainfall dataset for the Sagar and Kokkarne catchments over the research period.

**Evaluation of Climate Projections for the Near Future (2021–2050)**

Fig. 3 also shows that rainfall in both the catchments is underestimated throughout the monsoon season. It can be seen that rainfall in the monsoon season is indicating delayed commencement of the monsoon season for Sagar catchment and a slightly early start of monsoon season in Kokkarne catchment.
The bias correction method is unable to rectify the beginning of monsoon as projected by many GCMs, and this may be the case for subsequent seasons when analyzing future estimates. The so-called climate change may be to blame for the change in rainfall season. This kind of natural variability in the precipitation trends being underestimated by the GCMs is also reported by (Mahmood et al. 2018, Pervez & Henebry 2014, Singh et al. 2019, Tolika et al. 2006, Van Haren et al. 2013) During the winter season, underestimation of rainfall datasets may be seen in both catchments as a modest corrective shift in the quantity of rainfall received compared to the rainfall dataset of the baseline period (1991-2020).

Fig. 2: Parameters of statistical analysis of rainfall dataset

Note: Std. Dev= standard deviation, CV=Coefficient of variation
Nevertheless, there are considerable sources of uncertainties in the results, related mainly to the climate model projections’ ability to describe the probability of occurrence of extreme events. Further, due to the nature of extreme events, there is only a limited dataset available and the inherent natural or internal variability adds uncertainty to the analysis of the results. GCM bias might also be blamed for the uncertainties (Fig. 3). For locations with the GCM dataset, bias correction approaches can be employed in climate change studies. Using an ensemble of climate projections, as in this work, can provide an estimate of the internal variability uncertainty of the GCM model. The choice of the bias-correction method, on the other hand, influences the total uncertainty in the outcome, and the method should only be adopted after a thorough examination of other options. To deal with significant biases, such as those due to erroneous timing and location of stationary synoptic scale rainfall fields like the monsoon, improvements in climate model post-processing approaches are still needed. There have been advancements in analyzing the influence of climate change at the regional scale, but further methods for reducing the uncertainties associated with GCM datasets and scaling procedures need to be investigated.

**Seasonal Uncertainty**

Table 4 shows the absolute difference in mean monthly rainfall between the GCM projections and the mean monthly rainfall in the baseline scenario for the Sagar catchment. The Ensemble mean of all the projections show an increase in rainfall contribution during monsoon (+4.59%), Post monsoon (+17.91%) winter (+1.52%) whereas a decrease in rainfall contribution during summer (-47.41%) is projected. The rainfall data values for the baseline period (1991-2020), as shown in Fig. 4 and Table 5, the observed rainfall data values are comparatively low in monsoon and summer seasons, and substantially high in post-monsoon and winter seasons, which can be attributed to the effect of climate change. In comparison to the reference rainfall dataset for the baseline period, the overall percentage contribution to the winter season for the future period (2021-2020) is decreasing as projected by all the GCMs under consideration.

<table>
<thead>
<tr>
<th>Sagar Catchment</th>
<th>Kokkarne Catchment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall (mm)</td>
<td>Rainfall (mm)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>Days</td>
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</tr>
<tr>
<td>BCTD</td>
<td>Raw</td>
</tr>
<tr>
<td>Raw</td>
<td>BCTD</td>
</tr>
</tbody>
</table>

**GCM Uncertainty**

Uncertainties are inherent in any modeling system, and proper assessment of uncertainties is a major research task. Although uncertainties cannot be eliminated, evaluating and comprehending their impact on model prediction is critical (Rupa & Mujumdar 2019). Though the climate models for the research region are carefully chosen, the measurement of uncertainty in climate change impacts on climatic variables such as rainfall and temperature is required because GCM simulations are mostly based on initial boundary conditions. Rainfall and temperature are the most important input variables in hydrological modeling, hence uncertainty in these variables is important in climate change effect studies on streamflow.

Fig. 3: Mean annual rainfall cycle over the future period (2021-2050) using a 30-day moving average of the Sagar and Kokkarne catchments.
The model uncertainty in climate change impact on the mean percentage change of mean, minimum and maximum annual rainfall in the Sagar catchment (Table 6) for RCP 4.5 indicates an increasing trend (+2.52%), an increasing trend (+42.30%), and a decreasing trend (-52.44%) with respect to the corresponding mean, minimum and maximum annual rainfall of baseline period (1991-2020) respectively. Reduction in maximum rainfall falls in line with a research report by (Al-Ansari et al. 2014, Modarres et al. 2018, Rana et al. 2014).

In the case of the Kokkarne catchment, the model uncertainty in climate change impact on the mean percentage change of mean, minimum and maximum annual rainfall (Table 7) for RCP 4.5 shows an increasing trend (+4.12%), an increasing trend (10.50%) and a decreasing trend (-15.28%) with respect to the mean, minimum and maximum annual rainfall of baseline period (1991-2020) respectively. It is worth noting that most of the estimates show a decrease in mean annual rainfall when compared to the rainfall data of the baseline period of 1777.69 mm for the Sagar catchment. However, most predictions show a rise in mean annual rainfall for the baseline period of 3915.61 mm for the Kokkarne catchment.

### CONCLUSIONS

The current study examines the impact of global climate change on rainfall datasets from the Sagar and Kokkarne catchments from 2021 to 2050 (a 30-year period). The present statistical analysis of the rainfall dataset provides a clear picture of variations in the rainfall dataset with respect to various statistical parameters. The mean, standard deviation, and coefficient of variation of the annual rainfall dataset are calculated to check the rainfall variability. The rainfall pattern is observed to be slightly scattered based on the computed results. The purpose of this research is to determine the rainfall variability and GCM uncertainty in the projected rainfall data of the present studied areas.

Following conclusions can be made from the present study.

Table 4: Percentage changes of rainfall in near future bias corrected dataset (2021–2050) over the monsoon months as compared to baseline dataset (1991–2020) for Sagar catchment.

<table>
<thead>
<tr>
<th>Season</th>
<th>Monsoon</th>
<th>Post-monsoon</th>
<th>Winter</th>
<th>Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>16.64(4.59)</td>
<td>17.29(17.91)</td>
<td>0.07(1.52)</td>
<td>-18.86(-47.41)</td>
</tr>
<tr>
<td>ACCESS1.0</td>
<td>-105.73(-29.14)</td>
<td>-15.39(-15.94)</td>
<td>2.4(51.95)</td>
<td>-19.97(-50.2)</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>-53.77(-14.82)</td>
<td>23.42(24.25)</td>
<td>-2.13(-46.1)</td>
<td>-20.52(-51.58)</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>83.01(22.88)</td>
<td>20.32(21.04)</td>
<td>-1.63(-35.28)</td>
<td>-13.14(-33.03)</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>110.75(30.52)</td>
<td>39.35(40.75)</td>
<td>0.33(7.14)</td>
<td>-26.74(-67.22)</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>48.94(13.49)</td>
<td>18.74(19.41)</td>
<td>1.4(30.3)</td>
<td>-13.92(-34.99)</td>
</tr>
</tbody>
</table>

Note: Values in the parentheses represent the relative change from IMD data for the baseline period (1991-2020).

Fig. 4: Percentage changes of rainfall in near future bias corrected dataset (2021–2050) over the monsoon months as compared to baseline dataset (1991–2020).
1. The mean annual rainfall in the Kokkarne catchment is more than Sagar catchment by 123.70%.

2. Although the standard deviation values of ensemble rainfall data of Kokkarne catchment are higher than that of Sagar catchment, the coefficient of variation value of Kokkarne catchment is lower than that of Sagar catchment. This essentially means that the ensemble rainfall dataset of the Kokkarne catchment has lesser variability.

3. According to the RCP 4.5 scenario, by 2050, mean annual rainfall is expected to be highly variable, with an increasing trend in rainfall for the Sagar catchment (+2.52%) and Kokkarne catchment (+4.12%).

4. The mean annual rainfall data of the Sagar catchment is slightly more negatively skewed than the rainfall data of the Kokkarne catchment.

5. It is preferable to use the ensemble mean for subsequent analysis since it reduces the standard deviation and coefficient of variation, making the rainfall data more dependable.

6. The raw rainfall data from both the catchments are underestimated. The underestimation of the case of the Kokkarne catchment is more than that of the Sagar catchment.

7. Ensemble means rainfall data of GCMs used in this analysis predict that monsoon rainfall from 2021 to 2050 in both

---

**Table 5:** Percentage changes of rainfall in the near future bias corrected dataset (2021–2050) over the monsoon months as compared to baseline dataset (1991-2020) for Kokkarne catchment.

<table>
<thead>
<tr>
<th>Season</th>
<th>Monsoon</th>
<th>Post-monsoon</th>
<th>Winter</th>
<th>Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>39.87(4.69)</td>
<td>-9.64(-6.39)</td>
<td>-3.34(-50.76)</td>
<td>10.38(16)</td>
</tr>
<tr>
<td>ACCESS1.0</td>
<td>-68.01(-8)</td>
<td>-31.97(-21.18)</td>
<td>-0.46(-6.99)</td>
<td>-7.55(-11.64)</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>55.38(6.52)</td>
<td>3.83(2.54)</td>
<td>-3.49(-53.04)</td>
<td>22.74(35.06)</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>77.53(9.12)</td>
<td>-12.61(-8.35)</td>
<td>-5.15(-78.27)</td>
<td>33.55(51.73)</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>115.02(13.53)</td>
<td>6.97(4.62)</td>
<td>-3.9(-59.27)</td>
<td>-20.3(-31.3)</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>19.41(2.28)</td>
<td>-14.43(-9.56)</td>
<td>-3.69(-56.08)</td>
<td>23.47(36.19)</td>
</tr>
</tbody>
</table>

Note: Values in the parentheses represent the relative change from IMD data for the baseline period (1991-2020).

**Table 6:** Percentage changes in the mean, minimum and maximum annual rainfall (mm) over the study area for Sagar catchment during 2021-2050 with reference to the baseline period of 1991-2020.

<table>
<thead>
<tr>
<th>GCM model</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1.0</td>
<td>-506.41 (-28.49)</td>
<td>-533.26 (-52.6)</td>
<td>-2290.62 (-50.58)</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>-236.22 (-13.29)</td>
<td>328.36 (18.47)</td>
<td>442.46 (24.89)</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>328.36 (18.47)</td>
<td>186.69 (18.42)</td>
<td>-1546.17 (-34.14)</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>442.46 (24.89)</td>
<td>359.17 (35.43)</td>
<td>-1520.5 (-33.58)</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>195.66 (11.01)</td>
<td>-180.78 (-17.83)</td>
<td>-1585.69 (-35.01)</td>
</tr>
<tr>
<td>Ensemble</td>
<td>44.78 (2.52)</td>
<td>428.84 (42.3)</td>
<td>-2374.96 (-52.44)</td>
</tr>
</tbody>
</table>

Note: Values in the parentheses represent the relative change from IMD data for the baseline period (1991-2020).

**Table 7:** Percentage changes in the mean, minimum and maximum annual rainfall (mm) over the study area for Kokkarne catchment during 2021-2050 with reference to the baseline period of 1991-2020.

<table>
<thead>
<tr>
<th>GCM model</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1.0</td>
<td>-360 (-9.19)</td>
<td>-1377.55 (-48.16)</td>
<td>69.56 (1.14)</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>286.93 (7.33)</td>
<td>-280.61 (-9.81)</td>
<td>-314.06 (-17.83)</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>370.15 (9.45)</td>
<td>-313.42 (-10.96)</td>
<td>-215.21 (-3.51)</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>401.43 (10.25)</td>
<td>-292.38 (-10.22)</td>
<td>-284.63 (-4.65)</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>108.12 (2.76)</td>
<td>-1272.02 (-44.47)</td>
<td>-349.7 (-5.71)</td>
</tr>
<tr>
<td>Ensemble</td>
<td>161.33 (4.12)</td>
<td>300.46 (10.5)</td>
<td>-936.23 (-15.28)</td>
</tr>
</tbody>
</table>

Note: Values in the parentheses represent the relative change from IMD data for the baseline period (1991-2020).
the catchments will be higher than monsoon rainfall data of the baseline period (1991-2020).

8. For Sagar and Kokkarne catchments, GFDL-CM3 GCM with the lowest CV of 19.98, 19.28 is projecting 2106.05 mm, 4285.76 mm of mean annual rainfall which is more than the ensemble mean annual rainfall by 15.56 %, 5.12 % respectively.

9. For Sagar and Kokkarne catchments, ACCESS1.0 GCM with the highest CV of 32.63, 35.01 is projecting 1271.29 mm, 3555.61 mm of mean annual rainfall which is less than the ensemble mean annual rainfall by 30.24 %, 12.78 % respectively.

To prove the conjecture of the scientists, more than one statistical procedure is required to measure changes in hydrological datasets such as rainfall. This endeavor is a little step in that direction.
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INTRODUCTION

Ammonia (NH₃) is one of the most widely used chemicals in industry and agriculture, which is very important to the global economy. At present, the Haber Bosch process is adopted for ammonia synthesis in industry. The experimental temperature and pressure used in this process are relatively high, the process energy consumption is high, the one-way conversion of the hydrogen is low, and a large amount of carbon dioxide is discharged into the atmosphere, causing pollution to the environment. To solve its shortcomings, researchers began a new exploration. Electrocatalytic nitrogen reduction (NRR), as a clean and sustainable method of ammonia synthesis, has attracted extensive attention. However, the low activity and selectivity of electrocatalysts are one of the important challenges. Therefore, the search for cost-effective electrocatalysts has become one of the research hotspots of electrochemical nitrogen ammonia synthesis. For enhancing the catalytic performance and selective performance of catalysts, scientists have carried out a lot of research on electrochemical nitrogen fixation catalysts. In this review article, electrolytic experimental devices, common ammonia detection research methods, and the electrocatalytic NRR mechanism are summarized, and then the research progress in electrocatalysts (precious metals, transition metals, and non-precious metals) is summarized. Then, the research progress of metal-based electrocatalysts is introduced, and the relevant theoretical calculations are given. The discussion of different catalytic systems provides ideas for the development and improvement of subsequent NRR electrocatalysts.

Ammonia (NH₃) is one of the most widely used chemicals in industry and agriculture, which is very important to the global economy. At present, the Haber Bosch process is adopted for ammonia synthesis in industry. The experimental temperature and pressure used in this process are relatively high, the process energy consumption is high, the one-way conversion of the hydrogen is low, and a large amount of carbon dioxide is discharged into the atmosphere, causing pollution to the environment. To solve its shortcomings, researchers began a new exploration. Electrocatalytic nitrogen reduction (NRR), as a clean and sustainable method of ammonia synthesis, has attracted extensive attention. However, the low activity and selectivity of electrocatalysts are one of the important challenges. Therefore, the search for cost-effective electrocatalysts has become one of the research hotspots of electrochemical nitrogen ammonia synthesis. For enhancing the catalytic performance and selective performance of catalysts, scientists have carried out a lot of research on electrochemical nitrogen fixation catalysts. In this review article, electrolytic experimental devices, common ammonia detection research methods, and the electrocatalytic NRR mechanism are summarized, and then the research progress in electrocatalysts (precious metals, transition metals, and non-precious metals) is summarized. Then, the research progress of metal-based electrocatalysts is introduced, and the relevant theoretical calculations are given. The discussion of different catalytic systems provides ideas for the development and improvement of subsequent NRR electrocatalysts.

Ammonia (NH₃) is one of the most widely used chemicals in industry and agriculture, which is very important to the global economy. At present, the Haber Bosch process is adopted for ammonia synthesis in industry. The experimental temperature and pressure used in this process are relatively high, the process energy consumption is high, the one-way conversion of the hydrogen is low, and a large amount of carbon dioxide is discharged into the atmosphere, causing pollution to the environment. To solve its shortcomings, researchers began a new exploration. Electrocatalytic nitrogen reduction (NRR), as a clean and sustainable method of ammonia synthesis, has attracted extensive attention. However, the low activity and selectivity of electrocatalysts are one of the important challenges. Therefore, the search for cost-effective electrocatalysts has become one of the research hotspots of electrochemical nitrogen ammonia synthesis. For enhancing the catalytic performance and selective performance of catalysts, scientists have carried out a lot of research on electrochemical nitrogen fixation catalysts. In this review article, electrolytic experimental devices, common ammonia detection research methods, and the electrocatalytic NRR mechanism are summarized, and then the research progress in electrocatalysts (precious metals, transition metals, and non-precious metals) is summarized. Then, the research progress of metal-based electrocatalysts is introduced, and the relevant theoretical calculations are given. The discussion of different catalytic systems provides ideas for the development and improvement of subsequent NRR electrocatalysts.

INTRODUCTION

Ammonia (NH₃) is widely used in several industries, such as chemical fertilizer, fiber, dye, explosive resin, and hydrogen carrier. At present, the output of ammonia is increasing year by year (Chen et al. 2018). 78% of the air is composed of N₂. Combined with the nitrogen cycle in the environment, there is great interest in the conversion of N₂ to NH₃. Fig. 1 shows numerous processes of the nitrogen cycle and nitrogen fixation in nature. However, N₂ has stable chemical properties and strong N≡N triple bond energy, so most chemical reactions cannot be carried out directly. Although some prokaryotes can convert atmospheric N₂ into nitrogen by biological nitrogen fixation in nature, the nitrogen fixed by this method is far from meeting the needs of human production and life (Ren et al. 2021, Qi et al. 2021, Ma et al. 2020). In industry, the Haber Bosch process with harsh reaction conditions, high energy consumption, and harm to the environment are still used to obtain ammonia (Hou et al. 2020, Li et al. 2020, Foster et al. 2018, Montoya et al. 2015). The resulting energy consumption is relatively high (Kibsgaard et al. 2017, Rz et al. 2019). At the same time, the raw materials of the Haber Bosch process need pure hydrogen that does not exist in nature. It is mainly produced by the decomposition of fossil energy (such as natural gas). The natural gas consumed in this process is 3%-5% of the total natural gas consumption in the world. The production of a large number of CO₂ by-products will further aggravate the global greenhouse effect (Dg et al. 2022, Meng et al. 2020). Therefore, to overcome the limitations of harsh conditions and large environmental pollution of Haber Bosch process equipment, it is necessary to develop an environmentally friendly and low energy consumption ammonia production process (Spatzal et al. 2011, Lancaster et al. 2013). Among many ammonia synthesis methods, electrocatalytic nitrogen reduction reaction has the advantages of easy experimental conditions and less environmental pollution (Shipman et al. 2017, Zhu et al. 2020).

In the electrochemical NRR process, catalysts are the key to ammonia synthesis. However, the low reactivity and
selectivity of electrocatalysts are a significant challenge. Therefore, the search for cost-effective electrocatalysts has become one of the research hotspots of electrochemical ammonia synthesis (Zhu et al. 2020). At present, researchers have concluded through theoretical simulations and experimental studies that metal-based catalysts (transition metals, precious metals, and non-precious metals) can achieve the electrochemical NRR (Xu et al. 2020, Chen et al. 2021). Noble metal catalysts have excellent catalytic performance due to their strong binding energy, excellent electrical conductivity, and abundant active polycrystalline surface, and are widely used in electrochemical reactions. In recent years, precious metal catalysts with diverse active sites have been extensively investigated. Meanwhile, non-precious metal catalysts are abundant and inexpensive on earth and have broad application prospects (Yu et al. 2021). In recent years, non-noble metals, especially transient metal compounds were used as electrode materials for electrocatalytic reactions because of their low cost, rich content, and easily regulated catalytic properties (Wang et al. 2018). In this paper, different systems of NRR catalysts (precious metal catalysts and non-precious metal catalysts) are comprehensively reviewed to provide some useful enlightenment for improving the performance of NRR catalysts in the future (Zhao et al. 2019).

In this paper, the catalytic reaction mechanism of NRR, several electrolysis experimental devices for nitrogen reduction synthesis of NH$_3$ and different NH$_3$ detection methods are introduced. On this basis, the latest progress of catalysts in electrocatalytic reactors is reviewed. The research progress of precious metal-based catalysts and non-precious metal transient metal-based catalysts is summarized. Then it is hoped that the research results of this paper can provide useful guidance for the rational design of electrocatalysts for ammonia synthesis, stimulate people’s interest in the new research field of ammonia synthesis, and accelerate the green industrialization process of ammonia synthesis.

**THE DEVICE OF ELECTROCATALYTIC AMMONIA SYNTHESIS**

The electrochemical cell structure is very important for the electrochemical process of N$_2$ conversion to NH$_3$. Electrochemical experimental equipment is generally composed of the following parts: electrolytic cell electrolyte working electrode opposite electrode reference electrode gas pipeline and electrochemical workstation. According to the type and distribution of electrodes and electrolytes, electrolytic cells can be divided into back-to-back type, polymer electrolyte...
membrane type, H-type, and single cell type. Among them, single-cell and H-type electrolyzers have been widely used in recent studies (Rostamikia et al. 2019). As shown in Fig. 2a, the cathode and anode of a back-to-back cell are injected with nitrogen and water respectively, the exchange membrane separates the two electrodes. As shown in Fig. 2b, a PEM cell differs from a back-to-back cell in that the electrolyte is injected into the anode, and the protons of the cathode are provided by electrolytic water. In Fig. 2c single-chamber cell, ammonia is oxidized at the anode due to simultaneous cathodic and anodic reactions in the same electrolyte, making the determination of ammonia inaccurate. H-type cells (Fig. 2d-f) are widely used in the laboratory under current experimental conditions, where the negative and positive reactions are divided with a Nafion membrane in a separate electrolyte. Therefore, in the testing process of ammonia content, ammonia cross-contamination cannot be ignored.

NRR PRODUCT DETECTION

The commonly used methods for NRR product detection include colorimetry (including Spectrophotometry with...
Nessler’s reagent colorimetric method and salicylic acid-hypochlorite spectrophotometry), ion-chromatography, $^{15}$N isotope labeling-nuclear magnetic resonance NMR method and so on.

The spectrophotometric method uses iodide ions and mercury ions to coordinate with $\text{NH}_4^+$ under strongly alkaline conditions. The characteristic peaks of the complex can be found at 420 nm, and the concentration of $\text{NH}_4^+$ can be reflected by the intensity of the absorption peak. The detection range of $\text{NH}_4^+$ is 0.025-5.0 mg.L$^{-1}$. Salicylic acid-hypochlorite spectrophotometry is in an alkaline medium, $\text{NH}_4^+$ in turn with the salicylate, hypochlorite ion, and sodium nitroferricyanide (nitropuna) reaction to produce blue compounds. The characteristic absorption peak was at 664 nm, and the range of $\text{NH}_4^+$ detected by this method was 0.01-1.0 mg.L$^{-1}$ (Zhou & Boyd 2019).

Ion chromatography is also widely used in the detection of $\text{NH}_4^+$, with a detection range of 0.02-40 mg.L$^{-1}$. The experiment has high reproducibility, high sensitivity, and a short detection time. However, when using ion chromatography to determine the content of $\text{NH}_4^+$, it is noteworthy that the close position of $\text{NH}_4^+$ and Na$^+$ ion peak results in a low separation degree. If the content of Na$^+$ ions in the electrolyte is too high, the concentration of $\text{NH}_4^+$ cannot be accurately determined (Thomas et al. 2002, LeDuy & Samson 1982).

To obtain relatively reliable results, in addition to colorimetry and ion chromatography, $^{15}$N isotope-nuclear magnetic resonance NMR was used to verify the experimental results (Hodgetts et al. 2020). The source of ammonia formation can be traced directly through isotope calibration to determine catalyst activity. The detection range is 5-10 μmol.L$^{-1}$. The results of $^{15}$N isotope-nuclear magnetic resonance (NMR) should be similar to those of colorimetry or ion chromatography, and the ammonia yield of the catalyst should be determined by mutual verification of various detection results.

**REACTION MECHANISMS OF NRR**

The reaction mechanism of NRR is very complex and mainly depends on the catalytic surface and application potential. The reaction principle of electrocatalytic NRR ammonia synthesis is shown in Fig. 3a. As can be seen from Fig. 3b, according to kinetics, there is a gap of 10.8 eV energy gap between the highest occupied molecular orbital (HOMO) and the lowest occupied molecular orbital (LUMO) in nitrogen molecules (Zheng et al. 2019). The sorption and activation hydrogenation process of nitrogen is the most critical step. The sorption and activation process of nitrogen mainly includes a dissociative pathway, associative pathway (alternative pathway, distal pathway), enzymatic pathway, and Mars-van Krevelen (MvK) pathway, as shown in Fig. 3c (Zheng et al. 2019). The first three are more common, and

![Fig. 3: Diagrammatic sketch of (a) NRR electrocatalysis and mechanisms. (b) Graphs of N orbitals and N$_2$ orbitals. (c) Reaction pathway of catalyst for nitrogen reduction (Adapted from Ref. (Zheng et al. 2019)).](image-url)
the detailed process is shown in Fig. 3c. The dissociative mechanism process is that N$_2$ is first dissociated into N atoms adsorbed on the surface, each N atom is hydrogenated to form NH$_3$ and desorbed from the surface to complete the catalytic process, and the H-B process belongs to the dissociative mechanism. In the associative mechanism (distal pathway), N$_2$ is adsorbed on the surface in molecular form, and the chemical bond connection between the two nitrogen atoms is maintained. Hydrogenation first occurs on the nitrogen atom far from the surface. After hydrogenation, the N-N bond breaks, a molecule of NH$_3$ is removed from the outside, and the inner N atom begins hydrogenation to form a molecule of NH$_3$ and then desorbs from the surface. The preliminary process of the associative mechanism (alternative pathway) is similar to the distal pathway mechanism, but in the alternative pathway mechanism, two nitrogen atoms carry out the hydrotreating process alternately, the hydrogenated nitrogen atoms are the first to form NH$_3$ and desorb from the surface, and the remaining nitrogen atoms continue the hydrogenation process. In the two association mechanisms, with the progress of hydrogenation, the chemical bond between two N atoms will weaken, and the fracture of the N-N bond is relatively easy. Therefore, compared with the dissociative mechanism, the associative mechanism consumes less energy and is easier to carry out. When the catalyst type, structure, and reaction conditions are different, the reaction process experienced by nitrogen reduction to synthesize ammonia is also different, and the application mechanism needs to be analyzed in detail.

In addition, there are two mechanisms: the enzymatic pathway and Mvk. The former mainly occurs in the nitrogen reduction reaction of nitrogenase. In this mechanism, N$_2$ is still adsorbed in the form of molecules, but the two N atoms are not far from each other and are adsorbed on the surface side by side (Niu et al. 2021). The hydrogen process is the same as the alternative pathway mechanism. The Mvk mechanism appears more often in the catalytic process of transient metal nitrides (Abghoui & Skúlason 2017).

**ELECTROCATALYSTS FOR NRR**

**Noble Metal-based Catalyst**

At present, precious metal materials such as Pt, Rh, Au, Ru, Pd, Ag, and Ir Noble (Li et al. 2021) have been widely studied as catalysts for NRR because of their abundant surface active sites, unfilled d-electron orbitals, and superior conductivity. As mentioned earlier, precious metal materials have excellent HER properties and form fierce competition with nitrogen reduction reactions. Therefore, reasonable improvement and hybridization can improve its selectivity and yield. In recent years, many scholars have done a lot of research on precious metal catalysts including (Au catalyst, Ru catalyst, Rh, and Pd catalysts). Experiments have shown that precious metal catalysts have obvious catalytic effects on NRR. This article uses the Au catalyst as an example to introduce the utilization of precious metal catalysts in nitrogen reduction reaction (NRR) and the performance achieved.

Gold (Au) is considered an ideal nuclear reactor material because, for the unfilled electron orbital, the reactant is easy to be adsorbed on the surface, has appropriate strength, and is conducive to the formation of intermediate “active compounds”. It can be obtained from Fig. 4a, the average particle size of Au nanoclusters in the TiO$_2$ lattice is 0.5 nm. Fig. 4b shows that the use of this catalyst greatly improves the ammonia yield, and its NH$_3$ yield can reach 21.4 μg h$^{-1}$ mg$^{-1}$. The electrolysis experiments of three different catalysts showed that TA-reduced Au/TiO$_2$ (TA-Au/TiO$_2$) showed the best nitrogen reduction performance compared with sodium borohydride reduction Au/TiO$_2$ and Photoreduction Au/TiO$_2$ (Fig. 4c). As shown in Fig. 4d, to investigate the stability of the nitrogen reduction performance of the catalyst TA-reduced Au/TiO$_2$, 10 electrolysis cycle experiments were carried out. It was found that there was no obvious change in the NH$_3$ yield and Faradaic efficiency. In addition, nitrogen reduction was also applied at the same potential and different temperatures. In recent years, many researchers have found that the Faraday efficiency of Au in nitrogen reduction reaction needs to be improved, and have carried out a lot of research on it. Xue et al. have successfully loaded Au and Ni nanoparticles on an N-doped C supporter (Xue et al. 2019). HAADF-STEM (Fig. 4e) test was carried out on the catalyst. The results showed that an N-doped C supporter with gold nanoparticles was deposited on adjacent Ni particles. As shown in Fig. 4f, electrolytic experiments were conducted on several catalysts with different Au contents. Through comparison, it was found that the Faraday efficiency of Au$_{\text{b}}$/Ni was the highest among the catalysts, reaching 67.8% at -0.14 V (vs. RHE). Fig. 4g shows that the turnover rate (TOF) of the nitrogen reduction reaction on the Au catalyst continuously increases with the decrease of the Au content, which is similar to the electron enrichment of the Au component. By summarizing the previous density functional theory (DFT) calculation and experimental results and combined with the standard free energy spectrum of nitrogen reduction (Fig. 4g) in this work, we obtained the association mechanism on Au, in which the decomposition of adsorbed nitrogen (*N$_2$) into *NNH is the rate-limiting step. As can be seen from Fig. 4i, the electron interaction between Au and Ni makes the electrons in Ni particles can be absorbed by Au, which is beneficial to the adsorption and dissociation of N$_2$. Therefore, higher Faraday efficiency of image pairs is obtained.
Non-precious Transient Metal-based Catalyst

Precious metal catalysts usually have low ignition temperatures and high efficiency. Its catalytic efficiency is unmatched by other catalysts at low temperatures, but due to limited resources and high prices, it cannot be applied on a large scale (Zhang et al. 2018). Therefore, many scholars have shifted their research focus to non-precious transient metals as substitutes. Compared with noble metal catalysts, non-precious metal transient metals have the advantages of cheap and easy availability, abundant resources, and relatively good catalytic activity. Therefore, they are widely used as ideal electrocatalysts. At present, there are many kinds of transient element materials, mainly including their phosphides (Chu et al. 2019), chalcogenides (Zhang et al. 2018), borides (Yu et al. 2019), oxides (Yao et al. 2019), nitrides (Liu et al. 2020), metal single atoms (Guo et al. 2020), and carbides (Yang et al. 2020) have been widely studied as valid electrocatalysts for the nitrogen reduction reaction.

Experiments have shown that non-precious transient metal-based catalysts have obvious catalytic effects on NRR. This article uses Fe-based electrocatalysts as an example to introduce the application of precious metal catalysts in NRR and the performance achieved. Fig. 5a is a schematic diagram of single-atom Fe supported on an n-doped carbon framework. In 0.1 M PBS, the electrolysis experiment of ISAS-Fe/NC catalyst shows that its ammonia production rate can reach 62.9 μg·h⁻¹·mgₐt⁻¹ and Faraday efficiency can reach 18.6%. Fig. 5b depicts the variation of current density and Faraday efficiency, implying that the catalyst has a FE of 18.6 ± 0.8% at the highest NH₃ production rate. To explore the nitrogen reduction property of the ISAS-Fe/NC catalyst, we studied its three possible reactions, including the distal pathway, the alternative pathway, and enzymatic mechanisms (Liu et al. 2020).
At present, the development of low-cost and high-activity catalysts is the key to optimizing the NRR process. To enhance the efficiency of the NRR process and promote the industrialization of electrocatalytic ammonia synthesis, the following aspects need to be considered.

1. Combine theory with experiment. Through the calculation of adsorption activation energy and reaction thermodynamic energy barrier, the overpotential and corresponding speed-limiting steps required to drive the reaction can be obtained, which plays a major role in revealing the catalytic mechanism and guiding the development of catalysts.

2. Enhance the catalytic activity of existing material systems. Material design and regulation strategies are applied to improve NRR reaction activity, such as lattice defect regulation strategies such as doping and vacancy construction, as well as surface and interface design such as morphology and size regulation to raise the active surface area.

CONCLUSIONS AND PERSPECTIVES

At present, the development of low-cost and high-activity catalysts is the key to optimizing the NRR process.
points of the reaction, improve the adsorption performance of materials to nitrogen molecules, tuning the electron structure of catalysts, accelerate N≡N fracture, and regulate the adsorption and desorption performance of intermediates in the reaction process.
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ABSTRACT
At present, the effective management of the rural environment has drawn the attention of the entire global community. Heilongjiang Province majors in agriculture and animal husbandry resources. Compared with urban environmental pollution, the pollution caused by agriculture and animal husbandry has a strong impact on the use of agricultural elements and environmental constraints. At the same time, it has the characteristics of high governance cost, high governance difficulty, and difficulty in being monitored. In this study, the environmental Kuznets curve is used to verify the relationship between rural environmental pollution and economic growth in Heilongjiang Province, and a linear regression model is designed to verify time series data and indicators. The results show that the phenomenon of rural water pollution has become common in Heilongjiang Province, the discharge of rural environmental pollutants has exceeded the safe discharge limit value, and the pollution degree of the rural environment in Heilongjiang Province has exceeded the safety warning value at least, and it is very necessary for its treatment. This study enriches the research methods and content of the performance evaluation of rural environmental governance in my country helps to objectively evaluate the governance issues of the rural environment in Heilongjiang Province, and can be a functional area of grain production that is highly dependent on resources and environmental constraints of the same kind in my country. Rural environmental governance provides a universal reference.

INTRODUCTION
Heilongjiang Province is a large agricultural and animal husbandry province in China. Its arable land area and grain output are ranked first in the country. The development level of planting and animal husbandry is relatively high. However, in rural areas, the extensive growth mode has increased environmental pollution and severely imbalanced rural ecosystems and restricted the development of the rural economy in Heilongjiang. While rural environmental pollution damages the rural ecological environment, it also has an impact on the health of rural residents, and contaminated agricultural products will further reduce the quality of life of urban residents. Therefore, only by fully understanding the characteristics and hazards of rural environmental pollution and exploring its causes can we propose targeted measures for the treatment of rural environmental pollution. Agricultural environmental pollution in Heilongjiang mainly includes agricultural chemical fertilizers, pesticide use, livestock and poultry breeding, plastic film pollution, soil erosion, forest vegetation loss, etc. Among them, chemical fertilizers and pesticides are important factors that cause soil compaction, reduced regeneration effects, and toxic pollution of agricultural products. It is also the main source of the deteriorating water quality of rivers and lakes.

The current health problems caused by environmental pollution are becoming more and more obvious, such as asthma (Choi et al. 2017), lung cancer (Wang et al. 2016), and mental illness (Roberts et al. 2019). At present, there is more and more research on the problems caused by environmental pollution in academia. For example, studies on the deterioration of water quality have predicted the trade-off between urban models and the production of ecosystem services: scenario analysis of alternatives to rapid urbanization area sprawl (Shoemaker et al. 2019), the impact of different media on constructed wetlands for rural domestic sewage treatment (Lu et al. 2016), the long-term impact of human factors on non-point source pollution in the upper reaches of the Yangtze River (Ding et al. 2019), rural watershed management (Ding et al. 2019), sustainable agricultural intensification practices and rural food security (Yahaya et al. 2018) and other studies. Research on pollution trends includes the changes in gas-phase air pollutants in New York State (Civerolo et al.
When it reaches a certain peak, that is, when the per capita GDP reaches a certain level, rural environmental pollution will gradually improve with the improvement of economic development.

The theoretical reference of this study is to use this hypothesis to verify the relationship between rural environmental pollution and economic growth in Heilongjiang. The verification model is designed as follows:

\[
N=\beta_0+\beta_1P_{\text{ergdp}}+\beta_2P_{\text{ergdp}}^2+\varepsilon \quad \text{(1)}
\]

\[
P=\beta_0+\beta_1P_{\text{ergdp}}+\beta_2P_{\text{ergdp}}^2+\eta \quad \text{(2)}
\]

In this model, \(N\) and \(P\) respectively represent the total nitrogen emissions and total phosphorus emissions of rural environmental pollution in Heilongjiang in \(y\) year and represent the per capita GDP of Heilongjiang in a certain year. Compared with total GDP, per capita GDP can more clearly reflect the real effect of environmental pollution on the level of economic development. \(\beta_0, \beta_1,\) and \(\beta_2\) are the coefficient values in the model, \(\varepsilon\) and \(\eta\) denote as random error terms respectively. The verification results of the model can be divided into the following situations:

(a) When \(\beta_1 \neq 0, \beta_2 = 0\), there is a linear relationship between economic growth and environmental pollution;

(b) When \(\beta_1 < 0, \beta_2 > 0\) there is an “inverted U-shaped” relationship between economic growth and environmental pollution; the inflection point of per capita GDP at this time is \(P_{\text{ergdp}} = -\beta_1/(2 \times \beta_2)\);

(c) When \(\beta_1 > 0, \beta_2 < 0\), there is a “U-shaped” relationship between economic growth and environmental pollution.

Eco-environmental Factors of Governance Under the Framework of Environmental Kuznets Curve Analysis

Heilongjiang is a large ecological environment province with abundant natural resources. For rural environmental pollution control, the introduction of the ecological environment is quite important. Therefore, add the concept of ecological environment to the EKC curve, including environmental tolerance thresholds and safety warning lines. The pollutant discharge corresponding to the environmental tolerance threshold refers to the maximum amount of pollution that the ecological environment can withstand. Once the pollution exceeds this upper limit of pollution, the pollution is irreversible. No matter how the economy repairs the environment, the environment cannot be restored. The discharge of pollutants corresponding to the safety cordon refers to the discharge of a pollutant that has had a certain impact on the environment and must be treated in time. It is the limit value.
of the safe discharge of pollution at this point. If there is a timely “response” to environmental pollution, the damaged environment can still be repaired.

As shown in Fig. 1, within a certain period of time, points A, B, and C are the inflection points of three different “inverted U-shaped” curves and the pollutant emissions at the inflection points (that is the maximum pollutant emissions of the EKC curve). They are \( P_A, P_B, \) and \( P_C \). The point where the environmental tolerance threshold line intersects the vertical axis is \( P_1 \), and the point where the safety pollution warning line intersects the vertical axis is \( P_2 \). Pollutant emissions \( P_A < P_2 < P_B < P_1 < P_C \).

Definition of pollution level: assuming that other conditions remain unchanged, the EKC curve with the inflection point A is called the level-A pollution level curve, indicating that the pollution is at a relatively low level and has not reached the safety pollution warning line, which is an ideal state. The curve with the inflection point B is called the EKC curve of level B. The pollution at the inflection point is between the warning line and the threshold line. Economic growth has caused a bad impact on the environment, but the damaged environment can be repaired. The EKC curve with the inflection point C is called the level-C curve. It exceeds the environmental tolerance threshold. The pollution generated around inflection point C is irreparable to the environment. If the pollution level is on the curve of B or C, active control measures should be taken.

Rural water pollution has become more common in Heilongjiang, and the discharge of rural environmental pollutants has exceeded the safe discharge limit. This study roughly judges that the curve of the relationship between rural environmental pollution and economic growth in Heilongjiang must not be the curve of level-A in Fig. 6, but level B or level C. The level of pollution at the turning point has at least exceeded the safety warning value.

**Theoretical Analysis of Governance Function Under the Framework of Environmental Kuznets Curve Analysis**

Assuming that there is only one family in the economy and there are no externalities, the Pareto optimal of the individual family is the Pareto optimal of the whole society. The family utility function expression is as follows:

\[
U = U(C, P)
\]

In the above formula, household consumption is \( C \), and consumption \( C \) will produce pollution as \( p \). \( U > 0 \) and \( U_p < 0 \), respectively, indicate that the utility of the household increases with the increase in consumption, and decreases with the increase in pollution. There are two ways to reduce pollution, one is to directly reduce consumption and thus reduce the amount of pollution, and the other is to control the amount of pollution. When pollution is treated, the number of resources required to be input is \( E \), assuming that the amount of pollution \( P \) is positively correlated with the amount of consumption \( C \) and the amount of governance resource input \( E \), respectively, the pollution is a function of \( C \) and \( E \), and the expression is as follows:

\[
P = P(C, E)
\]

In the above formula, \( PC < 0 \) and \( PE < 0 \), respectively, mean that pollution increases with the increase in consumption and decreases with the increase of the input of treatment resources. Assuming that the household income is constant, the income can be consumed and governed, and the relative cost of consumption and governance is standardized to 1, then there is the following formula:

\[
M = C + E
\]

In the above formula, \( M \) is the total household income. Assuming that the utility function:

\[
U = C - zP
\]

In the above formula, \( z \) is a constant greater than zero, representing the marginal utility loss of pollution. Suppose that the pollution function is formula (7), and it is assumed that unit 1 of consumption will produce unit 1 of pollution, \( C \) is the total pollution amount before treatment, and the pollution treatment function adopts the form of the \( C-D \) function.

\[
P = C - C^a E^b
\]

The family’s behavioral choice equation is the maximum utility of \( M \) under certain conditions, namely:

\[
Max U = C - zP
\]

\[
P = C - C^a E^b
\]

\[
M = C + E
\]
When \( z=1 \), \( C^* = \frac{\alpha}{\alpha + \beta} M \), \( E^* = \frac{\beta}{\alpha + \beta} M \)

\[
P^*(M) = \frac{\alpha}{\alpha + \beta} M - \left( \frac{\alpha}{\alpha + \beta} \right)^\alpha \left( \frac{\alpha}{\alpha + \beta} \right)^\beta M^{\alpha + \beta} \tag{11}
\]

\[
\frac{\partial^2 P^*(M)}{\partial M^2} = \frac{\alpha}{\alpha + \beta} \left( \alpha + \beta - 1 \right) \left( \alpha + \beta \right) \left( \frac{\alpha}{\alpha + \beta} \right)^\alpha \left( \frac{\alpha}{\alpha + \beta} \right)^\beta M^{\alpha + \beta - 2} \tag{12}
\]

When \( \alpha + \beta = 1 \), formula (12) is a constant, and \( P \) and \( M \) are linear relations.

When \( \alpha + \beta \neq 1 \), the derivative of formula (12):

\[
\frac{\partial^2 P^*(M)}{\partial M^2} = \left( \alpha + \beta - 1 \right) \left( \alpha + \beta \right) \left( \frac{\alpha}{\alpha + \beta} \right)^\alpha \left( \frac{\alpha}{\alpha + \beta} \right)^\beta M^{\alpha + \beta - 2} \tag{13}
\]

When \( \alpha + \beta < 1 \), the scale benefit of pollution treatment is diminishing, and the second derivative value is greater than 0, so \( P \) and \( M \) have a U-shaped relationship.

When \( \alpha + \beta > 1 \), the scale benefit of pollution treatment increases, and the second derivative value is less than 0, so \( P \) and \( M \) are in an inverted U-shaped relationship. That is, the shape described by the EKC curve.

The same can be proved, when \( z \neq 1 \), still only when the scale benefit of pollution control increases, \( P \) and \( M \) show an inverted U-shaped relationship.

**RESULTS**

In the research on the relationship between rural environmental pollution and economic growth in Heilongjiang Province, the time series data of rural environmental pollution in Heilongjiang Province from 2011 to 2020 in the “China Statistical Yearbook” was used. GDP per capita is calculated at the constant price of the initial calculation year to remove the price factor.

**Model Estimation Result Analysis**

According to the linear regression method and test, the relationship between the total nitrogen emission index and total phosphorus emission index of rural environmental pollution in Heilongjiang and the per capita GDP were used for the regression test. The results are shown in Table 3.

It can be seen from Table 3 that when the dependent variable is the total nitrogen emission of rural environmental pollution, the value of Adj-R2 is 0.8847, indicating that the explanatory power of total nitrogen in this model is 88.47%. It shows that in this model, the explanatory power of total nitrogen is 88.47%. The F value is large, and the model generally passes the 1% level of a significance test, which shows that the combined effect of the primary and square terms of the per capita GDP factor on total nitrogen emissions is significant. The first coefficient of per capita income is greater than zero, and the quadratic coefficient is less than zero, indicating that the relationship between total nitrogen emissions and per capita GDP presents an “inverted U-shaped” within a certain period of time, and an inflection point has appeared.

At the same time, when the dependent variable is the total phosphorus emission of rural environmental pollution, the value of Adj-R2 is 0.8567, indicating that the explanatory power of total phosphorus in this model is 85.67%. The F value is large, and the model generally passes the 1% level of a significance test, which shows that the combined effect of the primary and square terms of the per capita GDP factor on total phosphorus emissions is significant. The primary coefficient of per capita income is greater than zero, and the secondary coefficient is less than zero, indicating that the relationship between total phosphorus emissions and per capita GDP presents an “inverted U-shaped” within a certain period of time, and an inflection point has appeared.

**Table 1: Gross national product and population in Heilongjiang (2011-2020).**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP (RMB 100 million)</td>
<td>6201.45</td>
<td>7065.00</td>
<td>8314.37</td>
<td>8587.00</td>
<td>10368.60</td>
<td>12582.00</td>
<td>13691.58</td>
<td>14382.93</td>
<td>15039.38</td>
<td>15083.67</td>
</tr>
<tr>
<td>Population (10,000)</td>
<td>3823.12</td>
<td>3824.37</td>
<td>3825.76</td>
<td>3826.43</td>
<td>3833.17</td>
<td>3834.75</td>
<td>3834.89</td>
<td>3835.09</td>
<td>3835.76</td>
<td>3812.17</td>
</tr>
</tbody>
</table>

**Table 2: Variable name unit and descriptive statistical analysis.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Average value</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total nitrogen</td>
<td>N</td>
<td>10,000 tons</td>
<td>26.8381</td>
<td>4.2977</td>
<td>21.3452</td>
<td>28.4657</td>
</tr>
<tr>
<td>Total phosphorus</td>
<td>P</td>
<td>10,000 tons</td>
<td>2.7160</td>
<td>0.4431</td>
<td>2.3742</td>
<td>2.9372</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>PerGdp</td>
<td>Yuan/person</td>
<td>2.9071</td>
<td>0.8653</td>
<td>1.6221</td>
<td>3.9567</td>
</tr>
</tbody>
</table>
The Factual Inference of Governance Under the Framework of Environmental Kuznets Curve Analysis

In view of the fact that there are many factors affecting rural environmental pollution, the corresponding treatment measures are also complicated. This section takes farmland fertilizers as an example to analyze the impact of treatment measures on the environmental Kuznets curve reflecting the relationship between farmland fertilizers and rural environmental pollution and economic growth. First, verify whether there is an environmental Kuznets curve between farmland chemical fertilizers and rural environmental pollution and economic growth.

(1) Verification of the curve of rural environmental pollution and economic growth caused by farmland chemical fertilizers

Using the theoretical analysis framework to verify the relationship between the environmental Kuznets curve and the economic growth of the rural environmental pollution caused by farmland fertilizers in Heilongjiang. The model to be verified is:

\[ FN = \beta_0 + \beta_1 Pergdp + \beta_2 Pergdp^2 + \varepsilon \]  
\[ FP = \beta_0 + \beta_1 Pergdp + \beta_2 Pergdp^2 + \eta \]  

Among them, \( FN \) and \( FP \) respectively represent the total nitrogen emissions and total phosphorus emissions of rural environmental pollution caused by farmland fertilizers in Heilongjiang. \( Pergdp \) represents the per capita GDP value of Heilongjiang. After calculation, the meaning of each variable and descriptive statistical analysis are shown in Table 4. The estimated results of the model are shown in Table 5.

It can be seen from table 5 that when the dependent variable is the total nitrogen emission of rural environmental pollution caused by farmland chemical fertilizers, the value of Adj-R\(^2\) is 0.8241, which means that in this model, the explanatory power of nitrogen emissions is 82.41%. The F value is relatively low. The model generally passes the 1% level of a significance test, which shows that the combined effect of the primary and square terms of the per capita GDP factor on fertilizer nitrogen emissions from farmland is significant. The first coefficient of per capita income is greater than zero, and the quadratic coefficient is less than zero, indicating that the relationship between total nitrogen emissions and per capita GDP presents an “inverted U-shaped” within a certain period of time, and an inflection point has appeared.

At the same time, when the dependent variable is the total phosphorus emission of rural environmental pollution caused by farmland chemical fertilizers, the value of Adj-R\(^2\) is 0.7465, indicating that the explanatory power of nitrogen emissions in this model is 74.65%. The F value is larger, the model is overall, it has passed the 1% level of a significance test, which shows that the combined effect of the primary and square terms of per capita GDP factor on farmland fertilizer nitrogen emissions is significant. The first coefficient

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pergdp</td>
<td>23.47***</td>
<td>2.14***</td>
</tr>
<tr>
<td>(10.47)</td>
<td>(12.35)</td>
<td></td>
</tr>
<tr>
<td>Pergdp^2</td>
<td>-0.00047***</td>
<td>-0.000051***</td>
</tr>
<tr>
<td>(-9.51)</td>
<td>(-8.79)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>276639.9***</td>
<td>37063.72***</td>
</tr>
<tr>
<td>(27.64)</td>
<td>(39.41)</td>
<td></td>
</tr>
<tr>
<td>Adj-R^2</td>
<td>0.8847</td>
<td>0.8567</td>
</tr>
<tr>
<td>F</td>
<td>93.17***</td>
<td>82.34***</td>
</tr>
<tr>
<td>Prob(F)</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: *** means passing the 1% level of significance test; parentheses are T values.

Table 4: Variable name unit and descriptive statistical analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Average value</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen emissions from farmland fertilizers</td>
<td>FN</td>
<td>10,000 tons</td>
<td>57.8435</td>
<td>3.2076</td>
<td>35.3351</td>
<td>78.4879</td>
</tr>
<tr>
<td>Phosphorus emissions from farmland fertilizers</td>
<td>FP</td>
<td>10,000 tons</td>
<td>37.7261</td>
<td>1.2561</td>
<td>28.3632</td>
<td>54.9271</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>Pergdp</td>
<td>Yuan/person</td>
<td>2.9071</td>
<td>0.8653</td>
<td>1.6221</td>
<td>3.9567</td>
</tr>
</tbody>
</table>
of per capita income is greater than zero, and the quadratic coefficient is less than zero, indicating that the relationship between total nitrogen emissions and per capita GDP presents an “inverted U-shaped” within a certain period of time, and an inflection point has appeared.

DISCUSSION

Through the above analysis, we can know that some achievements have been made in the control of rural environmental pollution in Heilongjiang Province, but there are still five problems. They are the main body of environmental governance, residents’ environmental awareness, grassroots environmental protection agencies, environmental supervision, and legal systems.

Problems in the Main Body of Rural Environmental Governance

Public economics believes that the non-competitive and non-exclusive characteristics of public products determine that a competitive market cannot provide sufficient public products. The supply of public goods by the private sector cannot be compensated through the market. Therefore, letting private individuals provide public products is bound to be a serious shortage of output, and it is impossible to meet the requirements for the effective allocation of resources.

The government is the main body of governance, and other public organizations are less involved, so the governance methods are relatively traditional. Although there are environmental protection departments at the provincial and county levels, they are subordinate to the government. As a quasi-public good, the environment is non-exclusive. Excessive consumption by some people will inevitably affect the use of others. However, the government attaches greater importance to economic development. Environmental pollution control is difficult to produce large economic benefits within a certain period of time.

It is difficult for law enforcement agencies to achieve good results in solving practical problems, and lack of voluntary and equal cooperation in all aspects. Corresponding to this is that the operation of traditional enterprises is relatively traditional. The disadvantage is that there is a fluke mentality when responding to government inspections. The equipment used is aging, and pollution cannot be monitored in real-time. The governance body lacks a long-term environmental governance and supervision mechanism. According to the author’s investigation, after the establishment of environmental protection facilities and environmental protection projects in some areas, there is no special person to supervise and manage the normal operation of the project. The basic government has financial difficulties and lacks operating funds. Some facilities, In the end, became a decoration, which not only failed to achieve the effect of improving the rural environment, but wasted a lot of investment funds.

Problems in the Environmental Protection Awareness of Rural Residents

With the construction of new rural areas, the living standards in rural areas are getting higher and higher, but rural lifestyles have not undergone fundamental changes. Heilongjiang’s rural areas are remote, scattered, and the villages and towns are not centralized. It is difficult to train and publicize environmental protection in rural areas. The literacy and comprehensive quality of the residents are not high, they are unclear about the importance of environmental hazards, excessively chasing economic benefits, and ignoring potential environmental pollution.

Some rural cadres do not have a good understanding of environmental protection. Some cadres believe that the vast rural area and loose residential living make it difficult to carry

<table>
<thead>
<tr>
<th>Variable</th>
<th>FN</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pergdp</td>
<td>19.23***</td>
<td>0.84***</td>
</tr>
<tr>
<td></td>
<td>(9.49)</td>
<td>(9.35)</td>
</tr>
<tr>
<td>Pergdp²</td>
<td>-0.00034***</td>
<td>-0.000018***</td>
</tr>
<tr>
<td></td>
<td>(-8.47)</td>
<td>(-6.71)</td>
</tr>
<tr>
<td>Constant</td>
<td>18675.9***</td>
<td>7869.75***</td>
</tr>
<tr>
<td></td>
<td>(25.73)</td>
<td>(35.40)</td>
</tr>
<tr>
<td>Adj-R²</td>
<td>0.8241</td>
<td>0.7465</td>
</tr>
<tr>
<td>F</td>
<td>73.77***</td>
<td>51.34***</td>
</tr>
<tr>
<td>Prob(F)</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: *** means passing the 1% level of significance test; parentheses are T values.
out proper environmental protection publicity and education, and it is difficult to build a new environmental protection system. Therefore, to pursue political achievements, blindly construct and introduce some polluting enterprises with serious pollution, and do not pay attention to the improvement of environmental protection infrastructure.

In many places, the construction and operation of sewage treatment plants and supporting pipeline networks have the phenomenon of focusing on cities and towns. At present, there is no township sewage treatment plant in some rural areas. The rural garbage collection, transfer, and harmless disposal systems are not sound, and almost 76% of rural domestic garbage has not been collected.

Problems in Rural Grassroots Environmental Protection Agencies

According to investigations, each township in the province is only equipped with part-time environmental protection personnel, and the counties and districts have not yet set up township environmental protection offices, so they cannot effectively deal with the increasingly heavy rural environmental problems. The existing rural environmental protection agencies do not have a fixed model. Each township environmental protection agency is set up in one sentence. The organization, personnel, funding, establishment, and responsibilities are not unified, and there is a lack of unified rules and regulations, and supervision procedures, which are also to a certain extent. Affected the work of grassroots environmental protection agencies.

If a township environmental protection station is established, the staff can live in the countryside for a long time, publicize policies, laws, and regulations to key polluters, and carry out various forms of publicity and education activities to cultivate farmers’ environmental awareness.

At present, the main body of environmental governance in my country is the government. Due to geographical limitations, rural areas have the characteristics of vastness, dispersion, and complex pollution. The government cannot centrally manage the rural environment, which leads to insufficient administrative efforts.

Problems in Forces of Rural Environmental Supervision

The effects of environmental supervision, monitoring, and emergency response cannot meet the current increasing demands for environmental supervision. According to investigations, in most areas of the province, the three aspects of team building, equipment, and business premises of environmental supervision agencies have failed to meet the requirements of the national environmental supervision effect construction level one standard. Most of the construction of environmental monitoring effects in all districts did not meet the requirements of the national third-level standards.

Taking Shuangyashan City in Heilongjiang as an example, the staffing of the Environmental Monitoring Center Station, monitoring funding, and monitoring housing did not meet the second-level national environmental monitoring station construction standards in the central region. Baoping County in Shuangyashan City has serious shortages of environmental protection personnel and funding guarantees. There are 33 people, 19 of whom are self-raised and self-financed. Self-raised funds reach 925,000 yuan, and there is an annual law enforcement funding gap of 300,000 yuan.

Problems in the Legal System of Rural Environmental Governance

There are not many administrative laws that regulate the administrative relationship between agriculture and the rural economy in Heilongjiang.

Some existing separate laws for the protection of the rural environment and resources can no longer meet the needs of rural environmental protection development. The rural cadres and the masses have strong policy awareness and weak legal awareness, resulting in many laws and regulations being policy-oriented in the process of rural implementation. The principle, practice, and flexibility of policies have replaced the compulsory and normative nature of laws and regulations. It has caused numerous obstacles to the construction of the rule of law in the rural market economy.

REFERENCES

Choi, H., Tabashidze, N. and Rossner, P. 2017. Altered vulnerability to asthma at various levels of ambient Benzo[a] Pyrene by CTLA4, STAT4, and CYP2E1 polymorphisms. Environ. Pollut., 231: 1134-1144.


INTRODUCTION

The photosynthetic and eukaryote microalgae flourish widely in the aquatic setting, irrespective of freshwater, marine, or polluted waters (Manner et al. 2017). Microalgae are acknowledged mostly as a sustainable resource that could be exploited and harnessed as bio-refineries to generate metabolites for food industries, nutraceuticals, and biomass has been extensively explored as a substrate in biofuel production (Pandey et al. 2019, Manikandan et al. 2021). Recent research publications have recognized microalgae as a potential source of bioremediation (Rempel et al. 2021). Many microalgae possess metabolites that can be used as antioxidants and antimicrobials (Elshobary et al. 2020, Falaise et al. 2016, Alsenani et al. 2020). Microalgae metabolites can be exploited using their biomass for the advance of unique antimicrobial agents, owing to their natural potency to mitigate other microorganisms found in the aquatic environment (Kim et al. 2012, Chanda et al. 2019).

Biofilms are complex matrix-network-structure generated by bacteria to counter various factors like antimicrobials, and stress signals and to augment their pathogenicity. The establishment of biofilm is the key attribute of pathogenic bacteria encompassing multi-drug-resistant (MDR) and instigated 1/3rd of all biofilm-sourced infections occurring in humans (Manner et al. 2017). In this context, the US National Institutes of Health (NIH) have been befuddled by the appearance of MDR bacterial strains on a global level apprehension. Staphylococcus aureus and Pseudomonas aeruginosa are prominent bacteria thriving exclusively in biofilms, posing serious health risks and spreading infectious diseases to people in hospitals (Kannappan et al. 2017, Prabha et al. 2022). Researchers are trying to dwell deeper by exploring the antibiofilm amalgams from an assortment of resources like plants, mushrooms, nanoparticles, micro-macro algae, and other plant produces (Wang et al. 2020, Bin et al. 2012, Qzturk et al. 2020, Carneiro et al. 2017, Malaikozhundan et al. 2016). Furthermore, it was extensively reported in the literature that cyanobacteria (Spirulina platensis and Oscillatoria subuliformis) and microalgae (Spirulina platensis) could mitigate the MDR-bacteria (Boutin et al. 2019). Hence, bearing these actualities, this study attempted to isolate algae from freshwater and explore its potential in vitro as an antioxidant and antimicrobial against pathogenic bacteria which could cause severe drug-tolerant infections in humans.

ABSTRACT

The menace of drug-resistant bacteria is an issue of global concern. The growth mechanism of the algae Microcystis sp. encompasses the capacity to upset bacterial pathogens, and this approach is explored in the study. Microcystis sp. biomass harnessing was optimized via DoE-RSM (Design of Experiment-Response Surface Methodology), and further, the in vitro antimicrobial abilities to counter the drug-tolerant microbes were considered. This investigation aimed to increase the biomass output via optimization of essential components of the media parameter like NaNO₃, K₂HPO₄, and MgSO₄ as the variables. A maximal biomass yield of 262 mg L⁻¹ was accomplished within the optimized conditions and the Microcystis sp. displayed notable antimicrobial action against Staphylococcus aureus and Pseudomonas aeruginosa. Hence the Microcystis sp. could be an ideal biocontrol agent to mitigate the drug-tolerant microbes. A partial sequencing was performed, and gene sequences were subject to BLAST at NCBI, and the microbial isolate was identified as Microcystis aeruginosa, and the accession number was also procured for this sequence submission as MT792731.1.
MATERIALS AND METHODS

Sample Assemblage and Procurement of Microalgae

Algae comprising aquatic samples were gathered in sterile glass vials from dissimilar and diverse locations of the Nangavalli lake (11.75°N 77.88°E), Salem District, Tamil Nadu, India. The samples were transported to the lab and introduced to sterilized BG11-broth (Hi-Media, Mumbai, India) and nurtured at 28±2°C with the lighting of 54-67μmol photons.m⁻².s⁻¹ by cool white 40 W fluorescent tubes, for a fortnight. After cultivation, algae were plated and isolated for identification and further inoculated in fresh BG11 broth medium for cultivation for 2 weeks; subsequently, the culture was centrifuged at 10,000 rpm, to collect the biomass, freeze-dried, and stored until further use (Koutra et al. 2019).

Optimization Cyanobacteria Cultivation

The Microcystis sp. was cultivated using BG11-broth media to optimize biomass production (Yang et al. 2015, Ma et al. 2020). The key influences of RSM were used to enhance the interactions of three unlike factors at contrasting levels. The highest yield of biomass was attained by using the Box- Behnken design (BBD) of the RSM. The investigational design was articulated with 17 experimental runs. Table 1 describes the experimental parameters of NaNO₃ (100-1000 mg.L⁻¹), K₂HPO₄ (50-200 mg.L⁻¹), and MgSO₄ (100-1000 mg.L⁻¹) as the factors. The R² and ANOVA of the Microcystis biomass harvested were considered as the response. The general arrangement of equation (1) is

\[ Y = \beta_0 + \sum \beta_iXi + \sum \beta_iXij + \sum \xi Xj \]  

Where, \( Y \) is the predicted response, \( \beta_0, \beta_i, \) and \( \beta_i.Xij \) are constant regression coefficients of the BBD model, and \( Xi \) and \( Xj \) stand for autonomous factors (Kanimozhi et al. 2021).

Biomass Extraction

After the cultivation, biomass was gathered and dried for 5 days at 40°C- a measured quantity of biomass was suspended in a buffer and was sonicated via an ultra sonicator. The extracted batches were centrifuged at 7000 rpm for 10 min and then dried, the resultant pellets were used for in vitro antioxidant and antibiofilm activity (Tao et al. 2020).

In Vitro Antimicrobial Action of Microcystis sp. Against Pathogenic Strains

The antimicrobial inhibitory action of the extracts (20-250 μg.well⁻¹) was arrived at as per the procedure described by Frassinetti et al. (2020). Staphylococcus aureus and Pseudomonas aeruginosa were incubated at 37°C for 24 h in 200 μL of trypticase soy broth (TSB) placed in 96-well-plates. After 24 h, the 96-well-plates were washed thrice with PBS, and dried and stained with 0.1% crystal violet for 20 min. The microtitre plate was washed in sterile PBS and allowed to dry at 60°C for 1 h. The biofilm formation in the plate was assessed by introducing 30% acetic acid exposed for 15 min and the OD (optical density) was measured at 595nm using a plate reader (Bazargani & Rohloff 2016).

The % inhibition was premeditated by the formula, 

\[ \text{Inhibition} (\%) = \frac{\text{Control OD-Test OD}}{\text{Control OD}} \times 100 \]

**Thin Layer Chromatography**

Various fractions of biomass extract were scrutinized via thin-layer chromatographic (TLC) plate-silica gel coated to quantify with diverse solvent systems. The chromatograms were visualized under white light, and the spots were measured for RF values. The homologous restriction factor (hRF) of the diverse spots was calculated (Venkatesh et al. 2017).

RESULTS AND DISCUSSION

Evaluating the Significant Nutrient Factors for Biomass Production Using Box-Behnken Design

The Microcystis sp. biomass output has to be maximized to bring down the production cost and procure a maximal quantity of the extract for scaled-up applications. Hence due to the requirement to optimize the media factors to extend

<table>
<thead>
<tr>
<th>Run</th>
<th>A: NaNO₃ [mg.L⁻¹]</th>
<th>B: K₂HPO₄ [mg.L⁻¹]</th>
<th>C: MgSO₄ [mg.L⁻¹]</th>
<th>Biomass [g.L⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>200</td>
<td>550</td>
<td>1.88</td>
</tr>
<tr>
<td>2</td>
<td>550</td>
<td>125</td>
<td>550</td>
<td>2.29</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>200</td>
<td>550</td>
<td>2.49</td>
</tr>
<tr>
<td>4</td>
<td>550</td>
<td>125</td>
<td>550</td>
<td>2.29</td>
</tr>
<tr>
<td>5</td>
<td>550</td>
<td>125</td>
<td>550</td>
<td>2.29</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>125</td>
<td>100</td>
<td>1.99</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>125</td>
<td>1000</td>
<td>2.4</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>50</td>
<td>550</td>
<td>2.38</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>50</td>
<td>550</td>
<td>1.65</td>
</tr>
<tr>
<td>10</td>
<td>550</td>
<td>125</td>
<td>550</td>
<td>1.88</td>
</tr>
<tr>
<td>11</td>
<td>550</td>
<td>200</td>
<td>1000</td>
<td>1.5</td>
</tr>
<tr>
<td>12</td>
<td>550</td>
<td>50</td>
<td>100</td>
<td>1.66</td>
</tr>
<tr>
<td>13</td>
<td>550</td>
<td>50</td>
<td>1000</td>
<td>1.65</td>
</tr>
<tr>
<td>14</td>
<td>550</td>
<td>200</td>
<td>100</td>
<td>2.14</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>125</td>
<td>1000</td>
<td>1.8</td>
</tr>
<tr>
<td>16</td>
<td>550</td>
<td>125</td>
<td>550</td>
<td>2.34</td>
</tr>
<tr>
<td>17</td>
<td>1000</td>
<td>125</td>
<td>100</td>
<td>2.62</td>
</tr>
</tbody>
</table>
the overall yield, it was decided to conduct 17 experimental runs for the media components NaNO₃ (100-1000 mg.L⁻¹), K₂HPO₄ (50-200 mg.L⁻¹), and MgSO₄ (100-1000 mg.L⁻¹). The factors’ optimal range arrived at 1000 mg.L⁻¹ for NaNO₃, 125 mg.L⁻¹ for K₂HPO₄, and 100mg.L⁻¹ for MgSO₄, a maximal biomass yield of 2.62 g.L⁻¹ was achieved. An independent run was carried out to validate the optimized concentration of the three media components.

The ANOVA results projected the factor A-NaNO₃ as the most influencing and significant variable among the 3 variables [based on the F-values and P-values (37.67 and 0.0005) significant at P 0.01 (99 percentile)], followed by B-MgSO₄ (6.41, 0.039) significant at P 0.05 (95 percentile). The influence of C-KH₂PO₄ interactively interacted with that of MgSO₄ (BC) (significant at P 0.05). The interaction of NaNO₃, KH₂PO₄, and MgSO₄ (A², B² and C²) was significant, but A² and C² were at P 0.05, while B² was at P 0.01. The interaction of AB (NaNO₃-KH₂PO₄) and AC (NaNO₃-MgSO₄) was significant at the 91 percentile (Table 2).

The role of F-values and P-values to glean the prominent factors in RSM has been explored extensively in the literature via ANOVA in DoE-RSM to design a model for optimization of parameters for *Microcystis aeruginosa* (Kirroila et al. 2014, El-Mekkawi et al. 2020). A Quadratic equation output for the optimized condition was derived from RSM (eq. 2)

\[ \text{Biomass} = 2.218 + (0.32125*A) + (0.08375*B) +(-0.1325*C) +(-0.03*AB)+ (-0.0075*AC) + (-0.1575*BC) + (0.1735*A^2) + (-0.2915*B^2) + (-0.189*C^2) \]  

From the above equation, it can be elucidated that both NaNO₃ and KH₂PO₄ had a positive impact on the biomass yield, whereas MgSO₄, the interaction of NaNO₃ with KH₂PO₄ (AC), the interaction of NaNO₃ with MgSO₄ (AC), and interaction of KH₂PO₄ with MgSO₄ (BC) had slightly negative impact on the yield, irrespective of their overall significant probabilistic values. A² also had a positive impact contrary to B² and C² biomass yield (Srinivasan et al. 2019, Tao et al. 2020).

The half-normal plot of predicted versus actual (Fig. 1) showed good congruity and correlation between the two, implying that the design was sound and can be replicated or

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1.75</td>
<td>9</td>
<td>0.1945</td>
<td>8.88</td>
<td>0.0044</td>
<td>significant</td>
</tr>
<tr>
<td>A-NaNO₃</td>
<td>0.8256</td>
<td>1</td>
<td>0.8256</td>
<td>37.67</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>B-KH₂PO₄</td>
<td>0.0561</td>
<td>1</td>
<td>0.0561</td>
<td>2.56</td>
<td>0.1536</td>
<td></td>
</tr>
<tr>
<td>C-MgSO₄</td>
<td>0.1405</td>
<td>1</td>
<td>0.1405</td>
<td>6.41</td>
<td>0.0391</td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td>0.0036</td>
<td>1</td>
<td>0.0036</td>
<td>0.1643</td>
<td>0.6974</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.0002</td>
<td>1</td>
<td>0.0002</td>
<td>0.0103</td>
<td>0.9221</td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>0.0992</td>
<td>1</td>
<td>0.0992</td>
<td>4.53</td>
<td>0.0709</td>
<td></td>
</tr>
<tr>
<td>A²</td>
<td>0.1267</td>
<td>1</td>
<td>0.1267</td>
<td>5.78</td>
<td>0.0471</td>
<td></td>
</tr>
<tr>
<td>B²</td>
<td>0.3578</td>
<td>1</td>
<td>0.3578</td>
<td>16.33</td>
<td>0.0049</td>
<td></td>
</tr>
<tr>
<td>C²</td>
<td>0.1504</td>
<td>1</td>
<td>0.1504</td>
<td>6.86</td>
<td>0.0344</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>0.1534</td>
<td>7</td>
<td>0.0219</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>0.0087</td>
<td>3</td>
<td>0.0029</td>
<td>0.0804</td>
<td>0.9672</td>
<td>not significant</td>
</tr>
<tr>
<td>Pure Error</td>
<td>0.1447</td>
<td>4</td>
<td>0.0362</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>1.90</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
scaled up using the optimal conditions obtained at the end of the 17 experimental runs. The 3D plot figure (Fig. 2a) shows the interaction of A with B and can be used to compare at varying concentrations of NaNO$_3$ and KH$_2$PO$_4$; the contour plots were saddle-point output with a slight inclination towards rising-ridge more towards KH$_2$PO$_4$ interaction with NaNO$_3$ denoting the need for tweaking the concentration range of KH$_2$PO$_4$. Akin to the previous figure, the 3D plot figure (Fig. 2b) also has a saddle-point with a rising ridge at the NaNO$_3$ axis, implying the need to configure the MgSO$_4$ dosage range. Fig. 2c has a mound-type contour, which is the desired outcome, and the interactive influence of KH$_2$PO$_4$ and MgSO$_4$ dosage concentration had an impactful influence on the biomass yield. Aboim et al. (2019) explored the optimization of illuminated light intensity and NaNO$_3$ concentration for 4 cyanobacteria (including *Microcystis aeruginosa*) to enhance biomass production, where their results elucidated the importance of nitrogen source to gain a notable increase in biomass yield (Aboim et al. 2019, Kanimozhi et al. 2021).
Sequential Solvent Extraction of Microcystis Antimicrobials

The efficiency of two potent extracts of Microcystis sp. was tested against biofilm-forming bacteria. For estimating the minimum biofilm concentration, two controls (positive and negative) were used. Phenol serves as a positive control, and 10% DMSO serves as a negative control. Both extracts were highly effective against S. aureus, E. coli, and B. cereus at low concentrations compared to P. aeruginosa. The antibiofilm results performed in different concentrations of two extracts revealed higher inhibition against S. aureus and B. cereus at low concentrations of 50-75 μg.well⁻¹. If the optical density value was less than 0.1, it showed 90% of biofilm inhibition.

In the chloroform extract, more inhibition of less than 0.1 optical density was recorded against S. aureus and B. cereus at the concentration of 125 μg.200 μL⁻¹, whereas at 100 μg was observed against E. coli. The biofilm formed by P. aeruginosa could not be reduced to 0.1 O.D value even at the highest concentration in 250 μg.well⁻¹ (0.203 O.D), and positive control with 100 μg.mL⁻¹ was effective in biofilm removal with optical density ranging from 0.17 to 0.83 (Table 3a).

In the hexane extract, more inhibition of less than 0.1 optical density was recorded against S. aureus at 225 μg.200 μL⁻¹ and E. coli at the concentration of 250 μg.200 μL⁻¹. The biofilm formed by P. aeruginosa could not be reduced to a 0.1 O.D value even at the highest concentration of 250 μg.well⁻¹ (0.402 O.D), and positive control with 100 μg.mL⁻¹ was effective in biofilm removal with optical density ranging from 0.22 to 1.27 (Table 3b).

The extraction of Microcystis sp., by two non-polar (Hexane, Chloroform), two mid polar (Ethyl acetate, Acetone), and two polar (Methanol, Ethanol) solvents gave a yield of approximately 10-40 mg. The crude extracts were stored at 4°C for further use (Venkatesh et al. 2017).

The Anti-Biofilm-Forming Activity of the Extracts

All the extracts were tested against the biofilm-forming bacteria using an ELISA titer plate, and it was found that chloroform and hexane extracts were potent against these two bacteria (Bacillus sp., Pseudomonas sp.), (Fig 3a). Different concentration of the potent crude was tested against the two biofilm-forming bacteria. The absorbance was taken, and it was found that after the biofilm was formed, the titre plate was turbid with a higher absorbance value. Upon adding the extracts and the following treatment, the absorbance slowly decreased with an increasing dose of extract. The adherent cells were removed by the tested crude extracts showing the ability of compounds to alleviate the formation of the film on the surface after treatment with the different concentrations of the potent chloroform extracts and hexane extracts against bacterial pathogens. The treated wells were washed with deionized water, and their absorbance was taken at 570 nm⁻¹. The biofilm formation gradually decreased with an increase in potent extract concentration (Fig. 3b).

Alsenani et al. (2020) explored three microalgae, Isochrysis galbana, Scenedesmus sp. NT8c, and Chlorella sp.

Table 3a. Effect of varying concentrations of chloroform extracts on bacterial biofilm formation.

<table>
<thead>
<tr>
<th>Name of Bacteria</th>
<th>The concentration of the chloroform extracts in μg/well</th>
<th>PC</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>E. coli</td>
<td>0.12</td>
<td>0.20</td>
<td>0.17</td>
</tr>
<tr>
<td>B. subtilis</td>
<td>0.40</td>
<td>0.19</td>
<td>0.13</td>
</tr>
<tr>
<td>P. aeruginosa</td>
<td>1.10</td>
<td>1.08</td>
<td>1.04</td>
</tr>
</tbody>
</table>

PC- Positive control (phenol- 100μg/ml), NC- Negative control (10% DMSO) *mean of two replicates performed (n=2)

Table 3b. Effect of varying concentrations of hexane extracts on bacterial biofilm formation.

<table>
<thead>
<tr>
<th>Name of Bacteria</th>
<th>The concentration of the chloroform extracts in μg/well</th>
<th>PC</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>E. coli</td>
<td>0.31</td>
<td>0.34</td>
<td>0.21</td>
</tr>
<tr>
<td>B. subtilis</td>
<td>0.61</td>
<td>0.41</td>
<td>0.30</td>
</tr>
<tr>
<td>P. aeruginosa</td>
<td>1.24</td>
<td>1.25</td>
<td>1.22</td>
</tr>
</tbody>
</table>

PC- Positive control (phenol- 100μg.mL⁻¹), NC- Negative control (10% DMSO) *mean of two replicates performed (n=2)
FN1 for their antimicrobial activity, and the result showed all three species performing well (inhibitory action) against gram-positive bacteria Staphylococcus aureus. A comprehensive review of the antimicrobial Compounds from Microalgae to mitigate Human Pathogens by Falaise et al. (2016) provides ample examples of the antimicrobial action of microalgal extracts (Alsenani et al. 2020, Falaise et al. 2016, Abazari et al. 2013).

Thin Layer Chromatography of the Potent Solvent Extract

The TLC analysis of the potent chlorophyll extract showed a total of five visible bands on the aluminum-coated sheets (Fig. 4). The separation was tested by Hexane: Ethyl acetate solvent system and different ratios of solvent were tested to
find the best ratio (4:1) and (3.5:1.5) for separation of all the compounds. The RF value of the separated bands was calculated for (4:1) and found to be 0.282 for band 1, 0.564 for band 2, 0.667 for band 3, 0.743 for band 4, and 0.820 for band 5. The RF value of the separated bands was calculated for (3.5:1.5) and found to be 0.3 for band 1, 0.7 for band 2, 0.8 for band 3, 0.875 for band 4, and 0.975 for band 5. The microalgal extract has been elucidated via TLC (Fig. 4).

A review article on the “Microalgae Biomolecules Extraction, Separation and Purification Methods” by Corrêa et al. (2021) emphasizes the role of TLC as an appropriate technique with the least cost implications to find the basic components of microbial extracts (Corrêa et al. 2021).

**Sequence Submission and Procurement of Accession Number from NCBI**

A partial sequence of the isolate involved in this current study was performed, and the gene sequences were subject to BLAST at NCBI to detect matches with existing reference sequences in the database, and a phylogenetic tree was constructed (Fig 5). Accession number was also procured for this sequence submission - MT792731.1 (https://www.ncbi.nlm.nih.gov/nuccore/MT792731.1). The microalga has been identified as *Microcystis aeruginosa*.

**CONCLUSION**

After being isolated from freshwater, *Microcystis* sp. was previously shown to have antibacterial properties. When its solvent extract was tested for antimicrobial activity against *Staphylococcus aureus* and *Pseudomonas aeruginosa*, it was found to be effective against both. This study validates the purpose of *Microcystis aeruginosa* to produce effective antimicrobials that could control microbial pathogens via its biomass extracts. To further explore the feasibility of this concept in a scaled-up operation, it is paramount that the biomass yield has to be maximized, and hence the media factors like NaNO₃, K₂HPO₄, and MgSO₄ were optimized via RSM - DoE to maximize the biomass yield.
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Fig. 5: Phylogenetic tree with NCBI accession number of *Microcystis* sp.
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INTRODUCTION

Pharmaceuticals and personal care products are evolving aquatic pollutants that are on the increase in the environment due to their active use (Calamari et al. 2003). The stored-up pharmaceuticals in the aquatic environment find their way via wastewater treatment plants, sewage sludge, pharmaceutical industries, and households (Petrie et al. 2015) as a result of extreme applications by humans (Felis et al. 2020). Almost 95% of pharmaceuticals are discharged from the body into the environment which has a toxic impact on the ecosystem (Habibi et al. 2018, Jury et al. 2010). Generally, antibiotics are used as feed condiments, growth promoters (Manyi-Loh et al. 2018), and therapeutics in the production of livestock and aquatic animals (Landers et al. 2012).

Metronidazole (MNZ) is one of the antibiotics consumed for the treatment of infections. It belongs to the class of compound nitroimidazole, it is used to treat infections caused by bacteria and protozoa. It is active against Trichomonas vaginalis and Balantidium coli (Das & Dhua 2014). The high solubility and stability of metronidazole in water have led to its availability in the environment, non-biodegradability, and contribution to environmental pollution as a result of its excessive use (Yang et al. 2019). The buildup of metronidazole in the body is capable of leading to cancer and mutations which invariably promotes toxic substances in the body system and when metabolism takes place, the environment becomes toxic (Cunningham 2004). Table 1 shows the properties of metronidazole.

The solubility of MNZ has made it difficult to be removed from the aquatic environment via conventional treatment and activated carbon (Forouzesh et al. 2018). Advanced oxidation processes (AOPs) are innovative technologically in the treatment of wastewater through the generation of hydroxyl radicals that are capable of removing organic contaminants. AOPs have been integrated using ozonation, photocatalysis (Balarak et al. 2019), sono-Fenton, and electrochemical oxidation in the removal of MNZ in the aquatic environment.

Ultrasound is one of the advanced oxidation processes (AOPs) and is a technique that employs the generation of hydroxyl radicals that attacks the pollutants and mineralize to
CO₂ and H₂O. Hydroxyl radicals (OH⁻) are powerful oxidants that do not produce secondary pollutants. Acoustic cavitation is the mechanism that ultrasound operates on; it involves the production of cavitation bubbles through sound energy at increased temperature and pressure which leads to the invention of active chemical oxidants (Ayanda et al. 2021).

Among all metal oxide catalysts, ZnO nanoparticles have proven to be as good catalysts due to their photocatalytic capacity, non-toxic nature, antimicrobial properties, the enlarged band gap of 3.37 eV, increased binding energy of 60 meV, easy synthesis, piezo and pyro-electric properties (Bian et al. 2017) have increased its wider applications. Different methods have been explored in the synthesis of zinc oxide nanoparticles, methods such as ultrasound, hydrothermal, green synthesis, electrochemical, precipitation, microwave, sol-gel, and chemical vapor deposition (Aremu et al. 2021). Studies have shown that there are fewer reports on the removal of metronidazole in aquaculture effluent using ultrasound, ultrasound/ H₂O₂, ultrasound/ZnO, and ultrasound/ZnO/ H₂O₂ systems.

Hence, the objective of this research is to synthesize a non-toxic ZnO nanoparticle calcined at 500°C, characterize, and optimize the influential parameters on the degradation of metronidazole contained in aquaculture effluent via sonocatalytic process, and study the kinetics and mechanism of MNZ solution was prepared for the stock solution. Various working solutions were prepared from the stock solution. A pH meter (PHS-3C) was used to regulate the MNZ solution contained in the wastewater by adding 0.05M HCl or 0.05M NaOH solutions.

**Synthesis of n-ZnO**

A 20 g of ZnCl₂ was weighed into 100 mL of de-ionized water in a 250 mL beaker. It was continuously stirred at a temperature of 90°C for 20 min with a magnetic stirrer. 50 mL of the ZnCl₂ solution was added to 0.6 M NaOH solution. The resultant mixture was filtered with a Whatman filter paper and washed thrice with deionized water to obtain the ZnO nanoparticles. The filtered sample was oven dried for 24 h at 75°C, calcined for 2 h in a muffle furnace at 500°C, and crushed to obtain fine ZnO nanoparticles.

**Characterization of n-ZnO**

The morphology of the ZnO nanoparticles was examined using a scanning electron microscope (SEM; Phenom type Model: Pro X) and transmission electron microscope (TEM; Tecnai G² 20) at 100 nm. The elemental composition of the n-ZnO was quantitatively determined by electron dispersive spectroscopy (EDS), the crystallinity was investigated with X-ray diffraction (Siemens D8 Advance Bruker XRD) with CuKα radiation, the functional group was investigated with Fourier Transform Infrared Spectroscopy (FTIR; Perkin Elmer Spectrum Two ™ Spectrometer) and the Brunauer Emmett and Teller (BET) surface area was investigated by a Tristar 3000 analyzer with N₂ adsorption at -196°C.

### MATERIALS AND METHODS

**Chemicals and Reagents**

Metronidazole (MNZ) of 97% purity, ZnCl₂, NaOH, and H₂O₂ were purchased from Sigma Aldrich, USA. A 50 mg·L⁻¹ of MNZ solution was prepared for the stock solution. Various working solutions were prepared from the stock solution. A pH meter (PHS-3C) was used to regulate the MNZ solution contained in the wastewater by adding 0.05M HCl or 0.05M NaOH solutions.

**Synthesis of n-ZnO**

A 20 g of ZnCl₂ was weighed into 100 mL of de-ionized water in a 250 mL beaker. It was continuously stirred at a temperature of 90°C for 20 min with a magnetic stirrer. 50 mL of the ZnCl₂ solution was added to 0.6 M NaOH solution. The resultant mixture was filtered with a Whatman filter paper and washed thrice with deionized water to obtain the ZnO nanoparticles. The filtered sample was oven dried for 24 h at 75°C, calcined for 2 h in a muffle furnace at 500°C, and crushed to obtain fine ZnO nanoparticles.

**Characterization of n-ZnO**

The morphology of the ZnO nanoparticles was examined using a scanning electron microscope (SEM; Phenom type Model: Pro X) and transmission electron microscope (TEM; Tecnai G² 20) at 100 nm. The elemental composition of the n-ZnO was quantitatively determined by electron dispersive spectroscopy (EDS), the crystallinity was investigated with X-ray diffraction (Siemens D8 Advance Bruker XRD) with CuKα radiation, the functional group was investigated with Fourier Transform Infrared Spectroscopy (FTIR; Perkin Elmer Spectrum Two ™ Spectrometer) and the Brunauer Emmett and Teller (BET) surface area was investigated by a Tristar 3000 analyzer with N₂ adsorption at -196°C.

### Table 1: Properties of Metronidazole.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Crystalline solid powder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical State</td>
<td>Crystalline solid powder</td>
</tr>
<tr>
<td>Molecular formulae</td>
<td>C₆H₉N₃O₃</td>
</tr>
<tr>
<td>Class</td>
<td>Nitroimidazole</td>
</tr>
<tr>
<td>Molecular weight</td>
<td>171.15 g·mol⁻¹</td>
</tr>
<tr>
<td>Boiling point</td>
<td>405.4°C</td>
</tr>
<tr>
<td>Melting point</td>
<td>158-160°C</td>
</tr>
<tr>
<td>Synonyms</td>
<td>Flagyl</td>
</tr>
<tr>
<td>Color</td>
<td>White to pale yellow</td>
</tr>
<tr>
<td>Solubility</td>
<td>1g in 100 mL of water @ 20°C</td>
</tr>
<tr>
<td>Stability</td>
<td>Stable in air</td>
</tr>
</tbody>
</table>
Removal of MNZ

The removal of MNZ was investigated with ultrasound (US), US/n-ZnO, and a combined US/n-ZnO/H$_2$O$_2$ system, respectively. At the end of the removal process, samples were taken and analyzed with a UV-visible spectrophotometer at a wavelength of 320 nm.

Ultrasound

**Influence of ultrasonic amplitude and sonication time on the removal of MNZ:** Using different ultrasonic amplitudes (20-100%) and an ultrasonic frequency of 20 kHz, 50 mL of a 50 mg L$^{-1}$ MNZ aqueous solution was processed in a 200 mL reactor for 20 to 60 minutes.

**Influence of H$_2$O$_2$ concentration and sonication time on the removal of MNZ:** 5 mL of 1%, 2%, and 4% of H$_2$O$_2$ were added in a 50 mL MNZ solution at varying sonication times (20-60 min), 60 % ultrasonic amplitude, and a frequency of 20 kHz.

**Influence of initial concentration of MNZ and sonication time on the removal of MNZ:** The influence of varying concentrations (3.125 mg L$^{-1}$-50 mg L$^{-1}$) was examined at sonication times (20-60 min), 60 % ultrasonic amplitude, and a frequency of 20 kHz.

**Influence of pH and sonication time on the removal of MNZ:** The influence of varying pH (2-10) was examined at sonication times (20-60 min), 60% amplitude, and a frequency of 20 kHz.

Ultrasound/n-ZnO

**Influence of ultrasonic amplitude and sonication time on the removal of MNZ:** A 0.02 g of n-ZnO was added to 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution, sonicated at varying sonication times (20-60 min) and a frequency of 20 kHz.

**Influence of nanodosage and sonication time on the removal of MNZ:** 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution with the addition of 0.02-0.10 g of ZnO nanoparticles in a 200 mL reactor at an ultrasonic amplitude of 60% and ultrasonic frequency of 20 kHz within 20-60 mins.

**Influence of initial concentration and sonication time on the removal of MNZ:** A 0.06 g of n-ZnO was added to each of the varying concentrations of 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution at varying sonication times (20-60 min), 60% ultrasonic amplitude, and a frequency of 20 kHz.

**Influence of pH and sonication time on the removal of MNZ:** A 0.06 g of n-ZnO was added to each of the varying pH of 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution, sonicated at varying sonication times (20-60 min), 60% ultrasonic amplitude and a frequency of 20 kHz.

Influence of H$_2$O$_2$ concentration and sonication time on the removal of MNZ: A 0.06 g of n-ZnO was added to each of the varying H$_2$O$_2$ concentrations of 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution at varying sonication times (20-60 min), 60% ultrasonic amplitude, and a frequency of 20 kHz.

Ultrasound/n-ZnO/H$_2$O$_2$

**Influence of ultrasonic amplitude and sonication time on the removal of MNZ:** A 0.06 g of n-ZnO and 5 mL of 1% H$_2$O$_2$ were added to each of the varying amplitudes of 50 mL of 50 mg/L MNZ aqueous solution, sonicated at varying sonication times (20-60 min) and a frequency of 20 kHz.

**Influence of nanodosage and sonication time on the removal of MNZ:** 5 mL of 1% H$_2$O$_2$ and each of 0.02-1.0 g of n-ZnO were added to 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution, sonicated at varying sonication time (20-60 min), 40% ultrasonic amplitude, and a frequency of 20 kHz.

**Influence of initial concentration of MNZ and sonication time on the removal of MNZ:** A 0.08 g of n-ZnO and 5 mL of 1% H$_2$O$_2$ were added to 50 mL of each of the varying concentrations, sonicated at varying sonication times (20-60 min), 40% ultrasonic amplitude, and a frequency of 20 kHz.

**Influence of pH and sonication time on the removal of MNZ:** A 0.08 g of n-ZnO and 5 mL of 1% H$_2$O$_2$ were added to 50 mL of 50 mg L$^{-1}$ MNZ aqueous solution, sonicated at varying sonication times (20-60 min), 40% ultrasonic amplitude and a frequency of 20 kHz. The percentage removal of MNZ was calculated using Eq. (1)

\[
\text{% Degradation} = \left(\frac{\text{MNZ}_0 - \text{MNZ}_e}{\text{MNZ}_0}\right) \times 100
\]  

Where MNZ$_0$ and MNZ$_e$ are the initial and final concentrations of MNZ respectively.

**Application of influential parameters to aquaculture effluent:** The influential parameters such as the dosage of ZnO nanoparticles, sonication time, ultrasonic amplitude, H$_2$O$_2$ concentration, and ultrasonic frequency were introduced to aquaculture effluent. A 50 mL of the aquaculture effluent was spiked with MNZ.

**RESULTS AND DISCUSSION**

**Characterization**

The SEM and TEM analyses of the calcined (500°C) ZnO nanoparticles formed from 0.6 M NaOH at 20.0 kx magnification, scaled at 2 µm, and shot at 100 nm are presented in Figs. 1a and 2a respectively. It was observed that more prominent pores with multiple hexagonal structures in mass were depicted (Mallika et al. 2015). The EDS spectrum of the synthesized n-ZnO calcined at 500°C.
formed in 0.6 M NaOH are in proportion 17.93±4.9 wt% C, 21.65±7.2 wt% O, 1.27±0.4 wt% Cl, and 59.15±11.3 wt% Zn is shown in Fig. 1b. The result showed that as the Cl decreases, the percentage of Zn increases which indicates that ZnO nanoparticles were synthesized. The presence of Cl was due to the precursor used during synthesis. The particle size distribution of ZnO nanoparticles was examined by subjecting the TEM micrographs to image J software to measure the diameter of particles and this is presented in Fig. 2b. The result showed that the average particle size was 71.48 nm. The plots of N\textsubscript{2} adsorption-desorption isotherm and Barret-Joyner-Halenda (BJH) pore size distribution of ZnO nanoparticles formed in 0.6 M NaOH, calcined at 500°C are presented in Fig. 3a and 3b. The result shows that surface area, pore volume, and pore size were 8.5808 m\textsuperscript{2}.g\textsuperscript{-1}, 0.038 cm\textsuperscript{3}.g\textsuperscript{-1}, and 164.177 Å (Kołodzieczak-Radzimska et al. 2012). The hysteresis loop resembles type IV which is in line with the IUPAC classification (Ismail et al. 2018). The FTIR spectrum of ZnO nanoparticles calcined at 500°C indicates an absorption band at 467.21 cm\textsuperscript{-1} which corresponds to the vibrational mode of the Zn-O bond (Zak et al. 2011) as shown in Fig 4.

The X-ray diffractograms shown in Fig. 5 depict the hexagonal nature of ZnO nanoparticles as a result of its complete crystallinity with the highest peak at (101) plane which corresponds to the report of Saif-Aldin et al. (2020). The average crystallite size was calculated using the Debye-Scherrer equation in Eq. 2

\[ D = \frac{K\lambda}{\beta \cos \Theta} \]  

Where D is the crystallite size in nm, K is a constant (0.9), \( \lambda \) is the wavelength (1.5406 Å), \( \Theta \) is the Bragg’s angle and \( \beta \) is the Full Width at Half Maximum (FWHM). The average crystallite size of the annealed ZnO nanoparticles at 500°C was 72.01 nm (Kayani et al. 2015) which corresponds to the particle size obtained from the TEM micrograph analysis.
Removal of MNZ

Influence of ultrasonic amplitude and sonication time on the removal of MNZ: Fig. 6 showed that the maximum degradation of MNZ was achieved at 60% ultrasonic amplitude with values 30.3%, 33.3%, 36.7%, 38.3%, and 41.2% within 20-60 min sonication time. It was observed that the degradation of MNZ increases as sonication time increases. From the data presented, ultrasound alone is not sufficient for MNZ degradation. A 60% ultrasonic amplitude was kept constant for further experiments.

Influence of H₂O₂ concentration and sonication time on MNZ degradation: The maximum removal of MNZ was achieved at a higher concentration of H₂O₂ (4%) with percentage degradation of 83.5%, 85.6%, 87.4%, 88.5%, and 89.8% within 20-60 min sonication time in Fig. 7. This implies that increase in H₂O₂ concentration is dependent on MNZ removal as more hydroxyl radicals were available to remove MNZ.

Influence of initial concentration and sonication time on MNZ degradation: The result in Fig. 8 shows that as the concentration of MNZ reduces, the degradation rate in-
creases. The maximum degradation of MNZ was achieved at 3.125 mg L\(^{-1}\) within 20-60 min sonication time and 60% ultrasonic amplitude with percentage degradation of 58.8%, 61.1%, 62.2%, 64.1%, and 65.6%. This implies that better degradation of MNZ can be achieved at lower concentrations and this may be due to the flooding of more MNZ molecules in solution that is capable of reducing the reactive species in the ultrasonic reactor (Cordero et al. 2007). In the same vein, the kinetic studies follow a pseudo-second-order reaction which is shown in Fig. 9.

**Influence of pH and sonication time on MNZ removal:** The pH of a solution has an effect on the ionization of contaminants and the charges on the surface of adsorbents. The result in Fig. 10 showed that the maximum removal was achieved at an acidic medium. This implies that the availability of more protons at higher pH to attack the pollutants will increase the degradation rate. The percentage removal achieved were 67.4%, 68.5%, 69.5%, 70.6% and 71.7% at pH 2 (Hemati Borji et al. 2010).

**Ultrasound/n-ZnO**

**Influence of ultrasonic amplitude and sonication time on MNZ removal:** A 0.02 g n-ZnO was added to 50 mg L\(^{-1}\) MNZ solution and sonicated within 20-60 min at varying ultrasonic amplitude (20-100%). Fig. 11 shows that the maximum removal was achieved at 60% ultrasonic amplitude. The percentage removal achieved was 42%, 44.9%, 46.2%, 48%, and 50.9% which is higher than that of the US alone. This implies that more active sites were available from the catalyst to mineralize pollutants and also the OH radicals produced from ultrasound have led to a major increase in the removal process (Qiao et al. 2018). A 60% ultrasonic amplitude was kept constant for further experiments.
Influence of nanodosage and sonication time on MNZ removal: The result in Fig. 12 showed that a higher quantity of n-ZnO is not dependent on MNZ removal. The maximum MNZ removal achieved at 0.02 g n-ZnO was 50.9% within 60 min sonication time. It was observed that as the quantity of n-ZnO increases, the removal of MNZ decreases which may be a result of insufficient surface area due to the agglomeration nature of n-ZnO (El Bouraie & Ibrahim 2020). Increasing n-ZnO in MNZ removal showed that the active sites are saturated and so there was no room for attacking pollutants. A 0.02 g n-ZnO was kept constant for further experiments.

Influence of initial concentration and sonication time on MNZ removal: The maximum percentage removal shown in Fig. 13 follows the trend 68.2%, 70.6%, 71.9%, 73.7% and 75.1% at 3.125 mg.L⁻¹ within 20-60 min. Increasing the concentration of MNZ may lead to saturation of active sites of the adsorbent thereby reducing the degradation efficiency (Moussavi et al. 2013). The synergetic effect of US/n-ZnO is a viable technique for removing MNZ in an aqueous solution. In the same vein, the kinetic studies follow a pseudo-second-order reaction which is shown in Fig. 14.

Influence of pH and sonication time on MNZ removal: The initial pH of MNZ was 9.2. The maximum removal of MNZ was achieved at pH 2 with a percentage degradation of 79.5% within 60 min in Fig. 15. The combination of the protons from the adsorbate and the active sites of n-ZnO has improved the degradation rate from 71.9-79.5% within 20-60 min (El-Kemary et al. 2010).

Influence of H₂O₂ concentration and sonication time on MNZ removal: The result in Fig. 16 showed that the maximum removal of MNZ achieved at 2% H₂O₂ was 94% within 60 min. It was observed that the removal of MNZ increases with time. Increasing the concentration of H₂O₂ may disrupt the removal process.
US/n-ZnO/ H₂O₂

Influence of ultrasonic amplitude and sonication time on MNZ removal: A 5 mL of 2% H₂O₂, 0.02 g n-ZnO were added to 50 mg.L⁻¹ MNZ solution within 20-60 min sonication time. The result in Fig. 17 showed that the removal of MNZ increases with time from 63.8%-69.3% within 60 min at 20% ultrasonic amplitude. Increasing ultrasonic amplitude led to a decrease in the removal rate. This implies that amplitude is not dependent on MNZ removal. The synergetic influence of US/n-ZnO/ H₂O₂ on the removal of MNZ yielded a better removal when compared to US/n-ZnO and US alone. A 20% amplitude was kept constant for further experiments.

Influence of nanodosage and sonication time on MNZ removal: A 0.02-0.1 g n-ZnO were investigated with US/n-ZnO/ H₂O₂ system in 50 mg.L⁻¹ MNZ solution with 5 mL 2% H₂O₂ at 20% ultrasonic amplitude. The result in Fig. 18 showed that the maximum removal of 69.3% was achieved at 0.02 g n-ZnO within 60 min. this implies that the removal of MNZ increases with time and increasing the amount of n-ZnO may lead to saturation of active sites of the adsorbent (Sharifpour et al. 2018). A 0.02 g n-ZnO was kept constant for further experiments.

Influence of pH and sonication time on MNZ removal: The result in Fig. 19 showed that the removal of MNZ favors the basic medium (pH10) as more OH radicals will be available for the mineralization of MNZ (Malakootian et al. 2019). It was also observed that the removal of MNZ increases with time from 63.8-69.3% within 60 min sonication time.

Influence of initial concentration and sonication time on MNZ removal: The result in Fig. 20 showed that the removal of MNZ increases with decreasing concentration of MNZ. The maximum removal of MNZ was achieved at 3.125 mg.L⁻¹ within 20-60 min. the percentage removal increases from 81.1%-88%. This implies that at lower concentrations of MNZ, excess OH radicals are available for the removal process (Ayanda et al. 2021).
From the experimental data above, the influence of initial concentration was subjected to a pseudo-second-order kinetic model presented in Eq. (3)

\[ \frac{1}{MNZ_t} = K_{obs} t \]  \hspace{1cm} \text{(3)}

Where \( MNZ_t \) is the final concentration of MNZ solution (mg.L\(^{-1}\)), \( K_{obs} \) is the observed rate of degradation and \( t \) is the time. The plot of \( 1/MNZ_t \) and sonication time is shown in Fig. 21 with \( K_{obs} \) values from the slope.

The mechanism of degradation of MNZ was investigated by subjecting the experimental data to a Langmuir-Hinshelwood (L-H) model shown in Eq. (4)

\[ \frac{1}{K_{obs}} = \frac{1}{K_c K_{LH}} + \frac{1}{K_c} MNZ_0 \]  \hspace{1cm} \text{(4)}

Where \( K_{obs} \) is the rate constant (min\(^{-1}\)), \( K_c \) is the surface rate of reaction constant (mg.L.min\(^{-1}\)) and \( K_{LH} \) is the L-H adsorption equilibrium constant (L.mg\(^{-1}\)). The plot of L-H kinetic and \( R^2 \) values is shown in Fig. 22 with \( K_c \) and \( K_{LH} \) values of \( 1.486 \times 10^{-1} \) (mg.L.min\(^{-1}\)) and \( 8.790 \times 10^{-2} \) (L.mg\(^{-1}\)).

**Proposed Reaction Mechanism for MNZ**

**US only**

\[ H_2O \rightarrow OH^- + H^+ \] \hspace{1cm} \text{(5)}

\[ H_2O + \rightarrow OH^- + H_2 \] \hspace{1cm} \text{(6)}

\[ O_2 + H^+ \rightarrow HO_2^- \] \hspace{1cm} \text{(7)}
US/H₂O₂

H₂O₂ was decomposed to form reactive radicals in equations (8-10)

\[
\begin{align*}
H_2O_2 + O_2 & \rightarrow OH^* + OH^* \quad \cdots (8) \\
H_2O_2 + O_2 + H_2O & \rightarrow 2HO_2 \quad \cdots (9) \\
H_2O_2 + OH^* & \rightarrow HO_2^- + H_2O \quad \cdots (10)
\end{align*}
\]

US/n-ZnO/H₂O

MNZ + OH → (OH) MNZ → CO₂ + H₂O \quad \cdots (11)

Degradation of MNZ Contained in Aquaculture Effluent

The experimental conditions such as 20% amplitude, 5 mL 2% H₂O₂, 0.02g n-ZnO, and 60 min sonication time were applied for MNZ degradation in aquaculture effluent. The percentage of COD removal achieved for MNZ in aquaculture effluent was 62.6%, 89.8%, and 98.5% for US only, US/n-ZnO and US/n-ZnO/H₂O₂ systems and is shown in Fig. 23.

CONCLUSION AND RECOMMENDATIONS

In this study, a stable and effective metal oxide nanoparticle with good antibacterial properties was synthesized and calcined at 500°C. The synthesized n-ZnO depicts a hexagonal structure with an average particle size of 71.48 nm. At 500°C, an absorption peak for the Zn-O bond was observed at 467.21 cm⁻¹, and a well-crystalline zincite was achieved with a surface area of 8.58 m²·g⁻¹ which indicates that n-ZnO is a promising catalyst that is viable for removing antibiotics from wastewater. MNZ-formulated aquaculture effluent was subjected to US only, US/n-ZnO, and US/n-ZnO/H₂O₂ systems. With the introduction of 0.02 g n-ZnO, 5 mL of 2% H₂O₂, 20% ultrasonic amplitude and 50 mg·L⁻¹ MNZ aqueous solution, the percentage COD removal followed the trend 62.6%, 89.8% and 98.5% for US only, US/n-ZnO and US/n-ZnO/H₂O₂ systems. The available active sites of n-ZnO and the hydroxyl radicals generated from H₂O₂ and that of the sonicator have improved the degradation efficiency. Pseudo-second-order kinetic best fit the degradation process of MNZ and the mechanism of degradation followed the Langmuir-Hinshelwood model. The discharge of metronidazole contained in aquaculture effluent can best be removed by subjecting the effluent to US/n-ZnO/H₂O₂ system. Other advanced oxidation processes can be explored for further studies.
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ABSTRACT

Climate change is a universal challenge that threatens the very existence of life on planet Earth. One of the most sensitive areas to climate change is agriculture. Climate change affects precipitation, cyclones, clouds, temperature, humidity, and CO₂ levels. All these factors affect plant productivity which poses another grave concern in feeding the ever-increasing population. The productivity in terms of crop yield is reduced due to a direct correlation between phenology and climate change. The reproductive organs of a plant and other parameters that define good fertility of a species are all affected by the increasing temperatures during their vegetative and reproductive phases of growth and development. Thus, this review is an attempt to understand the effect of climate change on the reproductive structures of plants and discuss the short-term and long-term adaptations in plants and agriculture as mitigation measures to combat the significant yield loss in developing countries.

INTRODUCTION

Climate change is a grave concern impacting the production of various crops worldwide. One of the important components of global climate change is an increase in the Earth’s near-surface temperature. Unusually dry and hot climatic conditions have been linked with a lessening of several tree species around the world. Physiological stress associated with fluctuation in temperature poses a serious threat to biodiversity by causing alteration in reproductive processes and plant-pollinator associations (Talwar et al. 2015; Rawat 2015).

The process of sexual reproduction contributes a dominant role in the life-cycle of plants and it is prone to any turmoil in the environment (Müller et al. 2016). The yield of the crop is an important parameter for human survival. Stakeholders are using various methods and techniques based from satellite remote sensing (Bamel et al. 2022) to mathematical modeling (Rani et al. 2022) to forecast the yield of crops. Agronomists use all available information related to nutrient, irrigation, and climatic requirement for their crops to enhance productivity. Seed production depends on vegetative as well as reproductive development. During the transition from the vegetative to a reproductive state of a plant, the environmental conditions usually affect photosynthetic efficiency, development of canopy, interception of solar radiation, and initiation of fruiting. An increase in the temperature of just a few degrees can considerably affect the yield of the crop (Thuzar et al. 2010).

Several morphological, physiological, developmental, and molecular responses of the reproductive structures may vary under climatic stresses (Gray & Brady 2016). The shift in the flowering period is a result of temperature variation and inconsistency in precipitation. The reproductive period and the reproductive structures are more susceptible to temperature stress than the development of vegetative organs, which eventually affect the crop yield (Snider & Oosterhuis 2011). According to Foolad (2005), high temperature negatively affects the various reproductive processes such as pollen viability, germination of pollen grains, growth of pollen tube, positions of stigma and style, pollen-pistil interaction, fertilization, and post-fertilization processes, such as the growth of the pro-embryo, endosperm and zygote.

Every crop shows optimal vegetative and reproductive growth at its own threshold temperature (Hatfield et al. 2011, Zinn et al. 2010). When the temperature overshoots the threshold range of crops, its vegetative and reproductive growth such as flowering, fruit set, fruit ripening, and seed germination are gravely affected and have an economic impact on agriculture (Christensen & Christensen 2007). The progamic phase, which extends from pollination to fertilization, is one of the most crucial phases and is extremely vulnerable to high temperatures (Hebbar et al. 2020).

To fulfill the food demand of the increasing population, it is mandatory to elucidate and strengthen the mechanisms that regulate pollination, leading to enhanced yield. The authors attempt to search the available literature that highlights the
EFFECT ON PRE-ZYGOTIC REPRODUCTIVE PHASE

Flower

Flower and its various constituent parts are very sensitive to the temperature both structurally and functionally as was observed in rice (Takeoka et al. 1991) and Brassica (Morisson & Stewart 2002). Depending upon the plant species temperature stress shifts the flowering either way. Most often higher than optimum temperatures are perceived as stress by the plant and in response, the flowering is preponed. In cowpea, the higher temperature at night is more detrimental in comparison to higher day temperature, which results in enhanced floral abscission (Mutters & Hall 1992).

Cubillos and Hughes (2016) investigated the impacts of elevated carbon-di-oxide on the floral traits of the three economically important crops tomato, pepper, and zucchini. The elevated CO₂ treatment did not affect flower longevity in any of these three species, it did not affect flowering in tomatoes, but less number of flowers were produced in pepper, whereas in zucchini more male flowers than female flowers were developed. At elevated CO₂, fewer pollen grains and reduced nectar secretion have been observed in zucchini whereas no such difference was observed in tomato.

Pollen

Various studies have revealed that the growth and development of male gametophytes are extremely sensitive to heat (Hedhly et al. 2009, Hedhly 2011, Zinn et al. 2010). Increased temperature affects the pollen grains in terms of number and viability. The viability of the pollen grains is a prerequisite for successful sexual plant reproduction. The quality of pollen grains is assessed on their viability over a period after dehiscence. The duration of pollen viability affects the reproductive success of a species. Due to the temperature stress collapse, desiccated, empty, and small-sized pollen grains with reduced viability are formed in chickpeas (Devasirvatham et al. 2013). Pollen viability is affected by heat stress in several plants such as common bean (Gross & Kigel 1994, Prasad et al. 2003), cowpea (Warrag & Hall 1984), peanut (Boote et al. 2005), cotton (Song et al. 2015), flax (Cross et al. 2003), pepper (Erickson & Markhart 2002), rice (Endo et al. 2009), and tomato (Pressman et al. 2002).

Reduced pollen vigor has been reported in Brassica and Petunia when pollen grains were exposed to 45-60°C for 12 h (Rao et al. 1992). In Glycine max, when plants were exposed to 38°C during the day, the number of pollen grains was reduced (30-50%) and when exposed to 30°C at night, the viability of the pollen grains was also decreased (Koti et al. 2005). Similarly, in Arachis hypogea when kept under elevated temperature (44°C), the viability of the pollen grains was reduced (Prasad et al. 2003).

Temperature above 35°C caused the development of sterile pollen grains and thus affected the pollination and fertilization of rice. Higher temperatures inhibited the germinated pollen tubes to reach the embryo sac, affecting the fertility of the spikelet and crop yield (Shi et al. 2018). In cotton, exposure to 39°C, reduced pollen germination to 40% (Burke et al. 2004). Similarly, pollen viability and pollen tube elongation were reduced above 32°C and 29°C respectively (Kakani et al. 2005). In different potato varieties, pollen germination and crop yield were decreased between 30 to 70%, when the pollen grains were exposed to 30°C for up to 30 minutes although the seed set was less affected (Pallais et al. 1988).

In sorghum, the pollen grains showed the enhanced accumulation of reactive oxygen species (ROS) when the plants were exposed to high temperatures. The pollen membrane was damaged and pollen grains were small and deformed which eventually resulted in a reduced seed set (Djanaguiraman et al. 2018). Similarly, heat stress resulted in pollen sterility, lowering the seed set and crop yield in maize (Wang et al. 2019), kidney bean (Prasad et al. 2003), and chickpea (Kaushal et al. 2013).

Pistil

During the pollination process, pollen grains fall on the receptive stigma, and in response to the stigmatic fluid pollen grains adhere to the surface and it is soon followed by hydration and germination. By penetrating the transmitting tissue of style through stigma pollen tube reach the ovule and discharges all its contents into the embryo sac to facilitate fertilization (Hiscock & Allen 2008, Losada & Herrero 2012). The compatibility between pollen and stigma is also required for effective fertilization. If the pollen grain is compatible, all post-pollination events (fertilization, fruit, and seed set)
proceed normally, but if the pollen is incompatible, the pistil effectively arrests one or more of the post-pollination events, thus preventing fertilization. The most distinct response of the stigma to incompatible pollen is the development of a callose plug which appears at the tip of the pollen tube, thereby preventing its further growth (Bhojwani et al. 2015).

The stigmatic receptivity and ovule degeneration are important parameters that control the interaction of male and female reproductive phases and have significant consequences on pollination. These processes are temperature-dependent (Cerović et al. 2000, Lora et al. 2011). Elevated temperature reduced the period of stigma receptivity, ovule life span, and style abscission from the ovary, whereas low-temperature exposure had opposite effects (Montalt et al. 2019, Estornell et al. 2016). Heat stress-induced stigma enlargement because of elongation of stigmatic papillae and reduce the adherence of pollen grains to stigma (Katano et al. 2020). It also shortened the filament length. These observations indicated that the decrease in pollen attachment to stigma might be partially due to short stamen which might increase the distance between stigma and anthers.

The receptivity of the stigma was strongly controlled by the elevated temperature and it significantly decreased the pollen germination as well as the number of pollen tubes growing on the stigma in citrus (Montalt et al. 2019). High temperature significantly influenced the processes of ovule degeneration and the style of abscission. In canola, high temperature also shortened the period of stigmal-nectar secretion, affecting pollinator-based pollination efficiency (Chabert et al. 2018). Wang et al. (2021) studied the effects of heat stress on pistils and concluded that high temperatures affect the development of female gametophyte, pollen-pistil interactions, fertilization, and post-zygotic development and suggest more molecular studies to understand the regulatory mechanism involved in the female gametophyte development.

Pollen-Pistil Interaction

Pollen-pistil interaction involves a series of reactions between the male gametophyte and sporophytic tissue of the stigma and style. These interactions result in the generation of appropriate physical and chemical signals which elicit the required responses in pollen or pistil. Pollination, pollen adhesion, pollen hydration, pollen germination, growth of pollen on the stigma, growth of pollen tube through the style, and entry of pollen tube into the ovule are sequential major events of this interaction. Any deviation prevents fertilization and as a result fruit and seed set. This is the most delicate period in the life span of the plants as various processes are involved during this short period of time (Hedhly et al. 2009, Zinn et al. 2010).

Several works have shown the impact of high temperature during the initial phases of pollen-pistil interaction. High temperature has been shown to affect stigmatic receptivity in peach (Carpenedo et al. 2020), cherimoya (Lora et al. 2011), ovule degeneration in plum, sweet, and sour cherry cultivars (Beppu et al. 2001, Cerović et al. 2000, Postweiler et al. 1985). In coconut, high temperature (33°C) induced the nectar secretion before the stigma became receptive and at the time of pollination, the stigma was dry. This significantly affected the pollination, fertilization, and seed set (Hebbar et al. 2020).

BIOCHEMICAL AND MOLECULAR CHANGES ASSOCIATED WITH HIGH TEMPERATURE

Physiological and biochemical processes such as oxygen requirement during seed imbibition are severely affected by elevated temperature (Nascimento et al. 2008). Saini (1997) reported that malfunctioning of gametophytic development is also due to the stress-induced reduction in sugar delivery to reproductive tissues. Later, Snider et al. (2009) showed a significant decline in the amount of soluble carbohydrates and ATP content in the pistil of cotton when the plant was exposed (38°C/20°C) for a week before flowering, resulting in a reduction in the number of ovules and fertilization efficiency. Similarly, Li et al. (2015) observed that sugar starvation is the major cause of the failure of fertilization in rice because of the high temperature. It is due to the presence of acid invertase enzymes as invertase hydrolyzes sucrose into hexose which supports the pollen tube growth (Goetz et al. 2017). Under heat stress, the activity of the invertase enzyme was significantly decreased and thus restricted the hexose sugar supply. Similarly, the pistils of cotton flowers also showed less amount of carbohydrate reserves (particularly sucrose) and ATP production under the effect of moderately high temperatures, and thus there is a decline in photosynthesis because of the heat stress (Snider et al. 2011). Providing the exogenous acid invertase increased the amount of carbohydrates content as well as increased the spikelet fertility in Rice (Jiang et al. 2020). The interaction between sugars and hormones is also indicated by Kumar et al. (2021) whereas Jagadish et al. (2021) have reviewed the carbon dynamics and suggested not to draw a general conclusion about the role of sugars in crop reproduction.

FUTURE SCOPE AND PERSPECTIVE

Though the rise in temperatures has detrimental effects on almost all physiological and developmental processes, it becomes an even more serious concern if the impacted stage is reproduction. The ultimate toll is taken by the quality (nutrient content) and quantity (yield) of the products like in
food crops. Since plants respond to multiple abiotic factors, a multidisciplinary understanding needs to be developed keeping in mind the interaction of different factors like the fluctuating temperature, and increasing CO2 and nitrogen levels in the atmosphere.

‘Omics’ approach, targeting heat stress in plants in general and crop plants in specific, is the need of the hour. To mitigate the impact of rising temperatures new stress-tolerant species should be identified. The correlation between the genotypic and phenotypic studies will help in screening the appropriate genotype that can thrive well in the changing environment. The varieties may be selected from the existing gene pool based on their flexibility in flowering and anthesis time or their morphological feature that confer their tolerance to heat stress. The potential stress-tolerant germlasm may then be screened for specific genes that confer better adaptability to the changing scenario. Susceptible genotypes may be targeted for improvement by introducing the tolerant traits using the techniques of genetic engineering.

More work at the molecular level may elucidate the effect of the increase in air temperature on the floral tissue temperature. Extensive studies focusing on membrane fluidity, cytoskeleton, chromatin structural modifications, changes in enzyme activities, and signaling cascades are necessary. The information about changes in the plant and the floral transcriptome due to high-temperature stress will pave way for focused adaptation and mitigation strategies.

Another approach may be to use epigenetics to generate modified resilient genotypes with potential tolerance to the environmental stresses that are a threat to their normal growth and development. A better understanding of heat stress-induced biomolecules like osmoprotectants, heat shock proteins, free radical scavengers, membrane ionic transporters, and transcription factors may come to the rescue of plant biologists to develop effective mitigation strategies.
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ABSTRACT
Increasing environmental problems related to synthetic plastics for food packaging encourage the creation of more environmentally friendly plastics from Indonesia’s local natural resources, such as durian seed, yellow konjac, and Syzygium myrtifolium leaves, which are abundant in nature. The purpose of the study was to evaluate the effect of the durian seed flour (DSF) mass, yellow konjac flour (YKF) mass, and the concentration of ethanolic extract of S. myrtifolium leaves (5-25%) on the tensile strength, elongation, and inhibition zone area of composite bioplastics. The two-level full factorial design was conducted for this experiment with 3 independent factors: DSF mass (0.5-1 g), YKF mass (0.5-1 g), and the concentration of ethanolic extract of S. myrtifolium leaves (5-25% b/v), and 3 responses were observed: tensile strength, elongation, and inhibition zone area. The physicomechanical characteristics were then used to further describe the best combination. The results showed that the DSF mass had only affected tensile strength, whereas the YKF mass had affected tensile strength and elongation of composite bioplastics. Meanwhile, the concentration of ethanolic extract of S. myrtifolium leaves only affects the inhibition zone area. The best combination was found in the DSF mass of 0.5 g, YKF mass of 1 g, and the concentration of ethanolic extract of S. myrtifolium leaves of 25%, with the tensile strength of 3.30 MPa, elongation of 50.00%, and inhibition zone area of 15.33 mm. Moreover, these combinations also had a thickness of 0.115 mm, modulus young of 0.066 MPa, density of 1.37 g.cm⁻³, moisture content of 17.14%, and water solubility of 76.91%.

INTRODUCTION
Synthetic plastics have posed significant problems and challenges to the world today. It produces over 400 Mt per year globally and takes a long time to decompose. Synthetic plastics have unfriendly environmental properties that pollute humans indirectly (Fahim et al. 2021). Thus, environmentally friendly plastics are needed to reduce the impact of synthetic plastics. Generally, eco-friendly plastics are made from renewable materials such as starch (Thakur et al. 2019) or whole flour (Retnowati et al. 2015). Durian seed is an exotic natural resource that is relatively abundant and underutilization in Indonesia as the by-product of durian fruit. The production of durian seeds as a bioproduct is approximately 233960.4 tons, according to data published by the BPS-Statistics Indonesia 2020 (BPS-Statistics Indonesia 2020). For further applications, durian seeds can be transformed into durian seed flour (DSF).

DSF contains high starch, gum, trace elements, and minerals (Leemud et al. 2020). Starch, gums, proteins, and lipids are constituent components in manufacturing eco-friendly plastics (Thakur et al. 2019, Permatasari et al. 2021). Our previous study reported the DSF had a starch content of 41.42%, a protein content of 6.26%, a fat content of 0.57%, a carbohydrate content of 80.61%, and a low fiber of 0.85%
(Permatasari et al. 2022), so it is promising as a source of bioplastics materials. Previously, the bioplastic production from DSF has been carried out and reported by Retnowati et al. (2015). However, Retnowati and her team found that bioplastics of DSF in individual composition had undesirable characteristics such as low modulus young, tensile strength, and elongation. Furthermore, in our preliminary study, the utilization of DSF alone as raw material could not form bioplastics properly. Thus, to improve its characteristics, it is necessary to substitute it with other ingredients, such as yellow konjac flour (YKF).

YKF is a product of processing yellow konjac (Amorphophallus muelleri) tubers through a dry method (Witoyo et al. 2020, 2021). It contains glucomannan, a type of polysaccharide with diverse food and non-food application (Zhang et al. 2014). Glucomannan is one of the biopolymer-based packaging film materials which attracts attention because it is classified as a safe, edible, and renewable polysaccharide (Zhang & Rhim 2022). Kurt and Kahyaoglu (2014) reported that it succeeded in making bioplastics from sahlep glucomannan. Another study reported that the substitution of konjac glucomannan in biofilms from keratin could produce biofilms with better tensile strength and modulus young than those made from pure keratin (Strnad et al. 2019). To improve the anti-bacterial properties of the bioplastics produced, ethanol extract from S. myrtifolium leaves is added. Ahmad et al. (2021) reported that the ethanolic extract of S. myrtifolium leaves could inhibit bacterial growth of A. baumannii, B. cereus, E. coli, K. pneumoniae, P. aeruginosa, and S. aureus in vitro study. However, no one has applied ethanol extract from S. myrtifolium leaves to produce bioplastics as natural anti-bacterial agents.

Two-level full factorial is a recently introduced method used to study the interaction of various parameters during the process. Two-level factorial design helps determine significant independent variables that affect the dependent variable with few data compared with the conventional one factor (Lim et al. 2018). However, this approach is still rarely used to synthesize composite bioplastics and evaluate the effect of the independent factors on the specific responses of composite bioplastics. Thus, this study uses a two-level full factorial design to synthesize bioplastics from DSF and YKF incorporated with ethanolic extract of Syzygium myrtifolium and evaluated their effect on the mechanical properties and inhibition zone area of composite bioplastics.

MATERIAL AND METHODS

Materials
Durian seed flour (DSF) used in this study was obtained from our previous study (Permatasari et al. 2022), with the characteristics as follows: starch content of 41.42%, amylopectin content of 21.79%, the protein content of 6.26%, the fat content of 0.57%, the carbohydrate content of 80.61%, and fiber of 0.85%. S. myrtifolium was obtained from the center of flowers and ornamental plants, Sidomulyo, Batu, and identified in Materia Medica, Batu, East Java, Indonesia. Yellow konjac flour (YKF) was obtained from the previous study (Witoyo et al. 2021) and used further purified using ethanol 3 times, then powdered using the roller mill (locally made), which contained glucomannan content of 81% d.b and a viscosity of 11000 mPa.s. All chemical reagents were purchased in analytical grade from Merck in Germany through the Chemical and Food Biochemistry Laboratory in Universitas Brawijaya.

Extraction of Syzygium myrtifolium

The extraction of S. myrtifolium is followed by methods described by Ahmad et al. (2022) with minor modifications. Briefly, the fresh red leaves of S. myrtifolium were selected, cleaned, and blended into small pieces. Then, mixed and agitated (120 rpm) with 96% of ethanol for 48 h at room temperature, evaporated, and dried using a rotary evaporator at 60°C until the paste of the extracts was obtained. For further applications, the paste extracts were stored in a dark bottle (5°C in refrigeration condition).

Synthesis of Composite Bioplastics

The production of composite bioplastics adopts Kurt and Kahyaoglu (2014) and Nasution and Wulandari (2021) methods, with the total of solid on bioplastics blends being 1.5% b/v. Briefly, DSF (0.5 or 1 g) was mixed with distilled water (100 mL) and stirred until the temperature reached 75°C. Then, the YKF (0.5 or 1 ram) and 5 mL of ethanol extract of S. myrtifolium leaves (5% or 25% b/v) were mixed in the DSF solution until homogenized, respectively. After that, 5 mL of glycerol was added to the mixture solution, stirred, heated until fully gelatinized, and stood for 10 min. Then, the composite bioplastic solution was poured into a petri dish with a 14 cm diameter, followed by drying at 50°C for 48 h. After drying, the opaque composite bioplastic was input into a desiccator for stabilization and stored for further analysis.

Determined Bioplastic Characteristics

The elongation and tensile strength of composite bioplastics were measured using the ASTM- Methods D-638 (Umiyati et al. 2020). Before the measurement, the composite bioplastics were incubated at 28°C for 2 days in the humidity-controlled chamber. The anti-bacterial of bioplastics was evaluated using methods adopted by Wang et al. (2019). E. coli bacteria suspensions (10⁵ CFU.mL⁻¹) were subsequently inoculated and cultured on agar media in Petri dishes. Then,
the bioplastic was cut in diameter of 10 mm, placed on a petri dish, and incubated for 12 h at 37°C. The diameter of the inhibition zone area was measured and recorded. The best composite bioplastic was further characterization, like thickness (Oluwasina et al. 2017), density (Salgado et al. 2010), moisture content (Oluwasina et al. 2017), water solubility (Rhim et al. 2007), and microstructure (Retnowati et al. 2015). The characterization was conducted in duplicate.

**Experimental Design and Statistical Analysis**

Eight experiments \((2^3 = 8)\) were conducted to evaluate three independent factors at two levels (Lim et al. 2018). The independent factors used in the study were durian seed flour mass (Latter known as DSF mass), yellow konjac flour (Latter known as YKF mass), and the concentration of ethanolic extract of *S. myrtifolium* leaves. The response data, namely tensile strength, elongation, and inhibition zone area, were analyzed using Design Expert Ver. 13 (trial version, Stat-Ease, Inc., Minneapolis, MN, USA). The design experiment of bioplastics synthesis is listed in Table 1.

**RESULTS AND DISCUSSION**

**The Tensile Strength**

The tensile strength of composite bioplastic was 2.0 to 3.6 MPa, as listed in Table 2. This result is in the range of tensile strength data reported by Retnowati et al. (2015), which is 1.07 to 5.31 MPa in durian seed flour (DSF)– jack seed fruit (JSF) bioplastics. Based on the statistical analysis in Table 3, the tensile strength of composite bioplastics was affected by the DSF mass and YKF mass. The Pareto chart for tensile strength of composite bioplastics, as presented in Fig. 1A, showed that the YKF mass had a higher t-value, followed by the DSF mass and the concentration of ethanolic extract of *S. myrtifolium* leaves. It indicates that the YKF mass had a dominant effect on the tensile strength of composite bioplastics. Kalaydzhiev et al. (2019) stated that the higher t-value observed on the Pareto graph indicates the dominant factor’s effect on a specific response. Fig. 1B shows the individual percentage contribution of each independent factor on the tensile strength of composite bioplastic. For tensile

<table>
<thead>
<tr>
<th>No.</th>
<th>DSF mass [g]</th>
<th>YKF mass [g]</th>
<th>The concentration of ethanolic extract of <em>S. myrtifolium</em> leaves [%]</th>
<th>Tensile Strength [MPa]</th>
<th>Elongation [%]</th>
<th>Inhibition Zone Area [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>5.0</td>
<td>3.40</td>
<td>46.67</td>
<td>12.85</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>1.0</td>
<td>5.0</td>
<td>3.60</td>
<td>50.00</td>
<td>7.92</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>0.5</td>
<td>5.0</td>
<td>2.20</td>
<td>40.00</td>
<td>11.92</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>5.0</td>
<td>2.80</td>
<td>43.33</td>
<td>7.93</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>1.0</td>
<td>25.0</td>
<td>3.30</td>
<td>50.00</td>
<td>15.33</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0.5</td>
<td>25.0</td>
<td>2.00</td>
<td>30.00</td>
<td>14.88</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>1.0</td>
<td>25.0</td>
<td>3.00</td>
<td>46.67</td>
<td>15.08</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>0.5</td>
<td>25.0</td>
<td>3.00</td>
<td>43.33</td>
<td>13.57</td>
</tr>
</tbody>
</table>
As a result, YKF mass is more critical than DSF mass, and the concentration of ethanolic extract of *S. myrtifolium* leaves, has a more significant impact on tensile strength, as evidenced by a higher percentage contribution to change measured variable.
Fig. 1A and Table 3 showed that the DSF mass had a significantly negative effect on the tensile strength. The increasing DSF mass from 0.5 to 1.0 g significantly decreased the tensile strength of composite bioplastics, as depicted in Fig. 2A. The decrease in tensile strength was due to the high amylopectin content in our DSF samples, which is 21.79% compared to amylose (19.64%), which contributed in composite bioplastics. Woggum et al. (2014) reported that the amylose content of starch contributes to film strength and the branched structure of amylopectin, leading to lower mechanical properties in films. However, this result was in line with Retnowati et al. (2015), who reported that the increase in the DSF ratio significantly affected the decrease in tensile strength. In addition, the Pareto chart (Fig. 1A) and Table 3 showed that the YKF mass had a significantly positive effect on the tensile strength. The tensile strength of composite bioplastic was significantly improved with increasing YKF mass, as presented in Fig. 2B. It is most likely due to the intermolecular interactions of glucomannan macromolecules in YKF, which can maintain bioplastics’ compactness and stability and prevent brittleness. Moreover, the interaction of glucomannan in YKF with polymers in DSF (such as starch, gum, protein, and fat) and the plasticizer through hydrogen bonding might contribute to the increased tensile strength of composite bioplastics. Fahrullah et al. (2020) reported that adding polysaccharides, namely konjac flour, at high concentrations increased tensile strength and prevented the brittleness of whey-based edible films. Ma et al. (2021) stated that the increased tensile strength in film-based chitosan with the addition of konjac glucomannan (KGM) is caused by their hydrogen bonding interaction. Furthermore, the concentration of ethanolic extract from S. myrtifolium leaves had an insignificantly negative effect on tensile strength, as presented in Fig. 1A, Fig. 2C, and Table 3.

The Elongation

The elongation of composite bioplastic was 30.00 to 50.00%, as listed in Table 2. This result had higher elongation than data reported by Retnowati et al. (2015), which is 29.26 to 44.11% in durian seed flour (DSF)–jack seed fruit (JSF) bioplastics. Based on the statistical analysis in Table 3, the elongation of composite bioplastics was only affected by YKF mass. Pareto chart for elongation of composite bioplastics, as presented in Fig. 1C, showed that the YKF mass had a higher t-value, followed by DSF mass and the concentration of ethanolic extract of S. myrtifolium leaves.

![Fig 2: Effect of DSF mass (A), YKF mass (B), and the concentration of ethanolic extract of S. myrtifolium leaves (C) on the tensile strength of composite bioplastics.](image)

Table 3: Coefficient estimates and significance analysis of composite bioplastics responses.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Tensile Strength</th>
<th>Elongation</th>
<th>Inhibition Zone Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.9125</td>
<td>43.75</td>
<td>12.43</td>
</tr>
<tr>
<td>DSF mass</td>
<td>-0.2625&lt;sup&gt;s&lt;/sup&gt;</td>
<td>-2.915&lt;sup&gt;ns&lt;/sup&gt;</td>
<td>1.25&lt;sup&gt;ns&lt;/sup&gt;</td>
</tr>
<tr>
<td>YKF mass</td>
<td>0.4125&lt;sup&gt;s&lt;/sup&gt;</td>
<td>4.585&lt;sup&gt;s&lt;/sup&gt;</td>
<td>0.3600&lt;sup&gt;ns&lt;/sup&gt;</td>
</tr>
<tr>
<td>The concentration of ethanolic extract of S. myrtifolium leaves</td>
<td>-0.0875&lt;sup&gt;ns&lt;/sup&gt;</td>
<td>-1.25&lt;sup&gt;ns&lt;/sup&gt;</td>
<td>2.28&lt;sup&gt;s&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Remarks: s: significant, and ns: not significant
It indicates that the YKF mass had a dominant effect on the elongation of composite bioplastics. Kalaydzhiiev et al. (2019) that the higher t-value observed on the Pareto graph indicates the dominant factor effect on a specific response. The YKF mass had the highest effect on the elongation with a contribution of 51.31%, followed by DSF mass and concentration of ethanolic extract of *S. myrtifolium* leaves with a contribution of 22.76% and 4.18%, respectively. The interaction also had a contribution between factors was 4.19% in all factor interactions. As a result, YKF mass is more critical than DSF mass, and the concentration of ethanolic extract of *S. myrtifolium* leaves, has a more significant impact on elongation, as evidenced by a higher percentage contribution to change measured variable.

Fig. 1C and Table 3 showed that the DSF mass had an insignificantly negative effect on elongation. The increase of DSF mass from 0.5 to 1.0 g tends to decrease the elongation of composite bioplastics, as depicted in Fig. 3A. This result was in line with the Retnowati et al. (2015), who reported that the increase in the DSF ratio significantly affected the decrease in elongation. In addition, the Pareto chart (Fig. 1C) and Table 3 showed that the YKF mass had a significantly positive effect on elongation. The elongation of composite bioplastic was significantly improved with increasing YKF mass, as presented in Fig. 3B. It might be due to the glucomannan intermolecular interaction in YKF, which affects...
The Inhibition Zone Area

The inhibition zone area of composite bioplastic was 7.92 to 15.33 mm, as listed in Table 2. This result was reported in the range of previous work by Yuniarni et al. (2020) (9.00 to 10.37 mm). Based on the statistical analysis in Table 3, the inhibition zone area of composite bioplastics was only affected by the concentration of ethanolic extract of S. myrtifolium leaves. The Pareto chart for the inhibition zone area of composite bioplastics, as presented in Fig. 1E, showed that the concentration of ethanolic extract of S. myrtifolium leaves had a higher t-value, followed by DSF mass and YKF mass. It indicates that the concentration of ethanolic extract of S. myrtifolium leaves had a dominant effect on the inhibition zone area of composite bioplastics. Kalaydzhiev et al. (2019) that the higher t-value observed on the Pareto graph indicates the dominant factor effect on a specific response. Fig. 1F shows the individual percentage contribution of each independent factor to the inhibition zone area of composite bioplastic. The concentration of ethanolic extract of S. myrtifolium leaves had the highest effect on the inhibition zone area with a contribution of 65.23%, followed by DSF mass and YKF mass with a contribution of 19.53% and 1.63%, respectively. The interaction also contributed between factors of 0.07 to 1.23%. It indicates that the highest contribution of independent factors reflects a dominant effect on the specific response in bioplastic composites. As a result, the concentration of ethanolic extract of S. myrtifolium leaves is more critical than YKF mass and DSF mass, it has a more significant impact on the inhibition zone area, as evidenced by a higher percentage contribution to change measured variable.

Fig. 1E and Table 3 showed that the DSF mass had an insignificantly positive effect on the inhibition zone area. The increase of DSF mass from 0.5 to 1.0 g tends to increase the inhibition zone area of composite bioplastics, as depicted in Fig. 4A. In addition, the Pareto chart (Fig. 1F) and Table 3 showed that the YKF mass had an insignificantly positive effect on the inhibition zone area, as presented in Fig. 4B. Moreover, the concentration of ethanolic extract of S. myrtifolium leaves had a significantly positive effect on the inhibition zone area, as illustrated in Fig. 1E and Table 3. The increase in the concentration of ethanolic extract of S. myrtifolium leaves from 5.0 to 25%, increase the inhibition zone area of composite bioplastics, as depicted in Fig. 4C. Yuniarni et al. (2020) reported that the ethanol extract of S. myrtifolium could inhibit the growth of E. coli with inhibition diameter zones of 9.00, 9.30, and 10.37 mm at concentrations of ethanol extract of S. myrtifolium of 6, 12.5, and 12.5% in the in-vitro study, respectively. Ahmad et al. (2022) also reported that the ethanol extract of S. myrtifolium showed potent inhibitory activity against E. coli with a minimum inhibitory concentration of 0.63 mg mL\(^{-1}\) in the in-vitro study. Chemical compounds in ethanolic

Fig. 5: The microstructure of the surface composite bioplastics in 1000x (A1), 5000x (A2) magnifications, and cross-section in 250x (B1), and 500x (B2) magnifications.
extract of *S. myrtifolium* leaves that act as an anti-bacterial are auraptenol, calopiptin, quercetin-3-o-L-arabinopyranoside, and quercetin-3-o-D-glucuronide (based on LC-MS screening analysis and data not shown). Tan et al. (2017) reported that crude extracts of the roots of *Prangos hulusii* that contain auraptenol compounds had anti-bacterial activity to inhibit the growth of g-positive and g-negative bacteria. Jaisinghani (2017) reported that the quercetin compound had anti-bacterial properties in *E. coli* NCIM2065 with a minimum inhibitory concentration (MIC) of 400 mcg.mL⁻¹ and minimum bactericidal concentration (MBC) of >500 mcg.mL⁻¹. Elansary et al. (2020) reported that the quercetin and quercetin-3-glucuronide had moderate anti-bacterial activities on *B. cereus*, *P. aeruginosa*, *L. monocytogenes*, *E. coli*, *M. flavus* and *S. aureus* in the in-vitro study.

**Determination of the Best Treatment of Composite Bioplastics**

The criteria were used to determine the best treatment of composite bioplastics: the DSF mass, YKF mass, and the concentration of ethanolic extract of *S. myrtifolium* leaves were set in the range, the tensile strength, elongation, and the inhibition zone area were set in maximize. Based on the criteria, the best treatment was found at the 0.5 g of DSF mass, 1 g of YKF mass, and 25% of the concentration of ethanolic extract of *S. myrtifolium* leaves, with the tensile strength of 3.30 MPa, elongation of 50.00%, and inhibition zone area of 15.33 mm. Additionally, further characterization showed that the best composite bioplastics had a thickness of 0.115 mm, modulus young of 0.066 MPa, density of 1.37 g.cm⁻³, moisture content of 17.14%, and water solubility of 76.91%.

**Microstructure**

The surface and cross-section microstructure of the best composite bioplastics were presented in Fig. 5. Fig. 5 A1 and A2 revealed that the composite bioplastics had some starch granules, which means that the starch was not fully gelatinized during the film formation process. Moreover, the irregularities can be seen on the surface and cross-section of the composite bioplastics (Fig. 5 A-B). It could be due to the presence of many polymer molecules in the matrix of the composite bioplastics, such as starch, protein, lipid, and cellulose (Retnowati et al. 2015). In addition, the cross-section (Fig. 5 B1-B2) of the composite bioplastics also shows the presence of ungelatinized starch granules, as reported by Wu et al. (2009). Durian flour contains many amylopectins, which can cause flour not to dissolve in the film (Garcia-Hernandez et al. 2017). In our DSF used in this study, the amylopectin was 21.79%. Furthermore, the uniformity of the film’s surface could reveal its mechanical properties. The film matrix’s uniformity will improve the polymer’s integrity and improve the film’s mechanical properties (Dias et al. 2010). The uneven and irregular surface of the bioplastic composites confirms the low tensile strength (Table 2) and low modulus young (0.066 MPa).

**CONCLUSION**

The effect of the DSF mass, YKF mass, and concentration of ethanolic extract of *S. myrtifolium* leaves on composite bioplastics were successfully investigated using a two-level full factorial design. The YKF and DSF mass significantly affected the tensile strength of bioplastic composites. In addition, the YKF mass also had a significant effect on the elongation, and the concentration of the ethanolic extract of *S. myrtifolium* leaves only had a significant effect on the inhibition zone area. The best treatment was found at the 0.5 g of DSF mass, 1 g of YKF mass, and 25% of the concentration of ethanolic extract of *S. myrtifolium* leaves, with the tensile strength of 3.30 MPa, elongation of 50.00%, and inhibition zone area of 15.33 mm. Moreover, these conditions also had 0.115 mm of thickness, 0.066 MPa of modulus young, 1.37 g.cm⁻³ of density, 17.14% of moisture content, and 76.91% of water solubility.
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ABSTRACT
Ecological restoration through mine spoil genesis should be dogmatic and the strategies involved a holistic approach, which emphasizes the role of microbial community composition that varies in accordance with the physiological and nutritional status of mine spoil profiles. This is because the patterns observed aboveground is being driven by the belowground diversity and processes. Thus, the relationship between microbial community structure and mine spoil genesis in chronosequence coal mine spoil has attracted considerable research attention. The occurrence of higher microbial diversity and difficulties in culturing microbes necessitate the use of a culture-independent approach through community-level physiological profiling based on the patterns of carbon source utilization using BIOLOG Ecoplate and thereby the functional diversity of microbial communities in different age series coal mine spoil was determined. The average well-color development exhibited an increasing trend with a minimum in OBO (0.0640) and a maximum in OB15 (0.5060) over time. The patterns of substrate utilization (carbohydrates, carboxylic and ketonic acids, amino acids, polymers, amines, and amides) reflect the shift in microbial community composition in different age series coal mine spoil over time. Gradual increase in species richness and Shannon diversity index with the increase in age of mine spoil substantiated relatively higher microbial diversity reflecting the sign of mine spoil genesis. Principal component analysis and redundancy analysis based on the differential patterns of substrate utilization discriminate different age series coal mine spoil into independent clusters, which evaluated the broad-scale patterns of microbial community dynamics influencing the pace and progress of mine spoil genesis.

INTRODUCTION
Mining activities result in disturbances in the landscape associated with a huge generation of mine spoil representing disequilibrated geomorphic systems, altering the microenvironment of soil microorganisms and thereby disrupting the functional stability of microbial communities (Wang et al. 2009). Ecological restoration through mine spoil genesis should be dogmatic and the strategies involved a holistic approach (Rath et al. 2010), which not only involves periodic assessment of mine spoil using microbial ecological indicators but also recovery of a degraded ecosystem with acceleration to continue as productive and sustainable ecosystem (Gasch et al. 2014). The shift in microbial communities precedes the alternations in vegetational patterns, and soil physico-chemical and microbiological properties reflect the early signs of environmental stress and ecological evolution induced by anthropogenic activities (Dangi et al. 2012). Besides, the concept of biodiversity describes spatial diversity including its link to biodiversity, and landscape ecology has emerged as the functional determinant of ecosystems. Ecological restoration following mine spoil genesis not only depends on mining methods, height and slope of mine overburden, nature of mine spoil, and geo-climatic conditions but also the shift in microbial community composition, resilience against ecological extremities, and microbial amelioration in coal mine spoil (Mukhopadhyay et al. 2013).

Mining subsidence followed by the gradual establishment of vegetation cover exhibits a distinct influence on molecular ecological networks of microbial communities (Luo et al. 2020), which subsequently adapted to changes in distribution and activity in response to an interactive relationship with ecological processes (de Quadros et al. 2016). Being sensitive indicators of ecological restoration, mine spoil genesis focuses on the shift in microbial community composition and their relationships (Pascual et al. 2000, Harris 2003). Criteria for mine spoil genesis primarily focus on the microbial ecology of soil subsystems including microbial community dynamics, because the patterns observed aboveground are being driven by belowground diversity and processes (Kelly et al. 2003). Though the restoration of mine spoil is relatively longer, it
is a prerequisite to explore the shift in microbial community composition using sensitive soil quality biomarkers. The chronosequence study associated with the space-for-time substitutions influencing microbial community dynamics can be reliably used to assess the pace and progress of mine spoil genesis that occur between the temporally linked sites over multiple time scales (Walker et al. 2010). Microbiological properties including microbial biomass pool, enzyme activities, microbial community composition, species richness, relative distribution, and abundance of microbial communities are reliably used for monitoring mine spoil genesis (Ngugi et al. 2020).

Microbial community structure acts as an ecologically relevant endpoint and is realistically utilized for impact assessment associated with anthropogenic disturbances, which influence microbial communities at multiple spatial extents linked to environmental heterogeneity. Microbial community structure is the driving force for organic matter decomposition and nutrient turnover that regulate its size and activity (Zeller et al. 2001). The shift in microbial community composition occurs even though microbial community size remains unchanged, which reflects the role of microbial communities as a sensitive indicator of disturbances compared to measures of either microbial processes or overall community size (Veresoglou et al. 2011). Several studies explored the shift in microbial community structure along the time gradient of post-mining restoration (Li et al. 2019, Liu et al. 2019).

The approach used to detect the adaptive variations in microbial community structure in response to ecological processes caused by mining activities can be analyzed through community-level physiological profiling (CLPP). Being metabolically heterogeneous with diverse microbial metabolic pathways (Schaeffer & Schachtshabel 2010), it is imperative to determine metabolic profiles for analyzing the functional diversity of microbial communities (Haferburg & Kothe 2012, Lenart-Boroń & Wolny-Koladka 2015) in chronosequence coal mine overburden spoil through community level physiological profiling using 'BIOLOG system' (Frač et al. 2012, Rutgers et al. 2016). CLPP involves direct inoculation of environmental samples in BIOLOG™ eco-plate and resulting responses of NADH produced via cellular respiration that reduces tetrazolium dye to colored formazan at different time intervals of incubation provide information about functional adaptations of mixed microbial communities (Garland 1997), cell viability (Winding 1994), a measure of functional diversity (Zak et al. 1994) and overall microbial community fingerprints based on the patterns of substrate utilization (Kennedy & Gewin, 1997, Winding & Hendriksen 1997). The diversity of responses based on average well color development is a function of both richness and evenness among wells (Zak et al. 1994, Lehman et al. 1995), which determines the shift in microbial community structure and functional diversity (Frač et al. 2012), which reveal the sign of mine spoil genesis and ecological restoration.

The forest soil with well-defined microbial communities was taken as a reference to interpret the shift in microbial community structure. The study was designed to determine the shift in microbial community structure and their functional status in chronosequence coal mine overburden spoil, which reveal the importance of metabolic diversity driving succession through microbial community dynamics that deepen the understanding of microbial interactions with mining ecosystems over time ideal for microbial ecology studies.

**MATERIALS AND METHODS**

**Study Site**

The present study was carried out in the Basundhara (west) open cast colliery, Ib valley area of Mahanadi Coalfields Limited (MCL) located in the revenue district of Sundargarh, Odisha, India (22°03'58"-20°04'11" north latitude and 83°42'46"-83°44'45" east longitudes). Topologically, the area is hilly and sloppy (244 m above sea level) to plateau. The thickness of native top soils in the site varies from 0.15 m to 0.30 m (average: 0.22 m). The study area experiences a semi-arid climate with an annual rainfall of 1483 mm yr-1, an average temperature of 26°C, and 58.58% relative humidity. Tropical dry deciduous forest is considered to be the natural vegetation of the study site and broadly the climate is dry, hot, and arid. The open cast coal mining activities in the study site lead to the formation of different age series coal mine spoil overburdens and grouped according to their inception (Fresh mine spoil: OB0, 3 yr: OB3, 6 yr: OB6, 9 yr: OB9, 12 yr: OB12 and 15 yr: OB15).

**Mine Spoil Sampling**

Each overburden was divided into 5 blocks, and from each block, five soil samples were collected from 0-15 cm depth by digging pits (15×15×15) cm³ size. Samples collected from each block were referred to as ‘sub-samples’ and were mixed to form a ‘composite sample’ obtained from each overburden. A similar strategy was adapted for sampling from different age series of coal mine overburden along with forest soil (NF), which was used as a reference. Composite samples were homogenized, sieved (0.2 mm), and stored at 4°C until analyzed.

**Microbial Enumeration**

Microbial enumeration of the different age series coal mine overburden spoil was performed following standard microbio-
ological approaches through serial dilution (10^10 fold) and spread plate technique. The azotobacter count (AZB) was enumerated using azotobacter mannitol agar. The arthrobacter count (ARB) was determined using the arthrobacter medium. The rhizobial population (RZB) was estimated using yeast extract mannitol agar. The heterotrophic aerobic bacterial count (HAB) was enumerated using nutrient agar. The sulfate-reducing bacterial count (SRB) was estimated using the sulfate-reducing medium. Besides, the actinomycetes count (ACT) was determined using starch-casein agar supplemented with streptomycin and griseofulvin. The yeast population (YES) in different mine spoil samples was estimated using potato sucrose agar. The fungal count (FUN) was estimated using rose bengal agar supplemented with streptomycin.

BIOLOG™ Ecoplate

Community level physiological profiling was performed using BIOLOG™ Ecoplate with 31 carbon sources (C1 – C31) along with control wells in triplicates. Mine spoil sample (5 g) was suspended in 50 mM PBS (pH 6.5 to 7) and incubated for 1 h. After shaking, the flask was kept undisturbed for 30 mins and 150 µL of supernatant was transferred to BIOLOG™ Ecoplate and incubated at 45ºC. Five substrates such as (i) carbohydrates, (ii) carboxylic and ketonic acids, (iii) amino acids, (iv) polymers, and (v) amines and amides have been selected (Weber & Legge 2009). The time between sampling and inoculation should be minimized to reduce cell death. Substrate utilization rate was indicated by the reduction of tetrazolium dye that changes its color from colorless to purple was quantified (Konopka et al. 1998), if a single source was used by inoculated microbes (Lehman et al. 1995, Islam et al. 2011). Absorbance was taken at 590 nm using BIOLOG™ Microstation (Thermo Fischer Scientific Inc, USA) at different time intervals of incubation (24 h, 48 h, 72 h, and 96 h).

Average Well Color Development (AWCD)

Overall color development in BIOLOG™ Ecoplate was expressed in terms of the average well color development (Garland & Mills 1991, Gomez et al. 2004), which was derived from the mean difference among the absorbance values of 31 response wells containing sole carbon source against control. The microbial response was expressed in terms of AWCD, which was calculated at different times of incubation (24 h, 48 h, 72 h, and 96 h) as follows.

\[
AWCD = \frac{1}{31} \sum_{i=1}^{31} (A_i - A_0)
\]

Where, \(A_i\) represents the absorbance reading of well \(i\), which is corrected by subtracting the absorbance value of blank well \(A_0\) (without carbon source) from the value of each plate well.

Species Richness and Shannon-Weaver Index

The calculated AWCD value is considered as the estimate of the total capacity of microbial communities to use sole carbon substrates, which was used to calculate different indices of microbial functional diversity (Frąc et al. 2012, Xu et al. 2015). Shortest incubation time that allows better resolution is used to calculate average well color development, richness, and Shannon-Weaver index (Frąc et al. 2012). Species richness (R) was calculated as the number of oxidized C substrates using the absorbance value of 0.25 as the threshold for a positive response (Garland 1997). Shannon-Weaver index (H) is related to the number of carbon substrates degraded by microbial communities and was calculated as \(H = -\sum pi (\ln pi)\); where, \(pi\) represents the ratio of activity on each substrate to the sum of activities including all substrates.

Data Normalization

Before performing multivariate analysis, the data was initially normalized to reduce any biasness due to differences in inoculum densities between samples (Garland 1996). Normalization of the data involves the correction of each absorbance value by its corresponding blank and then dividing by the AWCD value calculated for that time point. The normalized absorbance for a particular well \((k)\) was calculated as follows.

\[
\tilde{A}_k = \frac{A_k - A_0}{\frac{1}{31} \sum_{i=1}^{31} (A_i - A_0)}
\]

Where, \(A_k\) represents the absorbance reading of the well \(i\) and \(A_0\) is the absorbance reading of the blank well (without carbon source). Normalized absorbance value is coded as zero, where there is very little response or negative value in a well since this is physically meaningless.

Statistical Analysis

Principal component analysis was performed to analyze CLPPs based on normalized absorbance data (Weber et al. 2007, Urbanová et al. 2011) using SPSS (Version 18.0). Cluster analysis was performed using the similarity matrix based on substrate utilization by microbial communities in chronosequence coal mine spoil. RDA analysis was performed to elucidate the relationship between soil variables influencing microbial community structure in chronosequence coal mine spoil using Microsoft Excel XLSTAT-2014 (Version 2.03).
RESULTS

Microbial Enumeration

Relative distribution of microbial populations (expressed in \( \log_{10} \) CFU per g spoil) in chronosequence coal mine overburden spoil and nearby NF soil was presented (Fig. 1a-h), which revealed wide variation over time. Progressive increase in CFU in chronosequence coal mine overburden spoil with the minimum in OB0 and maximum in OB15 was exhibited by azotobacter (\( r = 0.980; p<0.001 \)), arthrobacter (\( r = 0.983; p<0.001 \)), rhizobia (\( r = 0.973; p<0.001 \)), heterotrophic aerobic bacteria (\( r = 0.954; p<0.001 \)), actinomycetes (\( r = 0.953; p<0.001 \)), yeast (\( r = 0.988; p<0.001 \)) and fungi (\( r = 0.963; p<0.001 \)), which was found to be statistically significant. In contrast, the relative distribution of sulfur-reducing bacteria exhibited a declining trend with the increase in age of coal mine overburden spoil, which was statistically significant (\( r = 0.973; p<0.001 \)). However, the abundance and distribution of microbial populations in the nearby NF soil were found to be comparatively higher compared to different age series coal mine overburden spoil across the sites (Fig. 1a-h).
Average Well Color Development (AWCD)

The average well-color development in BIOLOG™ Ecoplate revealed a differential pattern of responses exhibited by the microbial communities with respect to their metabolic potential in chronosequence coal mine overburden spoil, which exhibited an increasing trend with incubation time (Fig. 2). NF soil exhibited a relatively higher AWCD value compared to different age series coal mine overburden spoil over time across the sites. It is evident from the study that the shortest incubation time period (48 h) allows better resolution with respect to substrate utilization by microbial communities in chronosequence coal mine overburden spoil, which was used to calculate AWCD, species richness, and Shannon Weaver index.

Patterns of Substrate Utilization

Community level physiological profiling of chronosequence coal mine overburden spoil was performed using BIOLOG™ Ecoplate, which revealed wide variation in substrate utilization such as carbohydrates (0.0033-0.4758), carboxylic and ketonic acids (0.0026-0.3267), amino acids (0.0236-0.4126), polymers (0.0004-0.2316), amines and amides (0.0077-0.0348) by microbial communities with a minimum in OB0 and maximum in OB15 over time (Fig. 3). NF soil exhibited relatively higher utilization of carbohydrates (0.6131), carboxylic and ketonic acid (0.5228), amino acids (0.5826), polymers (0.2764), amines and amides (0.0536) compared to different age series mine spoil. The physiological responses exhibited by the microbial communities in chronosequence revealed the following patterns of substrate utilization as carbohydrates > amino acids > carboxylic and ketonic acids > polymers > amines and amides over time (Fig. 3).
coal mine overburden spoil revealed the following patterns of substrate utilization as carbohydrates > amino acids > carboxylic and ketonic acids > polymers > amines and amides over time (Fig. 3).

**Species Richness and Shannon Weaver Index**

The study indicated a gradual increase in species richness from OB0 (03) to OB15 (24), which revealed relatively higher microbial diversity in OB15 with the increase in age of the mine overburden spoil across the sites (Table 1). The Shannon diversity index exhibited an increasing trend with a minimum in OB0 (0.56842) and a maximum in OB15 (2.13918) over time (Table 1). NF soil (2.27464) exhibited relatively higher microbial diversity compared to different age series mine overburden spoil. Pielou’s evenness index based on the substrate utilization varied from 0.51740 (OB0) to 0.67311 (OB15) in chronosequence coal mine overburden spoil over time across the sites (Table 1).

**DISCUSSION**

Wide variation in microbial community composition in chronosequence coal mine overburden spoil may be due to variation in microclimatic conditions, available soil nutrients, and heterogeneity in vegetational patterns. Being obligately aerobic and chemolithotrophic di-hydrogen fixing bacteria, the distribution of azotobacter exhibited an increasing trend from the nutrient-deficient OB0 to OB15 over time. The variability in the *Arthrobacter* population is due to nutritional versatility and starvation. The relatively higher rhizobial count was exhibited by OB15 compared to different mine spoil due to the gradual establishment of vegetation with a symbiotic relationship with leguminous plants for nitrogen fixation, which revealed the sign of ecological restoration. Gradual decline in heterotrophic aerobic bacterial population from OB15 to OB0 is due to environmental extremities caused by extensive mining activities and heavy metal toxicity. The distribution of actinomycetes is influenced by temperature, pH, aeration, moisture, and organic C level, which may be the reason for relatively higher dominance in OB15 compared to different mine spoil. Being acid-tolerant, the minimal occurrence of actinomycetes was observed in OB0. The higher dominance of yeast in OB15 may be attributed to a gradual increase in different hydrological regimes, pH, organic C, aeration, and substrate availability over time. Being opportunistic (zymogenous), the fungal population

<table>
<thead>
<tr>
<th>Soil profiles</th>
<th>Species richness (R)</th>
<th>Shannon Weaver index (H)</th>
<th>Pielou’s evenness index (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OB0</td>
<td>3</td>
<td>0.56842</td>
<td>0.51740</td>
</tr>
<tr>
<td>OB3</td>
<td>9</td>
<td>1.32470</td>
<td>0.60290</td>
</tr>
<tr>
<td>OB6</td>
<td>11</td>
<td>1.51897</td>
<td>0.63346</td>
</tr>
<tr>
<td>OB9</td>
<td>16</td>
<td>1.76324</td>
<td>0.63595</td>
</tr>
<tr>
<td>OB12</td>
<td>22</td>
<td>1.98635</td>
<td>0.64262</td>
</tr>
<tr>
<td>OB15</td>
<td>24</td>
<td>2.13918</td>
<td>0.67311</td>
</tr>
<tr>
<td>NF soil</td>
<td>28</td>
<td>2.27464</td>
<td>0.68262</td>
</tr>
</tbody>
</table>

Table 1: Species richness, Shannon Weaver index, and Pielou’s evenness index based on substrate utilization patterns by existing microbial communities in chronosequence coal mine overburden spoil over time and nearby NF soil across the sites.

**Fig. 3:** Differential degree of substrate utilization (C1 – C31) revealed the variation in microbial community composition in chronosequence coal mine spoil and NF soil. Values were expressed as mean ± SD; (n =3).
exists either as a free-living or mycorrhizal association to promote soil structural stability by forming macro aggregates. Relatively higher fungal dominance in OB15 may be due to the prevailing favorable moisture, improvement in pH, and available soil nutrients that enhance microbial colonization. The higher dominance of sulfur-reducing bacteria in OB0 may be due to their involvement in the utilization of sulfur compounds through oxidation of inorganic P and sulfur reduction that accounted for organic C mineralization.

Progressive improvement in AWCD from OB0 to OB15 may be due to the establishment of vegetation, available soil nutrients, and the presence of complex organic materials such as plant and root exudates (Frć et al. 2012), which promote microbial amelioration over time. A minimal AWCD value was recorded in OB0 due to the nutrient-deficient situation with an altered geomorphic system. The chemolithotrophs mostly dominate in OB0 with heavy metal contaminants and extreme environmental conditions, which proliferate through pyrite oxidation (Jha & Singh 1991). However, the root exudates were reported to stimulate microbial proliferation associated with increased microbial activities that influence the shift in microbial community structure (Van Der Heyde et al. 2020). Relatively lower AWCD value exhibited by the chronosequence coal mine overburden spoil compared to NF soil may be due to the heavy metal toxicity that influences the relative distribution and abundance of microbial community structure (Gremion et al. 2004). A similar pattern of time adaptation toward ecosystem recovery influencing AWCD has been substantiated (Kenarova et al. 2014, Fazekaš et al. 2019, Martínez et al. 2021). Besides, the lower AWCD is due to heavy metal pollutants that restrict the availability of carbon sources for their utilization as well as toxic effects induced by metals and metalloids on microbial-mediated metabolic activities (Martínez-Toledo et al. 2021). The undisturbed NF soil harbors varieties of plant species with available soil nutrients that are the possible reason for exhibiting relatively higher AWCD (Van Der Heyde et al. 2020). Microbial community composition and their activities vary in different mine spoil profiles in accordance with the physiological and nutritional status influenced by available soil nutrients and succession (Potthoff et al. 2006). The decline in microbial metabolic activities is due to the loss of microbial viability with specific functional attributes, which could be compensated by other microbial communities through microbial amelioration over time (Stefanowicz et al. 2008). Besides, the long-term adaptation of microbial growth in vitro is established using BIOLOG™ Ecoplate compared to the landscape-based environmental extremes revealing the inherent properties of resilience for adaptation exhibited by microbial communities (Kenarova et al. 2014, Martínez-Toledo et al. 2021). Changes in AWCD in different age series coal mine spoil revealed improvement in the direction of OB15 through the shift in microbial community composition reflecting the progress of the ecological restoration.

Physiological responses exhibited by microbial communities revealed the following pattern of substrate utilization as carbohydrates > amino acids > carboxylic and ketonic acid > polymers > amines and amides (Kužniar et al. 2018). Minimal substrate utilization by the microbial communities in OB0 is due to heavy metal contaminants caused by mining activities and their interference in assessing substrate for microbial-mediated activities (Tischer et al. 2008). Minimal utilization of carbohydrates in OB0 is due to the existence of chemolithotrophs as initial colonizers with a minimal tendency for carbohydrate catabolism. Colonization of other microbial populations over time may be the reason for the utilization of carbohydrates, carboxylic and ketonic acids, and amino acids as preferable nutrient sources. Microbial communities subsequently acquired the capacity to metabolize the complex and more recalcitrant substrates such as polymers, amines, and amides (Thouin et al. 2019, Chavan & Nadanathangam 2020). Several studies suggested that the catabolism of carbohydrates, carboxylic and ketonic acids and amino acids was sensitive to heavy metal toxicity (Lalor et al. 2007, Muniz et al. 2014). The study provides an insight into the multifaceted nature of physiological responses exhibited by the existing microbial community composition, which depends on available soil nutrients, the bioavailability of substrate for utilization, post-mining stress induced by heavy metal toxicity, and environmental heterogeneity that shapes the microbial community structure along with the supportive networks in chronosequence coal mine overburden spoil over time that influence the pace and progress of the ecological restoration.

The degrees of resilience exhibited by microbial communities against anthropogenic disturbances contribute to variation in microbial community composition. The diversity index is a quantitative measure used in microbial ecology studies that account for the existence of species richness (R) and distribution (evenness) as the measure of microbial community composition based on their substrate utilization using CLPP (Frac et al. 2012, Xu et al. 2015). Gradual increase in species richness in chronosequence coal mine overburden spoil revealed higher diversity among the microbial communities. Shannon diversity index exhibited an increasing trend in chronosequence coal mine overburden spoil over time, which revealed that the microbial communities in the less disturbed ecosystem may be dynamic in terms of functional responses to perturbations, but more resistant to the shift in microbial community composition (Waldrop et al. 2000). The evenness in the distribution of microbial communities is represented by Pielou’s evenness index (J), which is con-
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strained between 0 and 1 (Kaur et al. 2005). The increase in Pielou’s evenness index in chronosequence coal mine overburden spoil suggested that the more even the distribution or less variation between microbial communities, the greater the diversity. Thus, the value of the diversity index increases when both the species richness and evenness increase.

Principal component analysis was performed based on the variation in AWCD, substrate utilization, species richness, and Shannon-Weaver index of microbial community structure to discriminate the chronosequence coal mine overburden spoil and nearby NF soil across the sites (Ludwig et al. 1988). The Z1 and Z2 components explained 98.35% cumulative percentage of variance and revealed clear segregation of the chronosequence coal mine overburden spoil (Fig. 4a). Cluster analysis was performed based on ACWD using a similarity matrix, which revealed the existence of six clusters (I – VI) in the dendrogram, which exhibited the tree likeness of the original (unrandomized) tree was statistically well resolved (Fig. 4b).

Redundancy analysis based on the variations in AWCD, substrate utilization, species richness, and Shannon-Weaver index explained the shift in microbial community composition based on substrate utilization patterns and AWCD in mine spoil profiles altering the microenvironment with possible effects on the efficiency of the readily mineralizable carbon substrate. About 99.05% variability in the patterns of substrate utilization was explained among microbial communities in chronosequence coal mine spoil based on fitted CLPP data from the canonical sum of eigenvalues (Fig. 5).

Site codes of mine overburden with a differential degree of substrate utilization (C1-C31) along with gradients arrows were represented (Fig. 5). The species richness, Shannon diversity index with different microbial populations (AZB, ARB, RZB, HAB, ACT, YES) increased in the direction of OB12 and OB15, whereas the F: B ratio, FUN, and AWCD increased towards NF soil. Differential degree of different substrate utilization (C1 - C31) revealed by community level physiological profiling of chronosequence coal mine spoil suggested the shift in microbial community structure that influence ecological restoration.

CONCLUSIONS

Microbial ecology studies provide valuable information about the shift in microbial community composition, which response quickly to natural perturbations and environmental stress due to their short generation time and intimate relationships with the biotic and abiotic components of terrestrial ecosystems attributed to their higher surface-to-volume ratio. Such studies emphasized the exposure of microbial communities to environmental extremities mediated by coal mining activities, which shift the microbial community composition with adaptive mechanisms of tolerance and substrate utilization in chronosequence coal mine overburden spoil. Although the microbial community dynamics are assessed through different ecological indices, the microbial community structure influencing ecological restoration is yet to be understood. The functional diversity of microbial communities is sensitive to environmental changes. Hence, exploration of microbial community dynamics by catabolic profiling based on substrate utilization was assessed through community-level physiological profiling, an effective approach essential for determining functional diversity influencing the pace and progress of mine spoil genesis.
to support ecological restoration in chronosequence coal mine overburden spoil over time.
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ABSTRACT

The Corona Virus (COVID-19) pandemic situation has posed a significant effect on the tourism industry. Tourism destinations have accepted emergency health care measures and restrictions imposed on human movement around the world. Beaches and resorts are empty, peoples' movements are stopped, and traveling between territories is strictly controlled. The COVID-19 lockdown around the world has imposed a negative impact on the livelihood of people and the world economy as well. The goal of the current study is to determine the potential for sustainable tourism growth in the near future given the social, economic, and environmental effects of the COVID-19 pandemic crisis.

INTRODUCTION

More than 200 countries around the globe are affected by the Corona Virus (COVID-19) pandemic. The situation has been regarded as a symptom of discrimination and a deficit of social advancement in the affected countries. It also creates a social, economic, and political crisis in the infected territories (Chakraborty & Maity 2020). Walker et al. (2020) have estimated that the Coronavirus pandemic will be infecting 7.0 billion people and cause 40 million deaths worldwide. Most countries in the world have implemented lockdowns of cities, closure of borders, and other essential health measures to prevent the pandemic (Zhang et al. 2020a). The COVID-19 pandemic has created several uncertainties in global phenomena, such as negative effects on GDP (Baker et al. 2020), the relation between globalization and the pandemic (Zimmermann et al. 2020), effects on international business and trade (Bekkers & Koopman 2022), and the emergence of a crisis in the global value chain (Pahl et al. 2022). In the year 2020, the COVID pandemic reduced the world GDP by 4.2% (UNCTAD 2020). The indicators of the macroeconomy, such as employment, foreign investment, GDP, and health care system have been affected due to the lockdown and uncertainties during the lockdown situation (Idris & Oruonye 2020).

Tourism is one of the most negatively affected sectors by the COVID-19 pandemic globally. The pandemic situation has affected massively domestic and international travel, accommodations, cruise lines, entertainment, restaurants, and other related segments in the tourism sector (Assaf et al. 2022). Most countries have taken various actions like lockdowns, travel bans, restrictions on movement, and quarantine which have had a significant impact on the global tourism industry (Gossling et al. 2021). For several weeks, there appear to be no formal activities in the world, which has a negative impact on every aspect of life. The pandemic situation has affected tremendously the tourism industry worldwide. Faus (2020) estimated that the tourism industry needs at least one year to recover the losses in the present situation. Most of the destinations in the world have embraced coronavirus-related restrictions.

In 2020, the World Tourism Organization (UNWTO) predicted that there will be 1.1 billion foreign tourist visits, down from 8.5 million in 2019. Due to this reduction, the global tourist industry has lost $300 to 450 billion in revenue and five to seven years’ worth of growth. During the first 8 months of 2020, tourism activities have decreased by 70% compared to the same period in 2019 in the globe. The pandemic situation has decreased US$ 910 million to US$ 1.2 trillion in export revenue and 100-200 million jobs around the globe (UNWTO 2020). According to World Travel and Tourism Council (WTTC), the pandemics COVID-19 situation has cut about 50 million jobs and about 75 million jobs are at risk worldwide. It is predicted that the tourism industry needs at least 10 months to recover after the outbreak of the
The COVID-19 condition has affected Asia worst and Small Island Developing States (SIDS) has been impacted heavily because of their high reliance on tourism for economic growth (WTTC 2020).

Several crises like economic rescission, environmental degradation, and political instability have influenced tourism demand (Cró & Martins 2017). But present COVID-19 pandemic makes it difficult to manage and needs long-term survival approaches like the Ebola-related tourism crisis in African countries (Novelli et al. 2018). Moreover, Jiang et al. (2017) emphasized macro-level research to provide guidelines for crisis orientation in tourism. COVID-19 has negatively impacted the livelihood of people and economics around the world. During this pandemic span, social, economic, religious, and cultural activities have been disrupted due to maintaining physical and social distances. Furthermore, Dwyer et al. (2016) suggested that future research will be concerned to incorporate the measure of sustainability in terms of social, economic, and environmental aspects. The goal of the current study is to determine the potential for sustainable tourism growth in the foreseeable future given the social, economic, and environmental effects of the COVID-19 pandemic situation.

THEORETICAL FRAMEWORK

Payne et al. (2021) emphasized policy response to mitigate negative impacts on the economy and focus on crisis management to overcome permanent shocks and changes in the pandemic situation. Government interventions are necessary for policy support and to restore the tourism sector to a pre-pandemic position (Payne et al. 2021). Assaf et al. (2022) have identified COVID-19 impacts in the tourism sector in terms of consumer behavior, demand and forecasting, destination and facility management, information technology, quality of life, and sustainability. Moreover, the COVID-19 pandemic is creating challenges for transformative impacts and practices in the future tourism sector. Kock et al. (2020) emphasized on possible positive settlement situation in tourism after the pandemic impacts future growth and competitiveness.

Fig 1 highlights the COVID-19 pandemic and sustainable tourism development in terms of social, economic, and environmental aspects. This pandemic situation is affecting the three aspects positively and negatively. The research initiatives in COVID-19 have covered two areas. Firstly, qualitative approaches are highlighting the management aspects to the policymakers so that they can prepare for future crises and pandemic situations (Gossling et al. 2021). Secondly, quantitative approaches are providing guidelines to analyze impacts in different aspects like social, economic, and environmental (Pham et al. 2021). Wut et al. (2020) argued that tourism has suffered as the most vulnerable sector worldwide during this pandemic situation. They have emphasized discovering the impacts of a pandemic to recover the situation.

Due to the pandemic situation, Gossling et al. (2021) urged for the resetting of the sustainable tourism model in place of the conventional model for embracing the tourism sector. They compared the COVID-19 impacts with the previous pandemics and events. They revealed travel pattern is responsible for the spread of the coronavirus and it creates significant impacts globally. Due to the correlation between opportunities, uncertainties, and crises, Hall et al. (2020) emphasized identifying strategic solutions for specific cases related to pandemics. It is necessary to find out the strategic responses in the tourism sector to recover from the crisis of the pandemic. Effective planning and guidelines are giving support to the tourism sector in terms of resistance and recovery of the losses as well as the transformation of this sector. These initiatives are helping the tourism sector collaborate with the other business sectors to recover from the losses of the pandemic (Do et al. 2021). Chen et al. (2022) identified several effects of the pandemic on the tourism sector in China, such as tourists’ emotions, tourism venue management, national intention, and local reaction, conflicts in tourism activities, corporate initiatives in tourism, government support, tourism product, and post-crisis activities.

Dolnicar & Zare (2020) argued that due to the pandemic situation, the tourism industry needs innovative strategies to recover from economic damage and physical changes as well as achieve sustainable development. The tourism sector
has faced several crises due to the emergence of the COV-19 pandemic which impacted the social and economic dimensions. Utkarsh & Sigala (2021) argued that the future of tourism research after post-COVID-19 depends on sustainability. Moreover, most of the research initiatives have emphasized responsible and sustainable post-pandemic tourism activities in the post-pandemic situation. Jones & Comfort (2020) emphasized sustainable tourism development with safe and clean consumption to remedy the damage in the tourism sector due to pandemic effects. According to Fennell (2021), the pandemic period’s sustainable tourism activities and consumption were not identified. To manage the tourism sector in light of the pandemic recovery situation, Benjamin et al. (2020) emphasized sustainable tourism policies and practices, enforcing sustainable consumption, and ensuring economic benefits. The pandemic situation has caused social, economic, cultural, and psychological impacts on the different tourism stakeholders and they have suffered for a long time (Abbas et al. 2021). From the above discussion, it is indicated that the pandemic situation has affected immensely the tourism sector due to the spread of the infection. For the tourism sector to recover after the post-pandemic, ensuring sustainable tourism development is essential. It is necessary to identify the pandemic impacts from the perspective of social, economic, and environmental aspects and suggest necessary recommendations in this regard.

SOCIAL IMPACTS AND TOURISM

COVID-19 becomes a major cause of infection and death of people in all age groups in the affected countries. Due to mass gatherings and panic, various social, cultural, political, and sports events have been canceled and some international occasions like Hajj, Umrah, Olympic Games, summits, conferences, and exhibitions are suspended for an indefinite time (Chakraborty & Maity 2020). The social, religious, and economic transformations face challenging circumstances in mass occasion arranging countries (Yezli & Khan 2020). Saudi Arabia has attracted 10 million pilgrims every year for Hajj and Umrah (Yezli et al. 2017). The maximum number of pilgrims will lose to the pandemic infection. The COVID-19 circumstances bring social and cultural changes in the world that lead to social segregation. This pandemic also has changed travel behavior and intention to travel willingness (Zhang et al. 2020b). Tourists have canceled their travel trips during this pandemic to ensure the safety of their health (Li et al. 2020).

Travel opportunities help people to fulfill their mental happiness and social well-being. The pandemic damaged the social fabric of people due to social distance, lockdown, and quarantine rules. The COVID situation made worse different social problems like social and mental unrest, loss of freedom, isolation, and uncertainty in life (Saladino et al. 2020). The pandemic situation is affecting the behavior and well-being of tourists. Most of the destinations have ensured a travel ban for preventing the transfer of viruses among the local communities. Abbas et al. (2021) have identified several consequences in the tourism sector due to COVID impacts. The social consequences are health and mental issues for tourism workers, the virtual environment, human resources, social cohesion, tourism enterprises, and economic conditions.

The COVID-19 pandemic situation suggested avoiding mass gathering functions like conferences, sports events, business meetings, fashion shows, and marriage ceremonies, which have a great social impact (Ali & Alharbi 2020). The lockdown conditions worldwide have influenced labor productivity and caused lower tourism outputs. Tourism demand also decreased in this situation due to health risks to human mobility (WTO 2018). Sigala (2020) revealed that COVID-19 has impacted tourism at the employee, organization, and industry levels. This pandemic created significant losses in tourism employment which affected negatively livelihoods and societies. Nannia & Ulgınak (2020) have suggested virtual tours for tourists in parks, museums, and other attractions due to COVID-19 lockdown circumstances. Tussyadiah et al. (2018) pointed out that virtual visits create a positive intention for tourists to visit a place physically. Ulgınak and Sarial-Abi (2021) have suggested interactive tours through technological adoption when mortality threats increased.

The pandemic situation has created several social impacts on the tourism sector. Several factors can contribute to the development of sustainable tourism from a social perspective. The mentionable social aspects are guest-host interaction (Giovanardi et al. 2014), social motivation (Xing et al. 2014), social experiences (Nordvall et al. 2014), community perception (Kim et al. 2015), and socio-cultural impacts (Getz & Page 2016). Again, Nannia & Ulgınak (2020) have suggested tourism development in experimental approaches, causal effects, virtual tours, and attitudes of tourists during the COVID-19 situation. Al-Mughairi et al. (2021) have identified some social impacts of a pandemic on the tourism sector in Oman, such as anxiety, irritation, depression, and stress among the tourism stakeholders regarding the possible consequences.

ECONOMIC IMPACTS AND TOURISM

The COVID-19 pandemic crisis has had a significant impact on the aviation sector globally. Major international airline companies have deferred their flight operation. All airlines
have reduced air travel in this uncertain global situation. Other modes of transportation such as road, rail, and water were also hampered in this COVID-19 emergency (Goodell 2020). Millions of dollars have been lost in the aviation and tourism sectors in the related nations as a result of the travel ban. This also created shortage of medicines, agricultural products, food supply, and other commodities in affected countries (Ali & Alharbi 2020). As a result, the people related to tourism, aviation, and transportation are suffering extreme difficulties. Skare et al. (2021) conducted research on COVID-19 impacts on global tourism based on panel data from 185 countries. The research revealed that the pandemic caused a US$ 4.1 to US$ 12.8 trillion decline in tourism GDP, a decrease in jobs from 164 to 514 million, a loss of US$ 4.8 billion to US$1.9 trillion, and reduced investments from US$ 362 billion to 1.1 trillion. The research recommended several initiatives for the recovery of the tourism sector such as policy support in public and private coordination, capacity building, and sustainable operation.

According to OECD Assessment, COVID-19-affected countries are facing high inflation and unemployment problems due to expenditure on treatment and rehabilitation of people (OECD 2020). Again, the affected countries have a lost 2% of their annual GDP growth every month during the pandemic. The tourism sector has faced a decrease in output from 50% to 70% (Chakraborty & Maity 2020). The outbreak control situation increases costs in the health sector, decreases the productivity of employees, and reduces economic activities as a whole. Yang et al. (2020) revealed that pandemic situations are causing several changes in the tourism industry, including market behavior, and economic transformation which is creating immediate impacts on the economy. Al-Mughairi et al. (2021) have revealed that the COVID pandemic created a negative impact on tourist demand, products and services, tourism supply chain, financial loss, distribution system, and relationships among the tourism stakeholders in Oman. Abbas et al. (2021) identified several economic impacts due to the COVID-19 situation such as job opportunities, tourism education, training, marketing support, sustainable opportunity, and required skills.

The continued social distance between people in this environment hinders tourism activity (Goodell 2020). Many Gulf countries like Saudi Arabia have invested a huge amount of money to develop the country as a tourism hub within Vision 2030 (KSA 2016). Their investment and vision fulfillment have been hampered by this pandemic situation. Moreover, investment in tourism-related amenities such as recreation centers, restaurants, coffee shops, museums, fitness clubs, shopping malls, swimming pools, and cultural centers is also affected by the pandemic condition (Yezli & Khan 2020). In this pandemic condition, the output and labor productivity in the tourism sector are lower and the risk of health crises is higher (Yang et al. 2020). Subsidizing travel expenses and receiving financial aid from other industries will be crucial in the post-pandemic period for the tourism sector’s recovery (Yan & Zhang 2012).

The COVID-19 pandemic situation has created great impacts on the tourism sector and the overall economy of the country. Future tourism development will be based on the evaluation of the different stakeholders-local communities, tour operators, accommodation owners, food businessmen, tour guides, and transportation providers’ perceptions and aspects of tourism impacts (Dwyer et al. 2016). Moreover, several macro-level impacts such as the impact of climate change on tourism, and the effect on GDP, taxation, economic welfare, and employment in tourism (Dwyer et al. 2016) are also be considered in near future. Again, the post-pandemic situation will require sustainable tourism development based on tourists’ behavior, destination choice, and tourism planning and strategies in new consequences (Wang & Ritchie 2012).

ENVIRONMENTAL IMPACTS AND TOURISM

Within the context of the major global negative challenges, the COVID-19 situation generates certain positive situations. Environmental matters like pollution, global warming, climate change effects, and change in ecosystem and biodiversity are showing positive landmarks in this period due to less human pressure on the environment (Bremer et al. 2019). The pollution in natural tourist attractions such as forests, beaches, hill areas, and water bodies also decreases during this pandemic situation.

Beaches are a valuable natural resource that many nations rely on to support tourism, recreational activities, and the survival of the livelihood of coastal communities (Zambrano-Monserrate et al. 2018). However, the irresponsible use of these beaches by communities and tourists has resulted in pollution issues. (Partelow et al. 2015). The beaches around the world have decreased the arrival of tourists to maintain social distancing. As a result, the reduction of waste generation and beach clean-up activities can enhance during this pandemic period (Zambrano-Monserrate et al. 2020). Moreover, less waste generation also creates a positive impact on environmental issues such as water, soil, forest, and air (Schanes et al. 2018).

Noise pollution is one of the main sources of environmental degradation and cause health problem for people and disturbs the natural coherence of the ecosystem (Zambrano-Monserrate & Ruano 2019). The decrease in transpor-
The COVID-19 lockdown around the world has imposed a negative impact on the livelihood of people and the world economy as well. The pandemic crisis also opens up new opportunities for sustainable tourism growth in the foreseeable future because of its effects on social, economic, and environmental factors. Foo et al. (2020) identified that government subsidies have stimulated the tourism sector during the pandemic situation. Ugur & Akbiyik (2020) suggested insurance packages for the recovery of the tourism sector due to the pandemic crisis. Sigala (2020) claimed the pandemic situation was a transformational opportunity for the tourism sector. The research recommended government efforts such as tax holidays, subsidies, and stimulus packages for enhancing alternative opportunities in tourism such as virtual services and e-tourism.

In the post-COVID-19 pandemic situation, sustainable tourism development will require studies on mortality conditions, pandemics, natural disasters, and economic crises (Ritchie & Jiang 2019, Nannia & Ulqinaku 2020). Ritchie & Jiang (2019) suggested on several aspects such as management strategies for post-crisis, tourism disaster lifecycle, micro-level emergency management, hospitality, small and medium enterprises (SME), technology trends, and knowledge management would be vital for sustainable tourism. Moreover, Getz & Page (2016) pointed to special interest tourism, impact assessment, and sustainability issues, and Yeoman et al. (2014) highlighted trend analysis for future tourism development.

<table>
<thead>
<tr>
<th>Areas</th>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>• Crisis management and strategies</td>
</tr>
<tr>
<td></td>
<td>• Emergency tourism package</td>
</tr>
<tr>
<td></td>
<td>• Travel facilitation</td>
</tr>
<tr>
<td></td>
<td>• Diversified tourism products and services</td>
</tr>
<tr>
<td></td>
<td>• Tourism governance</td>
</tr>
<tr>
<td></td>
<td>• Human capital development</td>
</tr>
<tr>
<td></td>
<td>• Social distance and tourism</td>
</tr>
<tr>
<td></td>
<td>• Knowledge management</td>
</tr>
<tr>
<td></td>
<td>• Postponed tourism events</td>
</tr>
<tr>
<td></td>
<td>• Stress among the population</td>
</tr>
<tr>
<td>Economic</td>
<td>• Employment and livelihood</td>
</tr>
<tr>
<td></td>
<td>• Taxes and subsidies</td>
</tr>
<tr>
<td></td>
<td>• Transportation</td>
</tr>
<tr>
<td></td>
<td>• Consumer protection</td>
</tr>
<tr>
<td></td>
<td>• Tourism investment</td>
</tr>
<tr>
<td></td>
<td>• Stimulate demand</td>
</tr>
<tr>
<td></td>
<td>• Tourism supply chain</td>
</tr>
<tr>
<td></td>
<td>• Poverty and tourism</td>
</tr>
<tr>
<td></td>
<td>• Sustainable profit</td>
</tr>
<tr>
<td></td>
<td>• Tourism productivity</td>
</tr>
<tr>
<td></td>
<td>• Loss of tourism demand</td>
</tr>
<tr>
<td></td>
<td>• Slow revenue growth and poor cash flow</td>
</tr>
<tr>
<td>Environment</td>
<td>• Sustainable tourism</td>
</tr>
<tr>
<td></td>
<td>• Sustainability and recovery</td>
</tr>
<tr>
<td></td>
<td>• Embracing SDGs</td>
</tr>
<tr>
<td></td>
<td>• Environmental pollution</td>
</tr>
<tr>
<td></td>
<td>• Climate change impact</td>
</tr>
<tr>
<td></td>
<td>• Energy efficiency</td>
</tr>
<tr>
<td></td>
<td>• Carbon emission</td>
</tr>
</tbody>
</table>

Table 1: The COVID-19 pandemic impacts and sustainable tourism development.

CONCLUSION

The COVID-19 lockdown around the world has imposed a negative impact on the livelihood of people and the world economy as well. The pandemic crisis also opens up new opportunities for sustainable tourism growth in the foreseeable future because of its effects on social, economic, and environmental factors. Foo et al. (2020) identified that government subsidies have stimulated the tourism sector during the pandemic situation. Ugur & Akbiyik (2020) suggested insurance packages for the recovery of the tourism sector due to the pandemic crisis. Sigala (2020) claimed the pandemic situation was a transformational opportunity for the tourism sector. The research recommended government efforts such as tax holidays, subsidies, and stimulus packages for enhancing alternative opportunities in tourism such as virtual services and e-tourism.

In the post-COVID-19 pandemic situation, sustainable tourism development will require studies on mortality conditions, pandemics, natural disasters, and economic crises (Ritchie & Jiang 2019, Nannia & Ulqinaku 2020). Ritchie & Jiang (2019) suggested on several aspects such as management strategies for post-crisis, tourism disaster lifecycle, micro-level emergency management, hospitality, small and medium enterprises (SME), technology trends, and knowledge management would be vital for sustainable tourism. Moreover, Getz & Page (2016) pointed to special interest tourism, impact assessment, and sustainability issues, and Yeoman et al. (2014) highlighted trend analysis for future tourism development.
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ABSTRACT

Nature provides a free lunch, but only if we control our appetites. As we are in the twenty-first century, modernization and industrialization are the two important outputs that have made human life more luxurious and comfortable. Simultaneously, they are responsible for several uses of exploitation of forests, natural resources, and wildlife, polluting the scarce, producing massive solid waste and sacred water resources, and finally making our planet Earth ugly and inhospitable. Today, people are getting more familiar with global issues like global warming, greenhouse effect, ozone depletion, climate change, etc. As we are in the twenty-first century, modernization and industrialization are the two important outputs that have made human life more luxurious and comfortable. Simultaneously, they are responsible for several uses of exploitation of forests, natural resources, and wildlife, polluting the scarce, producing massive solid waste and sacred water resources, and finally making our planet Earth ugly and inhospitable. Today, people are getting more familiar with global issues like global warming, greenhouse effect, ozone depletion, climate change, etc. Now, it is considered a final call by Mother Earth to walk on the path of sustainable development. The time has come to wake up, unite and combat together for a sustainable environment. The present study focuses on the concept of green audit and its importance with respect to the conservation of nature for future generations. Every organization should have its own green campus and environment policy with respect to nature conservation and environmental protection and should maintain a sizable amount of green cover area after building construction along with natural and planted vegetation. A maximum number of more oxygen-producing and carbon-di-oxide-absorbing plants should be maintained to provide a pure atmosphere to the stakeholders. The installation of a rainwater harvesting system, percolation, ponds, check dam, and drip irrigation system to conserve rainwater and groundwater should be noteworthy on the campus.

INTRODUCTION

Green Audit is a tool of Management system used methodologically for the protection, conservation, and sustenance of the Environment. Green audit procedures are a set of guidelines framed on how to conduct a green audit at educational institutions and industrial sectors as per the checklist of Environment Management Systems and International Standards on ISO 14001:2015 and Indian Green Building Council at 360° views. In addition, it also speaks about an overall idea on green audits groundwork, auditing techniques, audit/non-conformity report preparation, and submission. It will be recording and verify the eco-friendly approaches and practices in educational institutions and industries. The audit process supports the nation as a whole for the noble cause of environmental protection and nature conservation which in turn enhances the quality of life of human beings (Arora 2017). It is a type of assessment to ensure that the Institution and Organization campus is greenish in terms of planting a large number of trees and lawns on the campus. To ensure that the list of plants and animals/birds available on the campus, biodiversity conservation, water irrigation system, recycling of water, rain harvesting system, site preservation, soil erosion control, and landscape management will be evaluated (Gowri & Harikrishnan 2014). The first concept of Environment Audit was approved in the Earth Summit, Rio-1992. The audit ensures that the campus is greenish in terms of planting a large number of herbs, shrubs, and trees including lawns which in turn reduce environmental pollution, proper water irrigation system, natural topography or vegetation, biodiversity conservation, etc. implemented effectively for the benefit of the stakeholders. Similarly, it will also ensure a green campus, the environmental management system, maintenance of an eco-friendly campus that leads the environment clean and neat, solid-state management, recycling of water, disposal of sewage and waste materials including electronic wastes and biomedical wastes, landscape management, plastic use, etc. in the campus should be implemented effectively for the
benefit for the stakeholders. The Environment Management System is the quantitative and qualitative data to track air, water, and waste, and to gain actionable insights to improve operational performance. It is used to maintain a clean and green environment that leads to the stakeholders. It provides a 360° view of a surrounding campus and makes it easy for Owners/Managers/Environmentalists to collaborate, measure, control, and reduce environmental impacts. Finally, it leads to enhancing the quality of life for human beings, animals, and plants. Green campus initiatives are needed at present across the world due to changes in environmental conditions, global warming, and the increasing human population. It aims to make a sustainable and environmentally friendly campus for the stakeholders.

**WHAT IS A GREEN CAMPUS?**

A green campus is an area of the organization or the organization as a whole itself that is contributing to having an infrastructure or development that is structured and planned to incur less energy, less water, less or pollution-free, and less or no CO₂ emission. In certain cases, the project zone of the green campus can be self-reliable in terms of energy and water consumption, and with higher ratings of the project zone, they can complement or support national energy and water needs as a part of corporate social responsibility. The green campus capitalization may incur some little investment but the vision of the green campus is to satisfy the organizational needs by its simple initiatives in a bigger vision to prevent the deterioration of environmental resources.

**THE GREEN CAMPUS OF AN ORGANIZATION**

In the present scenario, with multiple options on the availability of all materials and gadgets with high carbon dioxide emission, the sole responsibility in choosing building materials and less emitting gadgets installed in the projected project area should be considered. In case the organization has to use many of the materials that add up a burden to the environment in terms of anything that disturbs the environmental cycle (in unavoidable circumstances), the organization should have taken proper steps to neutralize or nullify its emission and produce its own needs. A green campus is nothing but environmental-friendly practices and education combined to promote sustainable and eco-friendly practices along with user-friendly technology on the campus. It creates environmental culture, develops sustainable solutions to environmental problems, and provides solutions to various social and economic needs (Wang et al. 2013). It provides the concept of green building and oxygenated building which in turn is useful to provide a healthy atmosphere. Proper strategies and planning budgetary processes for a clean and green campus also play an important role. Tool kit for members of staff and students for a sustainable green campus can be developed by using tools and resources from case studies and practices, which are intended to inspire, encourage and support educational institutions and industrial sectors to develop and implement their own transformative strategies (Suwartha & Sari 2013). Green campus audit is useful to detect and monitor sources of pollution, nature of vegetation, and topology which emphasizes the management of all types of waste, energy, water, soil, etc. It was implemented in the USA in 1970 for the first time but India is the first to implement environmental audit compulsory in later stages (Arora 2017). It enabled managers, environmentalists, and academicians, to check the compliance with

**GREEN CAMPUS AUDIT PROCEDURES**

Green campus audit is a structured process of documenting the credentials in terms of measurable, recording, accounting, and investigating of used materials and their impact on the environment and its ecology. Green audit projects the best environmental practices and initiatives taken in the organization at the prescribed site of audit that brings added value to the organization in maintaining the eco-friendly campus. The first step of the audit is ensuring that the organization has a central role in building the green campus, to validate the same.

- Apply application forms of the green audit to any agencies that are Authenticated Professionals for people qualified to investigate and evaluate the campus for validating the best environmental practices.
- Once the application process is over the Professional team of Auditors will have an in-house visit to the mentioned site or organization for its claim.
- On accounting for all the green practices of the organization or the mentioned site or project site a detailed report will be given by the Auditing Professionals and the marks will be awarded to the respective heads.
- The report will be certified and returned to the applicants. If they wish to claim improved marks, they can re-apply with improved structures with a resting period of six months.
- If they wish to claim the neglected marks, they should re-apply within seven days after the receipt of the detailed GAR (Green Audit Report).

**OVERVIEW OF THE GREEN AUDIT FLOW**

**Establishing a Green Campus**

Every campus needs to have a vision of self-reliability at the stage of designing itself. As there was no awareness in the
past about green buildings and green practices, the concept of converting the “go green” campus arrived. The campus should have restructured its existing facilities to establish or follow the “go green” campus practices. The “go green” structures and establishments should have a record of minimum documentation of existing records for three months. The Management of the Organization (Auditee) should show their inherent commitment towards making an eco-friendly atmosphere and be ready to encourage all types of green activities (Fig. 1). They should promote all kinds of green activities such as the conduct of environment awareness programs, campus farming, planting trees, maintenance of greenery, irrigation, use of biofertilizers and avoidance of chemical fertilizers and agrochemicals on the campus, etc., before and after the green auditing. The management should formulate ‘Green and Environment Policies’ based on a green auditing report. A clean and healthy environment should enhance an effective teaching and learning process and provide a conducive learning environment to the stakeholders. They should create awareness of the importance of the environment through environmental education among the student members. Green Audit is the most efficient and ecological way to manage environmental problems. In general, the Management should take responsibility to maintain a campus that is completely free from environmental pollution. Green campus audit may be beneficial to the campus in improving the greenery activities which in turn are used to save the planet for the future generation. Since green campus audit is a kind of professional care and a simple indigenized system about the environment monitoring in terms of planting a large number of trees which is the responsibility of every individual who is part of economic, financial, social, and environmental factors. It is necessary to conduct a green audit frequently at least once in three years on campus because students and staff members should be aware of the green audit and its advantages. ‘Go green concept’ should be adopted to help the institution set environmental examples for the community, and thereby educate the young learners.

Aims and objectives of Green Campus Audit

- To recognize the initiatives taken towards the environment and threats to human health.
- To provide baseline information to assess threat and risk.
- To recognize, diagnose and resolve environmental problems.
- To identify the impact of the Institution on the Environment.
- To identify different pressures on the Institute to improve its environment.
- To ensure proper utilization of resources considering the health and welfare of the community.
- To set a procedure for disposal of all kinds of wastes

![Fig. 1. Key steps for the ‘Go green’ concept at an Organization.](image)
• To ensure the Green cover spread with pollution-free air and that provides working as a carbon sink.

**Definition of a Green Campus Audit**

Green campus audit is a structured process of documenting the credentials in terms of measurable, recording, accounting, and investigating of used materials and their impact on the environment and its ecology. Green audit projects the best environmental practices and initiatives taken in the organization at the prescribed site of audit that brings added value to the organization in maintaining the eco-friendly campus to the stakeholders. The green campus should have a large number of trees, shrubs, herbs, climbers, twiners, and lianas which will provide an eco-friendly habitat to mammals, birds, flies, moths, earthworms, amphibians, termites, and various beneficial microorganisms in the soil and air. It will lead to giving a pure atmosphere without any environmental pollution and be available to the stakeholders in a sustainable manner (Ounsaneha et al. 2017).

**Benefits of the Green Auditing**

There are several benefits to the conduct of a green audit by the Organization which may be useful to improve the campus significantly after receiving the report of the audit (Marrone et al. 2018). The green campus audit methodology follows both qualitative and quantitative measurements including physical observation of greenery in terms of the growth of terrestrial and aquatic plants, animals, and microflora on the campus. The natural and planted vegetation and their maintenance in the organization’s campus are also taken into consideration, through topography, landscape management design, and soil erosion control in environmentally sustainable development. The following are the major benefits of green auditing.

- Know the status of development of internal and external Green campus audit procedures and implementation scenarios in the Organization.
- Assigning the roles and responsibilities of Environmental Engineer and Agriculture/Garden Staff to improve green initiatives.
- Development of ownership, personal and social responsibility for the Organization and its environment, and development of an environmental ethic and value systems for young generations.
- Enhancement of the Organization’s profile and reaching the global standards in proving the green campus and eco-friendly atmosphere to the stakeholders
- Improving the drinking water / RO water / Bore well water / Open well water / Pond water / Municipal or Corporation water quality through the analysis of the Physico-chemical properties of water.

**PROCEDURES FOLLOWED IN GREEN CAMPUS AUDIT**

The purpose of the green audit is to ensure that the practices followed on the campus are in accordance with the Green and Environment Policy developed by the Government and private agencies working with environmentally sustainable development adopted by the institution. The first step of the audit is ensuring that the organization has a central role in building the green campus, to validate the same (Adeniji 2008). A green campus is not intended for the self-sustainability of the building alone, it also involves the propagation of the green campus initiatives to be adopted by any individuals and organization at a minimum cost. A green campus audit should be conducted as per the guidelines of MoE. The audit should be conducted by authenticated Professionals who are to investigate and evaluate the campus. Professional team of ISO Environment Management Audit (14001:2015), Indian Green Building Council Accredited Professionals, Experts of Green campus Lead Auditors, and Botanists / Zoologists / Biotechnologists were selected to conduct the Green campus audit process. Labeling of common names and Botanical names of plants were observed. The operation of the water irrigation system, drip and sprinkler irrigation methods, and use of recycled water for irrigation purposes or any other purpose in the campus area was noted. The number of wells bore wells and water reservoir facilities on the campus were also noted as per the Audit Manual of Gnanamangai et al. (2021).

Attempts made for overcoming water scarcity during the summer season regarding the maintenance of plants and frequency of watering for plantations on the campus are noted. Biodiversity conservation education, projects, awareness programs, etc., through the Indian Biodiversity Act and Ministry of Environment, Forests and Climate Change, Government of India, and the conduct of outreach programs for dissemination of the Green campus motto is also recorded (Venkataraman 2009). During the audit process, the best environmental / greenery practices followed and new initiatives undertaken in the organization to reduce the environmental pollution and steps taken for nature conservation that brings added value to the organization in maintaining the eco-friendly campus to the stakeholders are assessed (IGBC 2021, WGBC 2021). The criteria, methods/
procedures, checklists, and recommendations used in the audit were based on the identified risks. The methodology includes: the preparation and filling up of questionnaire along with checklists, physical inspection of the campus, observation, and review of the document, interviewing responsible persons, and data analysis, measurements, and recommendations (Filho et al. 2015). Similarly, the methodology adopted for this audit was a four-step process comprising of data collection, data analysis, best practices followed on the campus, and recommendations and suggestions given to the organization to improve the greeneries practices further (Rajalakshmi et al. 2021).

Pre-Audit Stage Activities

A pre-audit meeting (opening meeting) is conducted with Management and Administrative people along with staff coordinators of the Energy and Environment audit process, wherein, the audit protocol and audit plan are discussed in brief. The purpose of this meeting is to provide an opportunity to reinforce the scope and objectives of the audit and discussions held on the practicalities associated with the audit. Pre-audit stage activities are an important prerequisite for the green audit to meet the auditee and to gather information about the campus and necessary documents are collected directly from the Organization before the initiation of the audit processes. The audit team will be selected by the Audit organizations such as Nature Science Foundation, Coimbatore, as per the checklist comprised of Lead Auditor of ISO (QMS 9001:2015 and EMS 14001:2015), Botanist, Agriculture and Horticulture Scientists from Conventional and Technical Universities across India, Accredited Professionals from Indian Green Building Council, Hyderabad and Associated Chambers of Commerce and Industry of India, New Delhi.

Target Areas of Green Auditing

Any Educational Institution such as colleges, Schools, Universities, Research Institutions, Industries, Service Industries, and Manufacturing Units that operates on a large scale, and cater to many stakeholders must undergo an audit for better environmental management. This will ensure the adequate measure taken to maintain the campus as a sustainable one.

Study Area of Flora and Fauna Diversity

The audit site should be quite clean, and green and has much less pollution than the rest of the places. The campus is important not only from an education and product development point of view but also as a green lung. It is frequently visited by several nature enthusiasts to study the floral and faunal aspects. Biodiversity provides a useful measure of the quality of the environment and ecological studies are important aspects of the environment, in view of the consideration of environmental quality and protection of natural flora and fauna. Similarly, the topography is also very important with respect to the floral and faunal diversity studies. In the case of topology, altitude, longitude, and latitude are equally important in terms of natural flora and fauna diversity. Similar to that topology, geology, and soil conditions are playing important in green campus establishment. The study area of the audit site should be analyzed for soil type, presence of organic matter, and water holding capacity. Climatic conditions such as maximum and minimum temperature, maximum and minimum relative humidity, average annual rainfall, mean sunshine period, and wind speed during summer and winter periods covering both southwest and northeast monsoon periods are playing a pivotal role.

Accounting on Greenhouse Gas Emission

CO₂ emission details in the campus accounting the direct and indirect sources need to be documented well in terms of usage, period of usage (hour), the number of persons practicing the emission, personnel availability inside the campus, operating time of each equipment in the campus, has to be documented. The carbon footprint data can be calculated based on the usage of electricity, usage of vehicles, usage of GHGs emitting equipment, consumption of fuel for generating electricity, food, and other work occurring. The accounting of green practices related to the neutralization of carbon footprint should be documented periodically. The possible reduction of greenhouse gas emissions can be achieved by enhancing agricultural practices, usage of free energy, usage of equipment with no greenhouse gases (GHGs) emissions, implementation of the vehicle-free zone, no electricity day, and the carbon-free zone should be accounted for and documented well.

Accounting on Energy Conservation and Management

Frequent energy audits or daily energy audits help to maintain the record on their energy consumption. Separate metering for individual blocks helps to identify the energy consumption and leak. The reduction in the consumption of power leads to good green campus development. Documentation on using less power-consuming appliances like higher star-rated refrigerators and air coolers must be used. Usage of CFL (Compact Fluorescent Bulb), LED (Light Emitting Diode) bulbs, and solar lamps should be accounted for properly. Building structures should minimize energy usage and leak proof. Highly ventilated building structures and the usage of fewer energy devices can be documented well. Any practices to reduce energy consumption can be reviewed and documented as well.
Accounting on Water Conservation

Metering water usage and use of fixtures and appliances that consume less water should be documented. Practices like water usage accounting for every need in individual blocks can help to reduce water usage. Rainwater harvesting, watershed management, and storage capacity should be documented. The establishment of the water recycling unit, its capacity, and the need for recycled water along with the quantity should be recorded. Determination of recycled water quality should be documented well to maintain a safe and hygienic atmosphere. Special initiatives like recycled water for enriching the ecology, and water conservation practices should be well documented and practiced effectively. Accounting on 3R water use efficiency, water-efficient plumbing fixtures enabled with dual flow faucet, sensors that prevent leak and overflow tankers, metering devices, rainwater consumption, and purification systems to improve water quality considerably.

Waste Management Practice

Innovative practices related to waste segregation and management must be accounted well for any organization to have a green campus role. Many categories of wastes like hazardous and E-wastes released from the green campus should be as minimum as possible. If the organization pertains to the release of hazardous wastes, it should have a stringent methodology adopted for its management and release to the environment. If the organization is an academic Institution, then the practice related to the usage and disposal of harmful chemicals and harmful wastes should be well documented in their laboratory usage and release. Proper sanitation, management, and disposal methods will be accounted and their function should be transparent to be adopted and practiced effectively. In the case of E-waste management, although reduced usage of electronics and refurbishing activities plays a major role in the green campus audit, the practice of any level of e-waste management and innovative contributions to society as well should be documented and accounted for in terms of the adoption of the practices in their own academic as well as non-academic institutions.

Indoor Environmental Quality

It relates to the well-being of the personnel with respect to the ambiance of the environment. The indoor infrastructure should provide proper light, heat, and ventilation for maintaining a good indoor quality for the stakeholders. The indoor ambiance is accounted for in terms of the breathing zone in the air-conditioned room that relates to indoor humidity and the age of the indoor structure.

Green Building Materials

As of the accounting on the building materials the transportation on the recurring materials must be documented in terms of frequency of storage and the availability of the materials. Green campus auditing also complements the practices of utilizing the resources nearby and requiring materials from a consent which practices the ‘go green concept. Green building materials should be user-friendly without causing any adverse effects to the environment as well as on human beings. Moreover, if the materials are stored for a long time, the material strength, as well as the quality of those materials, should not be lost. During the transportation of green building materials, the materials should not harm the environment and the strength and quality of materials should not be mislaid.

THE PRACTICE OF A GREEN CAMPUS AUDIT

A fresh green campus audit is required for any new (or) old organization to self-evaluate one’s needs with respect to environmental objectives and implementation. To have continuous monitoring and implementation of self-sustainable practices, the green audit has to be practiced once a year with updated practices and with consistent improvement in all the mentioned sections of protecting the environmental objectives (Fig. 2). Mere practice and insist on a green campus audit is to create a self-sustainable organization that doesn’t affect nature and assists in protecting the natural resources, earth, ecology, and biodiversity (Venkataraman, 2009). The audit helps to assess the strength and weaknesses of any organization on their self-sustainability in the long run in terms of green campus planning and efforts (Aruninta et al. 2017). The Indian Green Building Council (IGBC) is a division of the Confederation of Indian Industry (CII), which was set up in the year 2001. It is coming under the Confederation of Indian Industry (CII) to create and sustain an environment conducive to the development of India as a whole and civil society through advisory and consultative processes. The vision of the Green Building Council is, “To make a sustainable

\[\text{Fig. 2. Green campus audit practice and benefits}\]
environment for all and facilitate India to be one of the global leaders in the sustainable environment by 2025”. IGBC also conducts examinations to qualify accredited professionals for green campus auditing. It also provides membership to individuals to promote sustainability and the environment through green building practices. It looks after and rates the organization starting from the designing of the project site to its implementation. Moreover, IGBC recognizes the initiatives taken toward environmental protection and offers solutions to various environmental problems (IGBC 2021, WGBC 2021).

Role of Plants, Animals and Microorganisms in Green Campus

Ensuring rich biodiversity in the green campus is an important parameter. Plants are indicators for assessing the varying levels of environmental quality. In general, plants improve outdoor air quality with increased oxygen levels and reduced temperature and carbon-di-oxide. The green and varying colors of the flowering plants improve the ambiance of the environment. The record on maintenance of the plant biomass and its management are important with respect to green campus initiatives. The plants in the environment should account for 75% of wild or native plant traits in the green campus. The native plant traits promote the indigenous fauna at the site area. Hence the accountancy of 75% of the wild traits is leveraged for the native animals and birds to a particular region. The existence of such animals and birds in the green campus can be recorded for the rich flora and fauna in the proposed site which is considered a valuable addition to the campus. Similarly, accountability of the total beneficial microbial populations such as nitrogen-fixing, phosphate and potassium solubilizing bacteria, fungi, and actinomycetes are also considered for the rich biodiversity on the campus (Choy & Karudan, 2016).

Natural Topography, Vegetation and Rainwater Harvesting System

Natural topography means the original geographical features of the campus, around 15- 20% of the organization should have natural features like rocks, water resources, slopes, landscape, pathways, etc. and the altered topography can be accounted for if it is facilitated. The vegetation in the land alone is considered as they are part of the natural topography. The vegetation in the artificially created structures is also accounted for audit when it is reported more than 30% of the claimed green campus audit site. The natural topography is well appreciated with wild vegetation than the artificially created topography like pathways and parking areas. Rainwater harvesting is mandatory in green campus audit sites. The main motto of the rainwater harvesting system is to improve the water level underground which is important to reduce water scarcity (Khanal et al. 2020). For recharging dry bore wells, a pit is excavated around the bore well and a filter medium is filled into the pit (Fig. 3). This has led to self-sufficiency during water stress periods to the maximum extent (Musayev et al. 2015).

Landscape Design and Soil Erosion Control

Landscape management is the care of the land to make sure that landscapes can fulfill the needs and aspirations effectively and sustainably of current and future stakeholders. It is an activity that forms a perspective of sustainable development, and ensures the preservation of a panorama, to help and harmonize changes that are added through social, monetary, and environmental methods. Landscape design is an important feature for any disasters to control especially with respect to soil erosion. In general, soil erosion occurs if the design of the land is not altered to prevent the slope features by strong vegetation and the use of plant buffer zone as safe for the escape of nutrients or fertilizers entering the streams. When the slope features are altered, adequate vegetation can alone be enough to prevent soil erosion. Un-altering the slope design adds value to natural topography, whereas, the vegetation in the same slope topography and plant buffer zone prevents the water from getting polluted.

Establishment of Lawns, Lianas, Trees, Herbs, Shrubs and Climbers on the Campus

Lawns are gazing features of unutilized land made to cover the soil with green grass for the ambiance of the place to have a greenish look. The lawn provides a hollow space among the building structures. The shaded trees in between the grass lawn, pathways, and garden benches are meaningful lineaments to the green campus. In general, the campus should have a large number of trees, herbal plants, shrubs, climbers, lianas, twiners, and lawns that should be growing profusely.

Fig. 3. Rainwater harvesting system
and showing healthier free from pests and diseases attack. The commonly available shrub species are Kakithapoo (Bougainvillea spectabilis), Madhanakamaboo (Cycas revoluta), Pigeon-berry (Duranta plumieri), Nilamulli (Eranthemum roseum), Sembaruthi (Hibiscus rosa-sinensis), Vetchi (Ixora coccinea), Malli (Jasminum sambac) and Arali (Nerium odor). Similar to that shrubs, the commonly available herbs are Kunukkuth thukki (Micrococa mercurialis), Melanelli (Phyllanthus maderaspatensis), Keelanelli (Phyllanthus niruri), Otra mullu (Priva leptostachya), Adai-otti (Papalia lappacea), Kirantinayan (Ruellia prostrata), Pattasukai (Ruellia tuberosa), Vettu kayathalai (Tridax procumbens) and Kattu paruthi (Turnera ulmifolia). The existence of climber, creepers, twiners, and lianas species commonly are Kayathalai (Allamanda cathartica), Kovai (Coccinia indica), Kattu-kodsi (Cocculus hirsutus), Amirtaval (Tinospora cor-difolia) and Sinthal (Monstera deliciosa). The major grasses are Periapullu (Aristida pinnata), Chevvarakupul (Chloris barbata), Arugam Pillu (Cynodon dactylon), Korai Pollu (Cyperus rotundus) and Crowfoot grass (Dactyloctenium aegyptium). They are the type of herbs and shrubs that are green in color and grow vigorously without any pests and diseases attack which may be coincided with a healthier campus.

**Establishment of Different Types of Gardens on the Campus**

Different types of gardens such as terrace gardens, vertical garden, kitchen garden, medicinal and herbal garden, ornamental garden and desert garden may be established at educational institutions and industrial sectors for demonstration as well useful purposes to the stakeholders (Fig. 4). Terrace gardens are the best utilization of roof spacing for gardening. They are intended to cultivate some purposeful herbs and shrubs including vegetables and fruits. Very recently the intention of growing trees on the terrace has been raised considerably. Although the initial facilitation is intense, once established the terrace garden yields a good amount of leafy vegetables and other vegetables. The growth of tubers, taproots, and vegetables from shrubs is cultivable in terrace gardens rather than through hydroponics and vertical farming. Terrace gardens are achieved in the provided space by utilizing the grow bags and potteries. This can be grown with fertile and moist soil or coconut coir pith. Kitchen gardens are introduced in every house to utilize the kitchen wastes properly which may serve as the central feature of cultivating vegetables, fruits, ornamental plants, and landscape management.

Kitchen gardens are of two types one that is used to grow plants out of kitchen waste and another one is made to grow plants required for the kitchen like herbs, shrubs, and vegetables with an elevated ground setup. Both types of kitchen gardens add up value to the claim of green campus auditing. Growing many types of herbal plants having medicinal importance on the campus becomes more attractive and useful if concept gardens are maintained. Medicinal plant gardens can contain the locally available medicinal plants, RET (Rare Endangered Threatened) listed plants and those plants are most useful in terms of economic importance. It can also be arranged based on routine uses, herbal formulations, etc. The tree garden/arborea can be planted based on the zodiac signs which would attract the public and students, faculties, staff members, and employees and educate them based on their uses.

Medicinal and herbal plant gardens can be maintained in the backyard of the campus. In the tree gardens, trees as linings all over the campus can act as oxygen corridors. Native trees along with trees like Azadirachta, Pongamia, and Ficus species can be cultivated at the maximum as these plants are used to remove the dust particles and carbon lead from the air and purify the air considerably. Similarly, the ornamental plants with beautiful flowers can be maintained in the frontage gardens of campus for attraction and good ambiance. This will give an overall aesthetic look and also provide fresh air for healthy respiration to the stakeholders.

**Labelling of Common as well as Botanical Names of Plants**

The calm and serene environment in an educational in-
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stitution and industry is the first and foremost important measure to keep the campus working towards its goal. The contribution of plants in bringing calmness to the minds of people is a well-known fact. Even though there are many restrictions for departments like forestry (Wood yielding trees), agriculture (Crop plants), and Botanical gardens (flowering plants and exotic plant collections) to grow a few types of plants, educational institutions, and industrial sectors do not have such boundaries. Growing plants of different categories are mandatory in educational institutions and industries to maintain the greenery on the campus. Naming the plants in the local language and botanical names (binomial nomenclature) will be an added advantage and also it will contribute to the familiarization of useful plants to the students and visitors (Fig. 5). Naming the plants with a common name and the botanical name along with the family name (if possible) legibly using tags or hoardings should be done. Otherwise, a complete list of plants available on the campus may be prepared and listed as information for the visitors.

**Operation of Water Irrigation System, Drip and Sprinkler Irrigation Methods**

Maintaining the green campus and water conservation mechanisms should be applied efficiently on the campus. Well-planned water irrigation systems like sprinklers and drip should be implemented in the entire green area of the campus for an effective water management system. This can be implemented only when the plantations are well planned. The tree growing areas can be connected with drip irrigation and medicinal plants growing areas and flower gardens can be connected with sprinkler irrigation (Fig. 6). The water management system should be well planned and wastage should be minimized as much as possible. Rainwater harvesting should be implemented.

**Importance of Biodiversity Conservation**

The campus should be a mini biodiversity conservation area, wherein, more greenery due to native plant species, medicinal plant gardens, concept gardens, and flowering plants that attract bees, birds, beetles, and other animals like squirrels should be monitored. Shade-giving trees in the paths, flowering trees in the avenues, and fruit trees in the back yards also would attract birds, bees, butterflies, and squirrels. Maintaining small ponds/open water sources and reservoirs will attract these small harmless animals to the campus. The Biology / Science departments should maintain a medicinal plant garden, economically important, rare, and endangered plant species or gardens that are the concept centric to the stakeholders. The campus should be free of exotic plants that cause a threat to the natural vegetation. This will aid in adding the necessary nutrients to the soil for the better growth of selected plants. The soil type will also help in choosing the irrigation system with respect to the water holding capacity (Venkataraman 2009). In view of the tremendous increase in human population, over-exploitation of natural resources, environmental pollution, global warming, deforestation, use of forest resources for human consumption, anthropogenic activity, climate change, and natural calamities are the major reasons for the loss of biodiversity (Lauder et al. 2015).

**Use of Biofertilizers, Organic Manures, Green Manures and Chemical Fertilizers**

Natural or eco-friendly methods should be used to grow plants vigorously on the campus. Use of biofertilizers, organic manures (cow dung, vermicompost, and plant wastes and litters), and green manures to grow healthy plants in the medicinal plant garden, kitchen garden, and terrace garden should be ensured to keep the campus organic. Plant waste such as fallen leaves, stems, fruits, nuts, seeds, and other plant parts should be used to make green manures. A concrete or ground-level green manure production unit and vermicomposting units will help to convert all the plant and animal-based wastes into green/organic manures. This will be a healthy way of solid litter waste management on campus. Minimal use of chemical fertilizers as part of the
integrated nutrient management system is acceptable but nil use of chemical fertilizers is highly appreciable and also helps to keep the campus more of an organic ecosystem (Domínguez et al. 2019). Fortnightly the half-degraded plant manure can be removed and used as manure for the garden plants or used as feed for earthworms in the vermicompost pits (Domínguez et al. 2019). A vermicompost unit for decomposing kitchen wastes into vermicompost is considered a good initiative (Fig. 7).

**Acoustic Proof in Indoor and Outdoor Stadiums**

Any campus of educational institutions as well as industrial sectors should be calm and serene which will bring peace to the stakeholders. At the same time, more enthusiastic expression of joy is also seen in indoor and outdoor stadiums. But this will always create noise above the permissible levels on the campus. Acoustic on-50 steel perforated panels will allow great sound reduction and also be durable. Acoustic baffles will be suitable for reducing reverberation times. So the construction plans or renovation plans should include these acoustical products which will make these indoor and outdoor stadiums (Fig. 8). Some plants absorb ultrasound around the indoor and outdoor stadiums and auditoriums which in turn are useful to reduce sound pollution to some extent. For example, Ferns, Baby’s Tears, Peace Lily, Leylandii, Aureo, Marginata, Tamarind, Polyalthia, Ecuadorian cactus, Espostoa frutescens, etc. These plants are able to absorb ultrasound through cells and metabolized by biochemical methods.

**Establishment of Aquarium and Aquatic Plants**

Growing fish in small ponds will keep the environment pleasant. In the closed environment like corridors and the front offices, auditoriums and gallery classes placing the fish aquarium as well as plant aquarium will improve the scenic value of the place bringing peace to the people. The fish water waste also can be used as manure for growing potted indoor plants. Growing Lotus, Lilly, Hydrilla, and other water plants will give a pleasant and calm environment and growing fishes like Guppies can keep the water clean and neat. The fountains and small ponds can be built in the frontages to give an aesthetic look and also growing water plants in these ponds will help to maintain the aesthetic sense of the environment greenish.

**Steps Taken During Hot Seasons to Maintain Plants**

Just planting trees on the campus during functions and celebrations will not help in improving the green cover of the Educational Institutions and Industrial sectors. It requires a planned execution of watering them at the right intervals even during the summer vacations is highly important. Applying fertilizers and removing the weeds at the correct intervals should be scheduled and persons who are in charge should be taken care-off. The activities undertaken should be entered in the registers in detail. The Internal monitoring committee should review the activities and examine the results in the field periodically. Well-planned strategies should be implemented to save water and also supply water for the neighbouring residents in summer. Water conservation slogans should be displayed in all water resources, storage areas (water reservoirs), and utilization areas. There should not be any leakages and notices should be addressed immediately so that water wastage may be reduced significantly.

**Preservation of natural wells, water reservoirs, and water collection tanks**

Preservation of natural wells, water reservoirs, and water collection tanks present on the campus should be well-maintained with high raised walls and removal of plants and shrubs around the wells without any contamination (Fig. 9). Well, restoration procedures are to be adopted and frequent checks on the water levels and water holding capacity, and purity of water should be monitored. Borewells should be made in the required places and instead of digging more bore wells the used and old bore wells can be recharged by connecting to the rainwater harvesting system. The water collected on every terrace of the huge institutions will be enough for recharging the bore wells. The rainwater harvesting unit can also be connected to the small pond, water tanks, and reservoirs to collect and store water to meet the water requirements of the entire campus throughout the year.

**An Account of More Oxygen Releasing and Carbon Dioxide Assimilating Plants in the Campus**

Some plants are considered highly efficient in oxygen production and carbon dioxide absorption which in turn reflected the quality of the green campus. If more oxygen is made available on campus naturally, the stakeholders may be free from various cardiovascular and pulmonary problems and breathing troubles. The snake plant (Sansevieria zeylanica) otherwise known as the mother-in-law’s
tongue and Gerbera Daisy (*Gerbera jamesonii*) plant are unique for their night-time oxygen production, and ability to purify air through the removal of various toxic gases in the atmosphere (Tiyarattanachai and Hollmann, 2016). In general, the campus should have a maximum number of more oxygen-producing and CO₂ absorbing plants such as *Areca Palm, Money plant, Neem, Tamarind, Ficus, Bamboo, Arjun, Magizhamboo, Marudhu, Maramalli, Nettilingam, Manjal arali, Puvarasu*, and *Pongam* trees to give pure atmosphere to the stakeholders (Fig. 10).

**CONCLUSION**

The green audit is an important key not only for sustainable development and also for a clean environment, at industries level, it detects some environmental problems. The pollution...
problems are uprooted by equipping the industries with several maintenance measures. The audit is essential to provide indication management about the performance of the equipment and system of an environmental organization or institute. As a result, the best methods that are practicable can be applied to preserve water, air, soil plants, and animal life from adverse effects. Minimizing waste by developing a recycling system. Higher educational Institutes want to implement the green audit, also referred to as a green audit. One should understand the process of green auditing. It is a cyclic and continuous process. Still, there is a scope for further action, when academic institutes or organizations take part in restoring the environment. The economic development and rapid urbanization at the global, regional and local have led to ecological and environmental crises. In this background, for all the institutes it becomes essential to adopt the system of campus to be green for further development which will lead to sustainable development. NAAC, the National Assessment and Accreditation Council, New Delhi, has made it essential that all higher educational institutions should submit an annual Green Audit Report.
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ABSTRACT

Pollution of the environment and inappropriate management of medical wastes are major challenges facing developing countries and this must be tackled with recent technology for public health, enhanced natural ecosystems, and a better environment. This research is a two-step process that involves the assessment of the existing Hospital waste management practices in a multi-system Hospital in Ado-Ekiti, Nigeria. Excess air, kerosene (auxiliary fuel), single chamber, Batch-fed (Manual feeding), and controlled air incinerator were designed. Wastes were loaded once at the beginning of the combustion cycle followed by combustion, ash burnout, cool down, and ash removal to assist medical waste management. Findings revealed that personnel involved in handling medical waste were equipped with inadequate protective gear. Medical waste was handled together with municipal waste and both wastes were incinerated in an open dumpsite without engineered sanitary landfill at disposal locations constituting a nuisance with a high risk of pollution to the surrounding environment. The incinerator was designed for a waste load of 269 kg.day\(^{-1}\). It consists of four zones; the waste and combustion zone (2.7 m × 1.8 m × 1 m), the ash zone (0.23 m height), the combustion fumes and one-second retention zone (0.43 m height) as well as the excess air zone (0.46 m height). This low-cost medical waste incinerator has a lot of improvement, operational effectiveness, and efficiency to the currently available techniques. Viable recommendations made will improve the state of environmental health and reduce the harmful effects of medical waste.

INTRODUCTION

In developing countries such as Nigeria, waste incineration is the primary method for managing hospital waste, with the economic advantages of destroying pathogens in the waste stream and reducing waste volume and reactivity. However, if handled improperly, incineration has a significant impact on the environment, releasing pollutants in the form of gaseous emissions and ash, which have environmental and public health implications (Adama et al. 2016). HWM has been regarded as minimal in studies undertaken in impoverished nations, with generators and handlers lacking in general awareness of relevant issues (Manyele et al. 2003). Although healthcare waste is classified as hazardous because it constitutes a serious direct threat to human health (WHO 1999), inadequate HWM is still prevalent in developing nations such as South Africa, Nigeria, Swaziland, Mozambique, Kenya, and Tanzania (Manyele 2004).

Past Studies

Hospital waste generation varies not just between nations, but also within countries, depending on infrastructure, management system, percentage of reusable items, and percentage of waste generated on an outpatient basis (WHO 2002). In developing countries like Nigeria, undeveloped open lands are often converted into waste disposal sites, even within planned residential areas; indiscriminate dumping of waste causes environmental and health hazards. Despite the controlled burning that is supposed to occur when using an incinerator, air pollution still occurs (Akpe et al. 2016). This is primarily due to insufficient design and the absence of air pollution control devices, which is a feature of most incinerators used in Nigeria for managing hospital waste. People migrated in substantial numbers to developed cities as a result of rapid industrial development, job opportunities, and urbanization (Lin et al. 2022, Patel & Burkle 2012, Muthukannan et al. 2019). Huff & Angeles (2011) and Cassidy et al. (2014) found that migration and industrial development had a negative influence on the environment, particularly on water, air, and soil. All kinds of life on Earth depend on clean air and water, and polluting any or both will be a severe problem. Human activities affect the regional ecological environment, climate, hydrology, vegetation, biogeochemical cycles, and biodiversity on a variety of temporal and spatial dimensions,
all of which contribute to environmental pollution (Collier et al. 2013).

The rapid rise of hospitals in both the commercial and public sectors has helped to rebuild the community’s health (Agunwamba et al. 2013). Although not all hospital wastes are susceptible to disease transmission, biomedical waste makes up about 1-2 percent of the entire municipal solid waste (MSW) stream. 80-85% of hospital trash is non-infectious, 10% is contagious, and 5% is harmful (Gupta & Boojh 2006). Although hospitals’ primary goal is to restore human health, hospital waste disposal is a major concern. Bio-medical waste has recently become a major source of worry for environmental law enforcement agencies, the media, and the general public, not only in hospitals and nursing homes (Ramesh et al. 2008). Bio-medical waste is generated in a variety of settings, including hospitals, laboratories, clinics, nursing homes, and medical, dental, and veterinary clinics. Some of these wastes pose major health and environmental dangers to people (Ramesh et al. 2008). Biomedical waste management has recently become a serious concern for hospitals, nursing homes, and the environment. The consequences of improper biomedical waste management have sparked global alarm, especially given its far-reaching implications (Mathur et al. 2012, Vasistha et al. 2018).

Medical waste has continued to pique public interest due to the health risks connected with human exposure to potentially hazardous wastes produced by HCEs (Adegbite et al. 2010). Although the treatment and disposal of hospital waste are intended to reduce hazards, secondary health risks may arise as a result of the release of harmful pollutants into the environment during treatment or disposal; improper handling of medical waste can have negative consequences and reduce the overall benefits of healthcare (David et al. 2014). According to a 2002 assessment of HWM procedures in 22 developing nations, 18 to 64 percent of HCEs do not use suitable waste disposal methods (WHO 2002). In developing countries like Nigeria, the most common difficulties associated with HWM are a lack of understanding of health risks, poor management practices, insufficient financial and human resources, and poor waste disposal control (David et al. 2014). Although considerable research has been done on waste creation, segregation, and disposal, there has been minimal focus on public knowledge of the possible dangers connected with medical waste and the need for staff protection in rural and semi-urban areas. There is currently a knowledge and practice gap among health professionals, which must be filled not only in the study area but also across the country (David et al. 2014). Poverty was identified by developed countries as a fundamental factor impeding African efforts to manage hazardous waste in an environmentally sound manner (Walter 2010, David et al. 2014).

MATERIALS AND METHODS

Afe Babalola University Multi-System Hospital, Ado -Ekiti was used as a case study as presented in Fig. 1. It is a 400-bed multi-system hospital that offers services such as Accident and Emergency, Surgery, Medicine, Pediatrics, Obstetrics, Gynaecology, Community Healthcare, Physiotherapy, Dental care, Fluoroscopy, Endoscopy, Colonoscopy, Gastroscopy, Bronchoscopy, Arthroscopy, Bone Densitometer, Pet-Scan, Nuclear Medicine, Echocardiography, ECG, and Treadmill Test, among others.

To effectively carry out this study, a field investigation was conducted in Afe Babalola University multi-system Hospital, Ado -Ekiti to obtain information such as the type of waste generated from each ward, the type of disposal, the time of disposal, the quantity of disposal, and so on. This information was used to analyze and characterize the profile of the HWM program adopted by the selected hospital for

Fig. 1: Afe Babalola University multi-system hospital (Field Study 2021).
their medical waste through site visits, and to complement the field investigation, a questionnaire will be administered.

**Low-Cost Medical Waste Incinerator Design**

The Low-Cost Medical Waste Incinerator is primarily based on modifications to the De Montfort Medical Waste Incinerator, Mark 9 designed by Professor D.J. Picken of De Montfort University, Leicester University, the United Kingdom over a period of about 8 years from 1996 to provide a low-cost and effective incinerator that could be built in almost any developing country and has been successfully applied in several African countries such as Burkina Faso, Kefalonia, and Kenya (Picken 2019, Picken et al. 2012).

The incinerator to be developed is a single chamber, Batch-fed (Manual feeding). Controlled air incinerator with waste loaded once at the start of the combustion cycle, followed by combustion, ash burnout, cooldown, and ash removal as shown in Figs. 2, 3 and 4.

**RESULTS AND DISCUSSION**

The following is a summary of the existing HWM practices from point of creation to the dumpsite:

1. No segregation and absence of color coding for HWM, all hospital waste is dumped into a special container at the point of creation.
2. The hospital cleaners carry the waste containers daily to the much larger bins outside the premises of the hospital.
3. The cleaning personnel with inadequate protective gear offload these larger bins onto an open truck together with municipal wastes collected at different points to be transported to the dumpsite.
4. The cleaning personnel offloads the open truck into an already-dug ditch for treatment with open fire.
5. As seen in the questionnaires, there has been some form of training given to staff (Both principal and non-principal) on hospital waste management.

The following are limitations of the existing HWM practices in the unnamed hospital (Figs. 5, 6, 7 and 8).

![Fig. 2: De Montfort medical waste incinerator schematic diagram.](image1)

![Fig. 3: De Montfort medical waste incinerator top steel frame.](image2)

![Fig. 4: De Montfort medical waste incinerator ash door and support.](image3)

![Fig. 5: A hospital bed which is a point of creation of medical waste (Field Study 2020).](image4)
1. The lack of color coding and segregation is a poor practice that does not adhere to the WHO Standards for hospital waste management because all wastes are treated almost equally, which is not the case.

2. The inadequacy of protective gear of the cleaning personnel is also of great concern as they could easily be injured and get infected during the handling process.

3. The use of an open truck used for handling both hospital and municipal waste shouldn’t be practiced. Trucks should be covered to prevent disease vectors such as flies and rats from accessing such wastes and transmitting it directly or indirectly to humans.

4. While using an open fire to treat wastes could help in some cases, doing so is not environmentally or ecologically friendly because the dump site is hidden behind homes, and smoke emissions can be harmful to people and pose concerns to both occupational and public health.

**Design of the Single Chamber Batch-Fed Controlled Air Incinerator**

The capacity of the incinerator and burning time is estimated from the quantity of waste load generated by the hospital using the equations developed by Walter (2010). No information was obtained on the quantity of waste generated per day by the Study Hospital because the study hospital is relatively new and is not operating at full capacity. It would be reasonable to infer that the hospital’s daily waste generation is underestimated, therefore an assumed value of 269 kg.day$^{-1}$.

**Determination of Incinerator Chamber Capacity**

The volume of waste at an optimum incinerator of 120 kg.hr$^{-1}$ is dumped in the incinerator as a heap with a parabolic shape and assumed to be 5m$^3$ and the following formulas are used to estimate the volume of the combustion chamber.

\[
\text{Volume of Combustion Chamber } (V) = L \times B \times H \\
V = 5m^3
\]

Length (L) to breadth (B) ratio = 1.5: 1
\[i.e. \ L = 1.5B\]

Height (H) = 1m (assumed for easy Incinerator operation and maintenance)
\[
\therefore 5m^3 = 1.5B \times B \times 1m \\
5m^2 = 1.5B^2 \\
B = 1.8m \\
L = 2.7m
\]

Combustion Chamber dimensions \(L \times B \times H = 2.7 \times 1.8 \times 1m\)

**Determination of Heating Value Of Material Input**

The Design Incinerator capacity was estimated at 120 kg.hr$^{-1}$. Based on a 30% waste load, it is assumed to have the following compositions (Olanrewaju et al. 2019).
1. Dry Tissue: 6%
2. Moisture: 21%
3. Ash: 3%

Table 1 gives the total heat value per hour for 30% of the waste load of 120 kg.hr⁻¹ (36 kg.hr⁻¹).

Based on a 70% waste load, it is assumed to have the following compositions (John & Swamy 2011).

1. Polyethylene: 21%
2. Polyvinylchloride: 2.1%
3. Cellulose: 36.4%
4. Ash: 10.5%

Table 2 gives the total heat value per hour for 70% of the waste load of 120 kg.hr⁻¹ (84 kg.hr⁻¹).

Total heat per hour of the waste load = 147,391.2 KJ.hr⁻¹ + 2,091,416.88 KJ.hr⁻¹
= 2,238,808.08 KJ.hr⁻¹

**Volume of Combustion Chamber to Achieve One Second Residence Time at 1100°C**

Incinerators are required to operate at a minimum residence time of 1s (residence time for gas Fumes) at operating temperature.

**Combustion of Kerosene**

Moisture (H₂O) at 1100°C temperature would exist in vapor (gaseous) form, hence the total quantity of vapor output is calculated as follows:

Total H₂O Mass = Total H₂O Mass Output from Combustion of Hospital Waste + H₂O from Combustion of Kerosene
= 152.12 kg.hr⁻¹ + 36.35 kg.hr⁻¹
= 188.47 kg.hr⁻¹

Molar Mass of H₂O (g.mol⁻¹) = 18 g.mol⁻¹

Amount of substance, n (mol) =

\[
\frac{\text{Mass of Substance (g)}}{\text{Molar mass of Substance (g/mol)}}
\]

Amount of H₂O (mol) = \(\frac{188.47 \text{ kg/hr} \times 1000}{18}\)

Amount of H₂O (mol) = 10,468.9 mol/hr

\[
V_{H_2O} = \frac{10.468.9 \text{ mol/hr} \times 8.20573 \times 10^{-5} \text{m}^3 \text{atm}^{-1} \text{mol}^{-1} \times 1373 \text{°K}}{1}
\]

\[
V_{H_2O} (\text{m}^3.\text{hr}^{-1}) = 1.179.48 \text{ m}^3.\text{hr}^{-1}
\]

\[
V_{H_2O} (\text{m}^3.\text{s}^{-1}) = 0.33 \text{ m}^3.\text{s}^{-1}
\]

Total Volume Requirement = \(V_{CO_2} + V_{N_2} + V_{H_2O}\)
= 0.17 m³.s⁻¹ + 1.49 m³.s⁻¹ + 0.33 m³.s⁻¹
= 1.99 m³.s⁻¹
≈ 2 m³.s⁻¹

Therefore, the active combustion chamber volume required to achieve one-second retention is 2m³. This active volume would be added to the calculated volume of the

<table>
<thead>
<tr>
<th>Component</th>
<th>Empirical Formula</th>
<th>Input [Kg.hr⁻¹]</th>
<th>HHV [KJ.kg⁻¹]</th>
<th>Total Heat [KJ.hr⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Tissue</td>
<td>C₄H₁₀O₅</td>
<td>7.2</td>
<td>20,471</td>
<td>147,391.2</td>
</tr>
<tr>
<td>Moisture</td>
<td>H₂O</td>
<td>25.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ash</td>
<td></td>
<td>3.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total (30%)</td>
<td></td>
<td>36</td>
<td>20,471</td>
<td>147,391.2</td>
</tr>
</tbody>
</table>

HHV (Higher Heating Value) sourced from (John & Swamy 2011)

<table>
<thead>
<tr>
<th>Component</th>
<th>Empirical Formula</th>
<th>Input [Kg.hr⁻¹]</th>
<th>HHV [KJ.kg⁻¹]</th>
<th>Total Heat [KJ.hr⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyethylene</td>
<td>(C₂H₄)ₓ</td>
<td>25.2</td>
<td>37,820</td>
<td>953,064</td>
</tr>
<tr>
<td>Polyvinylchloride</td>
<td>(C₂H₂Cl)ₓ</td>
<td>2.52</td>
<td>38,154</td>
<td>96,148.08</td>
</tr>
<tr>
<td>Cellulose</td>
<td>C₆H₁₀O₅</td>
<td>43.68</td>
<td>23,860</td>
<td>1,042,204.8</td>
</tr>
<tr>
<td>Ash</td>
<td></td>
<td>12.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total (70%)</td>
<td></td>
<td>84</td>
<td>99,834</td>
<td>2,091,416.88</td>
</tr>
</tbody>
</table>

HHV (Higher Heating Value) sourced from John and Swamy (2011).
combustion chamber (combustion chamber dimensions (L × B × H) = 2.7m × 1.8m × 1m).

The length and width of the combustion chamber are fixed, and the added height to the calculated height of 1m is calculated as follows.

\[ V = L \times B \times H \]

\[ 2 m^3 = 2.7m \times 1.8m \times H \]
\[ 2 m^3 = 4.86 m^2 \times H \]
\[ H = 2 m^3 ÷ 4.86 m^2 \]
\[ H = 0.4 m \]
\[ \therefore \text{Overall Height of Combustion Chamber} = 1 m + 0.4m \]
\[ = 1.4m \]
\[ \therefore \text{Minimum Combustion Chamber Dimensions} (L \times B \times H) = 2.7m \times 1.8m \times 1.4m \]

**Description of Primary Components of the Incinerator**

The design of the low-cost incinerator is a modification of the De Montfort Medical Waste Incinerator, Mark 9 where necessary upgrades and removals would be made after which a comparative analysis of both designs would be shown in subsequent sections of this chapter. The following are descriptions of key components of the incinerator.

Please note that during construction, measurements may vary, all measurements are to be verified and or modified during construction.

**Waste Frame**

The Waste frame is designed to the dimensions of the combustion chamber (L × B × H = 2.7m × 1.8m × 1m) which is the active portion of the incinerator chamber that houses the hospital waste when placed in the Incinerator. The waste frame is made of a steel frame covered with wire gauze (Fig. 9) to facilitate the movement of ashes through the gauze after combustion and easy removal after cooldown. The legs of the waste frame are constructed to a height of 0.23m (Fig. 9) to allow easy removal of ashes after cooling down.

**Combustion Chamber**

The combustion chamber consists of four zones (Fig. 10) bounded by the internal walls.

**Waste and combustion zone**

This is where zone the hospital waste occupies which was designed for in section 4.2.2 (L × B × H = 2.7m × 1.8m × 1m)

**Ash zone**

The height of this zone, 0.23 m which is also the height of the waste frame legs allows for easy flow and collection of ashes during combustion and after cooling down respectively.

**Combustion Fumes One-second Retention Zone**

The height of this zone is 0.43m and was designed (section 3.2.8) to allow for a minimum of one-second retention time of combustion fumes.

**Excess Air Zone**

An additional spacing of 0.46 m is provided on all sides of the waste and combustion zone to allow for excess airflow from both the primary and secondary air inlets and would also serve as an allowance for the maintenance of the incinerator (Fig. 10).

**Base Slab**

The base slab is a 6.21m x 5.31m, 150 mm thick concrete slab reinforced with DPC reinforcement (Fig. 11). The purpose...
Table 3: Stoichiometric oxygen requirement for combustion.

<table>
<thead>
<tr>
<th>Component</th>
<th>Combustion Equation</th>
<th>Stoichiometric Air Requirement Per kg of Waste [kg hr⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Tissue</td>
<td>C₅H₁₀O₃ + 6O₂ → 5CO₂ + 5H₂O</td>
<td>11.7</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>(C₂H₅)₂ + 3O₂ → 2CO₂ + 2H₂O</td>
<td>86.4</td>
</tr>
<tr>
<td>Polyvinylchloride</td>
<td>2(C₂H₂Cl)₂ + 5O₂ → 4CO₂ + 2H₂O + 2HCl</td>
<td>3.22</td>
</tr>
<tr>
<td>Cellulose</td>
<td>C₆H₁₀O₅ + 6O₂ → 6CO₂ + 5H₂O</td>
<td>42.3</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>143.62</td>
</tr>
</tbody>
</table>

of this base slab is to carry the weight of the walls and all of the other components of the incinerator.

**Internal Walls**

The internal walls are constructed using heat-resistant bricks or blocks. They are constructed over an internal perimeter of 3.7m × 2.8m (Fig. 12) making provisions for the primary and secondary air inlet, the combustion chamber, and the fume chamber, which would be explained in subsequent sections. The purpose of the internal walls is for the combustion process, and to house the hospital waste for combustion and ashes from the combustion process.

**External Walls**

The external walls are also constructed using heat-resistant bricks or blocks to an overall height of 1.63 m. They are constructed over a perimeter of 4.91 m × 4.01m (Fig. 12) also making provisions for the Primary and secondary air Inlet, the combustion chamber, and the fume chamber which would be explained in subsequent sections. An air gap clearance of 0.46 m (Fig. 12) is provided to serve as heat insulation to prevent direct human contact with the heat of the combustion and heat of the internal walls.

**Primary Air Inlet**

The primary air inlet is a rectangular crosssection of 3.55m × 0.7m (Fig. 13) The purpose of the primary air inlet is to allow for air to enter into the combustion chamber to facilitate the proper combustion of the Hospital waste.

**Secondary Air Inlet**

The secondary air inlet is a steel pipe of diameter 0.3m (Fig. 14). The steel pipe passes through both the external and
internal walls and would be placed after both the external and internal walls have been constructed. The purpose of the secondary air inlet is to allow for additional air to enter the combustion chamber to allow for the proper combustion of the waste.

**Top Slab**

The top slab is a 4.31m × 5.21m, 150mm thick with openings for connecting the Incinerator Operation and Maintenance door and the fume pipe (Fig. 15). The slab is precast and reinforced with DPC reinforcements after which it is placed on top of the walls after being underlain with mortar for firm placement.

**Operation and Maintenance Door**

The operation and maintenance door on the top slab is constructed in a rectangular opening of 2.7m × 2.8m (Fig. 15). The operation and maintenance door is created to allow for the manual feeding of the hospital waste into the combustion chamber. The operation and maintenance door is constructed directly over the waste frame in the combustion chamber to allow the hospital waste to be placed directly into the waste frame.

**Fume Pipe**

The fume pipe is a metal pipe of diameter 0.45 m and a standing height of 1.5 m (See Fig. 16) above the Top Slab. The purpose of the fume pipe is for the upward displacement of combustion fumes through a specific channel to the atmosphere or pollution control device.

**Particle Filter**

The particle filter is placed along the length of the fume pipe so that combustion fumes can pass through it and remove any tiny particles that could be hazardous to breathe in. (Fig 16).

**Fume PIPE and Support Stand**

They are constructed to hold the fume pipe firmly to prevent it from swaying.

**CONCLUSIONS**

This study shows a similar trend of HWM practices observed in Afe Babalola University multi-system hospital in developing countries, particularly in Africa which is characterized by the absence of segregation of medical waste from point of generation. HWM practices in most developing countries do not meet WHO standards due to the lack of segregation.

---

**Fig. 13:** 3-D Drawing of the Primary Air Inlet.

**Fig. 14:** 3-D Drawing of the secondary air inlet.

**Fig. 15:** 3-D Drawing of the top slab.

**Fig. 16:** 3-D Drawing of the fume pipe.
of medical waste at the point of generation, uncontrolled or open-air combustion of medical waste, collection and management of medical waste alongside municipal waste, use of inadequate protective equipment by the personnel involved in waste handling, open dumping of medical waste in un-engineered dump sites, and poorly designed incinerators if they exist for the collection, transport, and disintegration of medical wastes. There is a high risk of environmental pollution particularly air and groundwater pollution as well as a high public health risk as a result of these poor management practices. Looking at De Montfort’s design of a Low-Cost Medical Waste Incinerator, his design made no provisions for the quantity of kerosene to be used for the combustion of the medical waste. The combustion chamber’s capacity was determined primarily by the quantity of waste to be incinerated, essentially creating a controlled environment for the combustion of medical waste while neglecting the reactions of medical waste components with kerosene. Since it’s a kerosene-fueled incinerator, it’s the major cause of black smoke from the chimney. However, the design of this study takes into account the combustion interactions of kerosene with various components of medical waste and is based on a daily loading of waste. Hence it is significantly larger compared to De Montfort’s design although it retained certain features of his design such as the chimney/exhaust fume, access door for cleaning and maintenance of the incinerator, a concrete base, brick or sandcrete walls as well as openings/air inlets to allow for access air during combustion.

On completion of the design of the incinerator with an Incinerator capacity of 120 kg.hr⁻¹, the optimum kerosene to a medical waste ratio of 1 L of Kerosene: 3.7 kg of medical waste was determined; aside from initial construction cost, the cost of fueling daily to combust the design daily waste load of 269 kg.day⁻¹ would require about 73 L which would sum up to N25,550 daily or about N9.3 Million yearly which seems like a significant amount. But compared to the financial implications of the potential health risks on humans as well as pollution of the environment, far more funds would be needed to rectify such problems when they arise. The hospital would need to allocate a fixed amount of funds from income generated towards the effective management of its medical waste to meet WHO criteria, avoid the negative impacts of poor HWM procedures, and increase the international rating of the Hospital. This design is untested, further research would be required into the construction and quantitative assessment of the effectiveness of this incinerator. Both designs do not include air control devices for the fumes produced from combustion. A low-cost design that can be implemented is the design of wet scrubbers which is effective towards this end.

**RECOMMENDATIONS**

The state of HWM practices in developing countries especially in Nigeria needs a lot of improvement and the following
are recommendations for achieving an improved state of HWM practices in Nigeria.

1. The Nigerian Government should create and enforce laws eradicating the dumping of medical as well as municipal wastes in un-engineered dumpsites; specific dumpsites should be made available and providing fencing to ward off scavengers.

2. All waste-handling staff should and must be outfitted with full safety gear.

3. Regulatory bodies must impose segregation practices in all healthcare facilities from the point of creation to the final disposal site.

4. Ensuring strict compliance with WHO standards on the collection, transport, and disintegration of medical waste

5. Hospitals should adequately allocate both human and financial resources in all HWM operations

6. Regular training and orientation of all staff involved in HCEs on HWM practices
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ABSTRACT

Increasing globalization, industrialization, population, and burning of fossil fuels have been adversely affecting the environment for a long time. The consequences of the effects can be seen even within a short period of time in the current scenario. The air pollutants such as SO$_2$, NO$_2$, CO, and PM are the main contributors to the adverse health effects. Long-term and short-term exposure to pollutants may cause acute and chronic effects on the human body as they can enter deep into the organ and circulate in the bloodstream. The ultimate purpose of this review is to develop a quantitative perceptive of the existing state of facts about potential health effects concerning the dose-response relationship between exposure level of air pollutants and induced diseases. We have drawn around 376 scientific research papers on high-impact factors related to air pollution and health. These publications were analyzed with consideration of experimental methods, design, observations, and reports on the exposure through inhalation which may emulate the normal direction of exposure inside the human organs. The present study suggests the effects of epidemiological studies on associations between pollutant concentrations and human health. Most of the inferences evidenced the severe adverse effects of particulate matter (PM$_{2.5}$ & PM$_{10}$) on the respiratory and cardiovascular systems. Our present investigation reveals the health risk due to pollutants’ exposure to the vulnerable population anguishing with asthma, COPD, cardiovascular disease, diabetes, cancer (physiological diseases); dementia, depression, and stress (psychological diseases).

INTRODUCTION

Air pollutants are one of the major components of environmental pollution. The primary air pollutants released from the source such as biomass burning, vehicles, thermal power plants, etc. (Awadi 2018). NOx and VOCs react in the presence of sunlight and form highly reactive secondary pollutants. The reactions generate particulate and gaseous air pollutants and affect the health of children, the elderly, and vulnerable people adversely (Morakinyo et al. 2017). Source emission is increasing with increasing demands due to the rising population (Upadhyay et al. 2020). Increasing industrialization, urbanization, and vehicles emit injurious gases which form outdoor air pollution (Guarnieri & Balmes 2015). While biomass and fossil fuel burning generate indoor air pollution (Annesi-Maesano et al. 2013), may penetrate the respiratory tract and produce allergies. Indoor air pollution is more harmful as it covers less area and becomes more concentrated with the pollutants (Manisalidis et al. 2020). Weather conditions and geographical locations also affect the severity and dispersal of the pollutants (Khamutian et al. 2015). Recently, pollution, unlike London smog, was noticed in Delhi, which required emergency measures thus all smog emitters were temporarily shut down to control the emissions (Singh 2016). The air quality was noticed with heterogeneous characteristics due to variation in correlations between different criteria pollutants in Delhi. This variation might have been established due to significant PM$_{10}$ emissions from construction sites, thermal power plants, industries, and vehicles mainly during the summer season (Biswa et al. 2011, Barik et al. 2021). While a distinct seasonality was recorded in winter by observing the PM$_{10}$ concentration level of 200µg/m$^3$ in the residential area of Lucknow which is more than the prescribed level (60 µg.m$^{-3}$) of the central pollution control board. On the other hand, the concentrations of SO$_2$ and NO$_2$ were measured as 8 µg.m$^{-3}$ and 30 µg.m$^{-3}$ respectively which are in the range of permissible limits (Upadhyay et al. 2017). Cifuentes et al. observed respiratory issues in the patients due to the endotoxins formed through exposure to PM (65.5 µg.m$^{-3}$ PM$_{2.5}$ & 153 µg.m$^{-3}$ PM$_{10}$)
(Cifuentes 2019). While particulate matter combined with CO₂ (900-1500 µg.m⁻³) caused repeated respiratory issues enhanced by improper ventilation. Poor ventilation rapidly spreads the endotoxins due to limited area (Padhi et al. 2017) which deposits in the alveolar region of the lungs. The data showed that deteriorated air quality has become a severe issue that may cause non-communicable diseases that increase the risk to the health of 75% of the population (Schraufnagel et al. 2019). CO emission has greatly toxic effects on the sense organs which may cause numerous neuro-disorders. CO mixes with hemoglobin after entering the organism and may decrease the oxygen-carrying capacity across the system. People who had smoking habits were found as deficient in COHb (<5-10%) levels (Schimmel 2018). The patients exposed to high levels of NO₂ concentration (30-90 µg.m⁻³) for even short-term had severe lung damage, shortness of breath, and chest pains (Karaktasani et al. 2010). The long-term exposure to these patients may cause mortality due to asthma by 3.1% (Weinmayr et al. 2010) CVD by 69%, pulmonary diseases by 28% whilst the short-term exposure of a combination of PM₁₀, PM₂.₅ & NO₂ (56.3 µg.m⁻³, 29 µg.m⁻³, 41.8 µg.m⁻³) increased the respiratory hospital admissions at all age groups (Çapraz et al. 2017). Short-term combined exposure to PM, O₃, and high temperature caused diabetes mellitus, diagnosed by examining blood pressure (Hoffmann et al. 2012). High levels of PM₂.₅ (10-33 µg.m⁻³) exposure may cause an increase in blood pressure and myocardial oxygen demand. PM exposure induced more mortality due to respiratory and diabetes illness in 65-year-old persons (0.64%) than in the younger population (0.34%) (Zanobetti et al. 2014).

An air quality monitoring program covering 11 fitness centers in Lisbon reported high temperature, humidity, and pollutants concentrations. The visitors to fitness centers were diagnosed with respiratory tract infections (Ramos et al. 2014). High toxicity is attributed to acute infections in the lower respiratory tract (bronchi, bronchioles, and alveoli) and upper respiratory tract (nasopharynx, oro-pharynx, and hypopharynx) (Lelieveld et al. 2015). High concentration of SO₂ (65.7 µg.m⁻³) exposure increases mortality due to the effect on FEV and FVC (He et al. 2010). Lower FEV1 (54mL) indicated respiratory illnesses in all aged groups of people. Exposure to 3.9-4.13 µg.m⁻³ level of SO₂ caused allergy and acute respiratory inflammation in the young population (Alwahaibi & Zeka 2016). The present study is conducted to understand and infer the impact of pollutant concentrations on physiological as well as psychological disorders by analyzing their methodological approach, and diagnostic pattern, and reporting the results.

**MATERIALS AND METHODS**

**Measurement Techniques for Air Pollutants**

The foremost objective of the present study is to re-evaluate air pollutants’ impact on human health considering indoor and outdoor exposure for short-term and long-term duration causing acute and chronic illnesses. To achieve this aim, we have used the published data obtained through a wide range of pollutants samples measured by various techniques and health impact through diagnosis. The degree of pollution was measured by using modeling data and systematically measured data to determine the quantity and quality of the pollutants. The data for pollutants and health effects was compiled from 1960 to 2020, obtained from the research methods and results pertaining to the assessment of 24 hour-counts with respect to hours/minutes by different monitoring and diagnostic approaches. Then the averaged data was analyzed critically to find out the correlations of individual pollutants with physiological and psychological diseases. This section of this paper includes the measuring methods for criteria air pollutants (PM₁₀, PM₂.₅, CO, NO₂, SO₂) and their health impacts categorized as physiological diseases (chronic obstructive pulmonary disease, asthma, cardiovascular disease, diabetes, cancer) and psychological diseases (dementia, depression, and stress).

**Particulate Matter (PM₁₀ & PM₂.₅)**

The particulate matter was first measured in 1964 by using simple tools of statistics. Afterward, the methodological technique became advanced and stimulated good quality estimations (Halonen et al. 2011). About 70% of PM₂.₅ and PM₁₀ concentrations from vehicular sources can be estimated from Chemical Mass Balance (CMB) model with seasonal variations in the city of Mangalore (Kalaiarasam 2018). The concentration level for 24-hour PM₁₀ was measured through poison regression analysis and gravi-metric filter-based methods along with weather parameters (Achilleos 2016). The evaluation of concentration levels of particulate matter through regression analysis against hospital admissions revealed that respiratory illness was the reason for increased cases. The researchers also used another technique i.e. Lung Dose Evaluation Programme (LUPED) model to measure the concentrations of PM (PM₁₀, PM₂.₅, and PM₁). The LUPED model measures the endotoxins deposition inside the cellular regions of the respiratory tract and the rate of breathing (Padhi et al. 2017). PM is also measured by low pressure three cascade Dekta coil impactor (www.dekati.com).

**Carbon Monoxide (CO)**

The CO concentration level was observed first time in neu-
ropathy analytical studies through CT and MRI during the 1970s. Presently, CO estimation has been developed and the toxicity can be diagnosed through electrocardiography by using COx multivariate proportional hazards such as COHb levels, age, exposure duration, smoking habits, etc. to examine the acute myocardial Infarction (AMI) (Kaya et al. 2016). The CO effects were examined through a simple questionnaire, CH²OPD² (community, home, hobbies, occupation, personal habits, diets & drugs) to get the historical exposure data (Abelsohn et al. 2010). The capillary gas chromatography, mass spectroscopy along with HP mole sieve plot column was used to analyze the blood sample of headspace and correlated between CO exposure and COHb levels through regression models. The results revealed an elevated level of COHb concentration with the rise in CO level (Rudra et al. 2010). The CO toxicity level in blood samples of two groups of 30-40 year aged people was measured through the Mann-Whitney U test and spectrophotometer (Nair et al. 2017).

**Nitrogen Dioxide (NO₂)**

Earlier the health effects due to NO₂ exposure have been diagnosed in tissue through various techniques such as culture cells and regression models (Gezerman & Çorbacoğlu 2018). Recent studies on the association between air pollutants and chronic airway disease and cardiopulmonary diseases (asthma, idiopathic pulmonary fibrosis, etc.) have established diagnostic development (Conti et al. 2018). The effect of NO₂ was diagnosed with a decrease in lung functioning parameters such as FVC and FEV1 in adults (Cole-Hunter & de Nazelle 2018).

**Sulfur Dioxide (SO₂)**

The simple questionnaire survey was used to examine breathing patterns of the responsiveness of SO₂ (Vahlsing & Smith 2012), the survey resulted in the need for some diagnostics in the tissues. Epithelial tissue injury due to SO₂ exposure was found through the biological marker in compound mucous cilia (Koenig 2016). The Elisa-based method was used to analyze the impact of SO₂ on health by observing inflammatory markers, fibrinogen, oxidative stress, and coagulation factors (Chuang et al. 2007). The correlation between SO₂ concentration (10 µg.m⁻³) and Fev1 (54ml) revealed lung functioning at a lower rate. Rajeswari reported pulmonary function test, thyroid profile, and absolute eosinophil count among male petrol pump workers to determine SO₂ toxicity (Rajeswari 2019). While Russell’s analysis with regression modeling was used to find out the linkage between emissions of NO₂, SO₂, PM, and meteorological factors (Russell 2018).

**Classification of Diseases**

Air pollutants are one of the most crucial contributors of the environment to the burden of disease. It is an important health risk factor for major non-communicable diseases. The efficiency of the pollutant concentration may be modified due to increasing population and industrialization which may affect even in a short period of time. Research reveals the linkages between several serious diseases among various age groups and air pollution. Based on the efficiency of the diseases, we have classified them into two categories namely physiological diseases and psychological diseases. The health effects due to individual air pollutants are discussed here under these two categories.

**Association of the Pollutants with Physiological Diseases**

Diseases of the respiratory system are often evident by one or more symptoms that can be easily acknowledged. The presence of a meticulous symptom or a set of symptoms facilitates identifying an underlying disease in the respiratory system. We have reviewed several epidemiological studies in which the prevalence of respiratory symptoms has been assessed to obtain an insight into the occurrence of physiological diseases due to pollutants are CVD, COPD, asthma, diabetes, and cancer.

**PM₁₀/PM₂.₅ and Associated Physiological Diseases**

The PM exposure caused pulmonary inflammation and activates systemic hypercoagulability which increases the heart rate. Rising heart rate may become the sequel reason of myocardial infarction, heart attack, and mortality due to CVD (Lin et al. 2017, Chang et al. 2014). The women in the postmenopausal phase had suffered from obesity and found 76% increased mortality risk due to CVDs, they have regularly been exposed to10 µg.m⁻³ PM exposure (Miller et al. 2012). The associations of PM₁₀ (23 µg.m⁻³) and CO (1.66 µg.m⁻³) concentrations increased the cases of CVD by 2.8%. PM exposure causes a remarkable elevation in C-reactive protein (CRP), a protein produced by the liver that indicates inflammation, breast cancer, and CVD (Chandrasekhar 2014). The long-term air pollutants’ exposure may cause hypercoagulability and thrombosis; which occur due to unfavorable effects on PT, ATTP, CRP, and tissue-type plasminogen activator (tPA), etc. (Mohammadi et al. 2016). Möller et al. reported that long-term exposure to a combination of PM₁₀ and NO₂ decreased lung volume and airway resistance in children (Mölter et al. 2013). High levels of PM₁₀ (10 µg.m⁻³) increased by 0.72% increasing the CHF admission rate, while short-term exposure of 10 µg.m⁻³ PM₂.₅ increased by 13% cases of CHF, ischemic stroke, and
cerebrovascular diseases (Wellenius et al. 2012). Fine and ultra-fine particles reach the blood by entering deep into the alveoli of the respiratory system and then into cellular regions and lymph nodes. Long-term traffic exposure to PM$_{2.5}$ (45.38 µg.m$^{-3}$) and PM$_{10}$ (80.07 µg.m$^{-3}$) indicated the rising levels of InterLeukin-6 expression, fibrinogen, TNF-alpha, Soluble platelet selectin, t-Hcy, CIMT, PA-1, t-PA; that may be the cause of respiratory and cardiovascular diseases (Bauer et al. 2010, Wu et al. 2016). The association of PM$_{10}$, NO$_2$, and CO at low concentration levels caused rising cases of allergic rhinitis (AR), whereas short-term exposure to PM$_{10}$ & SO$_2$ association revealed elevated levels of FVC and FEV1 (Chen et al. 2016). The concentration level of 10 µg.m$^{-3}$ PM$_{2.5}$ was found to be associated with high ERV1 (Xu et al. 2016).

Exposure to PM$_{2.5}$ has adverse effects on glucose tolerance, insulin activity, and blood lipid concentration which may cause type-2 diabetes (Chen et al. 2016). A study revealed that long-term exposure to PM$_{2.5}$ and/or in combination with NO$_2$ may be an attributable factor to the risk of diabetes melitus and hypertension (Bowe et al. 2018). Consequently, blood pressure and body mass index increased and resulted in obesity, CVD, respiratory diseases, and cancer even non-smokers may also be affected (Hansen et al. 2016, Katanoda et al. 2011). Exposure to PM$_{2.5}$ and NO$_2$ may increase HbA1C levels which is the reason for misbalancing glucose metabolism (Qiu et al. 2018).

**CO and Associated Physiological Diseases**

The poisonous gas, carbon monoxide mainly emitted from transportation means. Its exposure may cause an adverse impact on health such as severe headache, dizziness, CVD, premature births, low birth weight in infants, etc. The CO binds with hemoglobin (Hb) through the cell affinity of an oxygen molecule called hypoxemia. Hypoxemia restrains the oxygen binding capacity which may stimulate gasometrical and respiratory problems (Anand et al. 2017). A positive association was observed between Serum Ischemia modified albumin (diagnostic biomarker in blood COHb) and CO poisoning (Veronesi et al. 2017). The CO mixed with a low concentration of blood plasma was reported to have a high rate of morbidity and mortality due to a misbalance of the bilirubin which increases the risk of ischemic heart diseases, CAD-related diseases, and arteriosclerosis (Chi et al. 2013). The COex is a simple surrogate biomarker related to wealth consequences. Exposure to CO concentration increased the level of COex and increased the risk of myocardial infarction and respiratory infections in smokers (Zhang et al. 2013). A combination of exposure to CO, NO$_2$, and PM causes inflammation, COPD, exhaled CO may increase the risk of stroke, cardiovascular issues, hypertension, anemia, and metal concentration, etc. (Nayor et al. 2016). The association of NO (0.9ppm for 8hrs; 6.0%) and NO$_2$ (5.1 ppb for 24 h, 6.9%) enhances the risk of cardiac issues whereas the low concentration of CO showed severe cases of COPD (Yang et al. 2011). Exposure to CO and O$_3$ also observed a rise in COPD and asthma cases in hospitals (Khamutian et al. 2015). The roadside workers were reported with some issues such as depression, forgetfulness, tidiness, fatigue, respiratory illness, high pulse rate, etc. while exposed to higher concentrations of CO (Mathur et al. 2017). Meteorological changes with CO exposure may cause coronary issues and heat stress which indicate the risk of CVD (Almendra et al. 2017). CO exposure during long and short-term reported inflammation due to rising WBC counts and ferritin (Lee et al. 2018).

NO$_2$ deeply penetrates the peripheral bronchi and causes mild and moderate asthma (Greenberg et al. 2017). Exhaled nitric oxide (eNO) increase neutrophilic inflammation in asthmatic person by reducing airway acidification & resistance and lung function (Zhang et al. 2013). Increased asthma visits were reported in the cold season while high annual mean temperatures were reported to enhance the risk of asthma and rhinitis due to NO$_2$ exposure (Abe et al. 2009, Weaver & Gauderman 2017). An association between NO$_3$ exposure and pollen was found with elevated emergency admissions of asthma (Galán & Simón 2015). The two-pollutant model concluded the CVD effects and inflammation, diagnosed through the measurement of the bow-like biomarkers and hsCRP (high sensitivity C-reactive protein) (Wu et al. 2016).

Short-term vehicular NO$_2$ and other pollutant emissions promote mortality due to cardiovascular and respiratory issues, and lung cancer (Atkinson et al. 2016). The association of NO$_2$ and CO exposure was linked with a 2-3% increase in COPD hospitalizations (Peel et al. 2005). The short-term exposure to NO$_2$ associated with PM$_{10}$/ O$_3$ caused acute lower lung function indicated by Fev1 measurements (Nkosi et al. 2016). Exposure to vehicular NO$_2$ emission caused diabetes mellitus even in healthy non-smokers (Coogan et al. 2012). Short-term exposure to NO$_2$ (2.67%) indicated increased CVD and diabetes (3.5%) (Goldberg et al. 2013). NO$_2$ exposure with a concentration of 5 µg.m$^{-3}$ in Taiwan caused rising levels of FBG and HbA1C (Honda et al. 2017). While the combination of PM and NO$_2$ exposure caused the risk of increased diabetes through the C3c marker used in the inflammation process (Krämer et al. 2010). The NO$_2$ with PM long-term exposure may cause mortality due to chronic diseases such as CVD and diabetes (Bowe et al. 2018).

**NO$_2$ and Associated Physiological Diseases**

NO$_2$ deeply penetrates the peripheral bronchi and causes mild and moderate asthma (Greenberg et al. 2017). Exhaled nitric
oxide (eNO) increase neutrophilic inflammation in asthmatic person by reducing airway acidification & resistance and lung function (Zhang et al. 2013). Increased asthma visits were reported in the cold season while high annual mean temperatures were reported to enhance the risk of asthma and rhinitis due to NO₂ exposure (Abe et al. 2009, Weaver & Gauderman 2017). An association between NO₂ exposure and pollen was found with elevated emergency admissions of asthma (Galán & Simón 2015). The Two-pollutant model concluded the CVD effects and inflammation, diagnosed through the measurement of the bow-like biomarkers and hsCRP (high sensitivity C - reactive protein) (Wu et al. 2016). Short-term vehicular NO₂ and other pollutant emissions promote mortality due to cardiovascular and respiratory issues, and lung cancer (Atkinson et al. 2016). The association between NO₂ and CO exposure was linked with a 2-3% increase in COPD hospitalization (Cheng et al. 2018). The short-term exposure to NO₂ associated with PM₁₀/ O₃ caused acute lower lung function indicated by Fev1 measurements (Nkosi et al. 2016). Exposure to vehicular NO₂ emission caused diabetes mellitus even in healthy non-smokers (Coogan et al. 2012). Short-term exposure to NO₂ (2.67%) indicated increased CVD and diabetes (3.5%) (Goldberg et al. 2013). NO₂ exposure with a concentration of 5 µg.m⁻³ in Taiwan caused rising levels of FBG and HbA1C (Honda et al. 2017). While the combination of PM and NO₂ exposure caused the risk of increased diabetes through the C3c marker used in the inflammation process (Krämer et al. 2010). The NOₓ with PM long-term exposure may cause mortality due to chronic diseases such as CVD and diabetes (Bowe et al. 2018).

**SO₂ and Associated Physiological Diseases**

The meteorological conditions alter the ambient SO₂ concentration. A high concentration of SO₂ exposure may cause adverse health effects such as breathing problems, airway inflammation, asthma, cardiac issues, psychiatric alterations, etc. Mild optic astha, high plasma viscosity, and low CBU (Cumulative breath units), Fev1, and FVC levels were reported in people exposed to SO₂ (200 ppb) and NO₂ (400 ppb) under meteorological conditions (Greenberg et al. 2017). The association of SO₂ with PM caused elevated blood pressure and lipid peroxidation, which altered the antioxidant enzyme activities (Kocamaz et al. 2012) and the risk of morbidity due to neuronal dysfunction and COPD (Tingting et al. 2017). The mortality due to lung cancer and respiratory issue was reported in Japan and Stockholm with high annual mean concentration levels of SO₂ (Katanoda et al. 2011). SO₂ exposure also stimulates the action of endogenous 2-AG which suppresses the inflammation associated with microvasculature dysfunction and brain inflammation (Greenberg et al. 2017). NOₓ and SO₂ exposed women having early pregnancy and preconception may be affected by gestational diabetes mellitus (Robledo et al. 2015). The association of PM₁₀, SO₂ & NO₂ exposure causes elevated FBG levels and lipid levels including low-density lipoprotein cholesterol, total cholesterol, triglycerides, etc. which indicate diabetes risk (Wang et al. 2014).

**Association of the Pollutants with Psychological Diseases**

The efficiency of psychological behavior is measured in terms of stress or depression. Psychological behavior influences humans in twin folds: unhappiness, self-suffering, awful confrontations, depressing feelings, and various other sentiments that cause depression. Mainly adults are suffering from the symptoms of depression which are linked with hypotension and low lipid level. The study on the effect of air pollution on human behavior began in 1970. Further research on the relationship between air pollutants and human behavior may vary conceptually. Exposure to the high concentration level of particulate and gaseous air pollutants affects the process of psychology adversely which stimulate stress. This stress may proceed as a disruptive environmental pollutant which may create psychological issues in humans. This issue has been focused very less therefore; we decided to observe the air pollutants’ effect on psychological as well as physiological diseases. This section includes the effect of PM₂.₅, PM₁₀, SO₂, NO₂, and CO on stress, dementia, and depression.

**PM₁₀ & PM₂.₅ and Associated Psychological Diseases**

Exposure to SO₂, NO₂, PM₂.₅, PM₁₀, and CO has been reported as a factor to enhance depression with the risk of asthma, CVD, diabetes, etc. (Hazlehurst et al. 2018). Individuals suffering from CVD were tending to have a 10.1% increase in stressful suicidal threats and 6.7% in dementia, and depression at 0-45 depression scales due to PM₂.₅ exposure (Pun et al. 2017, Kim et al. 2010). A recent study revealed the strong correlation of PM₂.₅ exposure with stress-induced toxicants based on gender, age, demographic, and socioeconomic status. The lung structure with its function and its immune function can be adversely impacted by stress (Sass et al. 2017). An erectile dysfunction, a sign of psychological stress was observed in people due to air pollutants exposure. The measurement of some blood markers such as IgE, interleukin-5, and interaction beta indicated chronic stress in asthmatic children (Cheng et al. 2018). Long-term association of PM₁₀ and O₃ exposure pollution caused dementia, mild cognitive impairment and Alzheimer’s indication, and other psychological disorders (Oudin et al. 2016). However, emission from traffic exposure with APOE decreases cognitive impairment (Schikowski et al. 2015). The psychosocial
stress may be caused due to the secretion of plasma and adrenocorticotropic hormone (ACTH) which is enhanced by air pollution exposure (Cordella & Poiani 2003). The ambient pollutants may influence the risk of suicidal tendencies in people who are maintaining low social-economic status (Lee et al. 2018).

**CO and Associated Psychological Diseases**

High levels of pollutants emitted from diesel revealed the symptoms of acute psychological stress (Laumbach et al. 2011). The study on vehicular emission (NO\textsubscript{2} and CO) exposure reported a significant increase in the cases of dementia in Taiwan (Chang et al. 2014). An impaired cognitive behavior was observed due to the combination of HBO\textsubscript{2} (Hyperbaric Oxygen) and CO concentration (Weaver et al. 2007). The number of emergency hospital visits was also reported as a strong positive correlation between CO level and meteorological parameters (Szyszkowicz et al. 2016). The rural women were observed with increased depressive symptoms due to the CO emission from kerosene stoves resulting in higher cognitive impairment (Banerjee et al. 2012). This study also corroborates with cognitive impairment diagnosed in 43 years aged women due to exposure to high CO concentration (Mayer 2000).

**NO\textsubscript{2} and Associated Psychological Diseases**

Exposure to elevated concentration levels of air pollutants may cause stress due to neurological imbalance. The stress may disturb the parasympathetic activity which may cause inflammation. A questionnaire survey revealed that exposure to NO\textsubscript{2}, PM\textsubscript{2.5} & PM\textsubscript{10} caused depression in people (Zijlema et al. 2016). The women were diagnosed with more severe depression than men due to the concentration level of 10 \( \mu \text{g.m}^{-2} \) NO\textsubscript{2} (Vert et al. 2017). Chang et al. conducted a population-based survey and found that the people were suffering from dementia due to NO\textsubscript{2} and CO exposure (Chang et al. 2014). The hereditary effect was noticed for decreasing lung function due to NO\textsubscript{2} exposure through the analysis of non-smokers (Shankardass et al. 2015). Elevated temperature with rising NO\textsubscript{2} concentration caused the risk of suicidal tendencies. A low level of gaseous air pollutant exposure may also report increased cases of psychiatric disorders along with the increased risk of suicidal distress (Oudin et al., 2018). The infants exposed to NO\textsubscript{2} were reported with inverse effects on mental development during prenatal and postnatal periods (Lertxundi et al. 2015).

**SO\textsubscript{2} and Associated Psychological Diseases**

The record revealed the impact of air pollutants exposure on physiological coordination and resulted in mood distortions and stress. Short-term SO\textsubscript{2} exposure was reported with a high risk of depressive mood followed by chronic stress (Wang et al. 2014). Exposure to elevated concentrations of PM\textsubscript{10}, SO\textsubscript{2} & NO\textsubscript{2} affected pregnant women in the winter season and diagnosed with PSS 75-100 scores which indicate severe depression. The people exposed to high concentrations of PM\textsubscript{2.5}, BC, and SO\textsubscript{4}\textsuperscript{2-} were caused a high perceived stress scale (PSS) score (Mehta et al. 2015). The linkages of mechanisms between air pollutant levels and suicidal loss increase the depression probability (Lin et al. 2017). The air pollution exposure was measured and analyzed between prenatal and postnatal periods and the results indicated parental stress may cause the probability of childhood asthma (Deng et al. 2018). A recent study reported post-surgery cognitive disorder, which is an indication of dementia (Che et al. 2017).

**RESULTS AND DISCUSSION**

**Description of Study Material**

We have accessed a total of 369 high-impact factor research articles to carry out this review analysis. The articles having incomplete information, repetitive and outdated observations (n=82), and unknown time duration (n=02) were excluded. The remaining research papers for considering the study were 285. Further 60 papers out of 285 were excluded based on mislaid data for morbidity, mortality, sex, and age, related to diseases categorized as physiological and psychological diseases. Thus a total of 225 research articles were sorted out for this study. Regarding the number of patients, out of the records of 23 years (1997-2020) international publications which reported insufficient patients were excluded (n=22). The number of remaining patients (7781054) was integrated into the analysis. A primary cohort of 2754056 patients includes a record considering the effect of air pollution concentration levels on different age group populations. The methodology and results about the impact of air pollution in terms of physiological diseases (2088092 patients) and psychological diseases (665975 patients) were incorporated into the study for an efficient outcome. Figure 1 shows the detailed flow diagram for the description of the study material.

**Authors’ Interpretation of Systematic Evidence**

We have downloaded more than 200 peer-reviewed international research articles for interpretation based on analysis (all the considered articles are not included in the reference section of this study). Out of those, 50 research articles about each pollutant (PM\textsubscript{2.5}, PM\textsubscript{10}, CO, NO\textsubscript{2} & SO\textsubscript{4}\textsuperscript{2-}) and associated diseases were taken into account. We have simplified the complex health effects due to air pollution exposure by classifying them into two groups of diseases-physiological...
diseases and psychological diseases. Physiological diseases refer to CVD, COPD, asthma, diabetes, and Cancer, whereas psychological diseases include dementia, stress, and depression. Direct or combined exposure to air pollutants may cause physiological diseases. While psychological diseases occurred as a consequence of physiological disorders. The air pollutants cause direct or indirect effects on endocrine glands, deteriorate hormonal coordination, and may cause neuropsychological diseases. The mortality and morbidity due to short-term and long-term exposure to air pollutants and their acute and chronic effects have also been examined. Over the years trends for concentration levels of air pollutants, and associated age-wise effects on diseases were analyzed for critical assessment. The patterns helped us to analyze and realize the crucial interpretation for this study.

An overview of the diseases across the globe is shown in Fig. 2a. The figure depicts the hospital admissions for the physiological diseases that occurred due to air pollutants’ direct and indirect exposure. The highest hospitalization was more than 50% for COPD cases associated with 40 µg.m⁻³ PM₁₀ exposure and more than 15% of COPD cases were associated with 50 µg.m⁻³ PM₂.₅ exposure. About 50% of cases of cancer were associated with 35 µg.m⁻³ PM₁₀, 20 µg.m⁻³ PM₂.₅ & 40 µg.m⁻³ SO₂ exposure. More than 30% of cases of diabetes were associated with 30 µg.m⁻³ CO exposure and found as the fourth highest disease as per our analysis. PM₁₀ is again the key contributor to 15% of cases of asthma, however, more or less all five air pollutants were found to be responsible for asthma. CVD hospitalizations with more than 20% cases were associated with 20 µg.m⁻³ SO₂ concentrations.

Figure 2b shows the effect of pollutants’ exposure on hospitalizations due to the cases of psychological diseases pertaining to the direct and/or consequences of other ailments. CO (30 µg.m⁻³) and SO₂ (35 µg.m⁻³) were observed as the key contributors to more than 50% of cases of dementia. Even a low concentration of CO (5 µg.m⁻³) was associated with more than 50% of cases of depression but it is the major contributor to depression. PM₂.₅ (15 µg.m⁻³) and SO₂ (15 µg.m⁻³) are the second leading contributors associated with 25% of cases of depression. NO₂ is also a notable contributor to depression as the stress was allied with 40% of cases due to PM₁₀ (35 µg.m⁻³), 30% NO₂ (13 µg.m⁻³), and 20% of cases due to SO₂ (15 µg.m⁻³) concentrations. PM₁₀ is the major air pollutant that was alone associated with 40-50% of cases of all three types of psychological diseases. However,
PM$_{2.5}$ is the least contributor associated with 15% of cases of psychological diseases.

We have accessed a total of 369 high-impact factor research articles to carry out this review analysis. The articles having incomplete information, repetitive and outdated observations (n=82), and unknown time duration (n=02) were excluded. The remaining research papers for considering the study were 285. Further 60 papers out of 285 were excluded based on mislaid data for morbidity, mortality, sex, and age, related to diseases categorized as physiological and psychological diseases. Thus a total of 225 research articles were sorted out for this study. Regarding the number of patients, out of the records of 23 years (1997-2020) international publications which reported insufficient patients were excluded (n=22). The number of remaining patients (7781054) was integrated into the analysis. A primary cohort of 2754056 patients includes a record considering the effect of air pollution concentration levels on different age group populations. The methodology and results about the impact of air pollution in terms of physiological diseases (2088092 patients) and psychological diseases (665975 patients) were incorporated into the study for an efficient outcome. Figure 1

![Fig. 2a: Overall outline of hospital admissions due to physiological diseases and associated concentration levels of PM$_{2.5}$, PM$_{10}$, CO, NO$_2$ & SO$_2$.](image1)

![Fig. 2b: Overall outline of hospital admissions due to psychological diseases and associated concentration levels of PM$_{2.5}$, PM$_{10}$, CO, NO$_2$ & SO$_2$.](image2)
Age is one of the important factors for measuring the degree of severity of the disease. The severity of the disease for diverse groups based on age versus hospital admissions due to physiological and psychological diseases is shown in figure 3. We have classified 6 major age groups (0-15, 15-30, 30-45, 45-55, 55-65 & >65). There were 60% cases of asthma, 30% COPD, and 10% cancer cases found to be associated with the age group of ≤15 years which is very sensitive mainly for children. The adult set of age (15-30 years) was associated with all diseases prominently except diabetes. However, 35% of cases of diabetes in the age group of 55-65, 45% of cases of CVD with >65 years, and 35% of cases of cancer were found in the >65 age group.

As per our study, psychological diseases prevail in the age group of ≥65. This age group is mostly suffered from dementia (≤ 50%). The age group of 30-45 is the main age group that is burdened with stress, while the >65 age group was found with high depression. The age group of 30-45 was more affected by stress levels that decreased as an increase in age was observed (45<55<65< above 65 years).

CONCLUSION

The inference of this study from the data analysis of five air pollutants’ concentrations versus five physiological and three psychological diseases will be an indication for further studies on diverse characteristics related to possible causes of impact. The study also provides an overview to categorize the strength of diseases for vulnerable population groups. It was observed that particulate matter (PM$_{10}$ & PM$_{2.5}$) is the main contributor to all types of respiratory diseases. There is more than enough work done on the impact of PM$_{10}$ and PM$_{2.5}$ concentrations on physiological diseases, thus psychological diseases require more consideration. PM$_{10}$ alone is the main pollutant that causes approx. 40%-50% cases of psychological diseases, whereas surprisingly PM$_{2.5}$ with only 15% cases is the least contributor for psychological diseases. Among all five air pollutants, CO evidenced minimum effectiveness for cancer and CVD cases but highly effective for depression followed by PM$_{2.5}$ and SO$_2$. NO$_2$ was found to be a prominent cause of hospital admissions due to COPD and the second largest contributor to depression also. Adults are suffered from stress and increasing order of PM$_{10}$, NO$_2$, and SO$_2$ concentrations are responsible for stress. There are less data available for the effects of air pollutants on psychological diseases thus more rigorous research work is required for decisive health effects.

ABBREVIATIONS

- APOE: Apolipo protein E
- CB1 &CB2 Receptors: Cannabinoid receptors
- COAD: Chronic Obstructive Airway Disease
- Coex: Exhaled Carbon monoxide
- CoHb: Carboxy Hemoglobin
- ERV$_1$: Expiratory reserve volume 1
- FBG Levels: Fasting Blood glucose levels
- FEV: Forced Expiratory Volume
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ABSTRACT

A study and spatiotemporal radiological characterization of water for human use and consumption in the main rural populations of the center of the State of Veracruz was carried out, covering 22 municipalities. The objective was to estimate the annual effective dose as a function of the concentration of gross alpha and beta activity. For this purpose, a low background proportional flux detection system calibrated with NIST-traceable radioactive standards was used. Sampling included only wells, springs, and lagoons in rural areas that supply water to these populations. The decision was based on the fact that these do not have a physicochemical treatment and was carried out during the dry and rainy seasons, which became factors of impact on the radiological material. The analysis included the results of 195 samples from 22 municipalities which showed ranges in the gross alpha of 0.052-0.95 BqL\(^{-1}\) with a mean of 0.376 ±0.101BqL\(^{-1}\) and a gross beta of 0.034-1.48 BqL\(^{-1}\) with a mean of 0.389 ±0.108 BqL\(^{-1}\). The comparison of the values obtained with respect to those of other countries and their complement with analysis of variance showed that there was a significant difference, particularly, for the results of gross alpha in the municipality of Alto Lucero de Gutiérrez Barrios and gross beta in Nautla and Tecolutla in dry and rainy seasons (at a probability of p≤0.05 with the Tukey-Kramer HSD statistical test). A correlation between gross alpha and gross beta was also performed with an r of -0.18 and -0.44 in dry and rainy seasons. This means that among the radionuclides, the major sources of beta radiation are uranium and thorium decay series radionuclides. For the determination of gross alpha, the municipalities in the mountainous zones showed lower values of this activity than the municipalities in the coastal zone. Gross alpha activity values of 0.95 ± 0.11 BqL\(^{-1}\) were detected in the municipality of Alto Lucero de Gutiérrez Barrios in the locality of Arroyo Agrio, which exceeded the limit of the Official Mexican Standard.

INTRODUCTION

While water is an essential element for the life of all living beings on the planet, it is also a fundamental human right (Rickert et al. 2016). It is estimated that the composition of water on planet Earth is 97.5% saline and only 2.5% corresponds to fresh water; of that 2.5%, almost 30% is groundwater, 70 % is in glaciers and other snow layers, and only less than 1 % is surface water found in rivers, lakes and other bodies of water (CONAGUA 2011). The above confirms that little water is applied for human consumption and use and that it meets the requirements and quality from the sanitary point of view. Including chemical, physical and biological factors; highlighting that radioactivity is a physical factor; taking into account that the monitoring of radioactive contamination has been established in several laws. All of this is a result of the citizenry’s interest sparked by related human activity and accidents such as Chernobyl and Fukushima. This highlights the significance of population-wide water and food consumption being monitored for radioactivity.

According to data from the United Nations Scientific Committee (UNSCEAR 2000), the population of the planet receives a per capita radiation dose of 2.8072 mSv, of which 2.4 mSv are due to natural background, and 1.2 mSv are received through inhalation and 0.3 through ingestion. Despite this, studies of measurements made in Germany show that the average annual radiation exposure for children is 0.047
In Ghana, the radiation levels are within the natural background radiation levels found in the literature (Faanu et al. 2014), as does Serbia (Jankovic et al. 2012).

In Pakistan, the values of mean concentrations of $^{226}$Ra, $^{232}$Th, and $^{40}$K, were 11.3±2.3, 5.2±0.4, and 140.9±30.6 mBqL$^{-1}$ (Fatima et al. 2007). In Kazakhstan, the calculated effective doses for adults resulting from consumption of the investigated waters are in the range from 1.0 to 18.7 μSv per year. These doses are lower than the WHO and IAEA reference value (100 μSv per year) for drinking water. (Yamamoto et al. 2010). In Tunisia, water analyses were found to be below the reference levels (Gharbi et al. 2010).

In South Africa, the minimum and maximum gross alpha activity obtained was 0.0041 BqL$^{-1}$ and 0.0053 BqL$^{-1}$ respectively, while the minimum and maximum gross beta activity obtained from the water samples was 0.0083 BqL$^{-1}$ and 0.0105 BqL$^{-1}$ respectively. The reference level used in this country of 1.38 BqL$^{-1}$ for gross beta activity (Madzunya et al. 2020).

In Ghana, the radiation levels are within the natural background radiation levels found in the literature (Faanu et al. 2014).

**MATERIALS AND METHODS**

**Study Area**

The state of Veracruz measures approximately 71,826 km$^2$ and has a population of approximately 8,062,579 as of 2020 (INEGI. 2020). West Longitude (98°40'53.40" , 93°36'28.44") , North Latitude (17°08'13.20" , 22°28'18.48" ) 22 municipalities (Fig. 1).

**Water Sampling**

The samples were collected in rural areas of the central part of the state of Veracruz A total of 195 samples were collected in 22 municipalities, in dry and rainy seasons, where the different types of soil in the center of the state were considered. This was based on the fact that Veracruz is a state with a great diversity of types of geomorphology since it has been from coastal plains to significant mountains. To correctly locate the points, a Garmin GPS was used (GPSMAP64) and it was corroborated with UTM coordinates for geopositioning. The water was collected from supply sources such as aquifers, springs, and wells, using 3.7 L plastic containers with lids and covers, previously washed and rinsed with distilled water, then dried and marked with the sampling guide. The procedure for collecting the water was carried out according to the standard, fulfilling the following steps: the container was opened and submerged in water, which was allowed to run long enough so that the sample did not come from stagnant water. No reagents were added for the preservation or conditioning of the sample. Each sample was labeled appropriately and was not acidified since its radiological analysis did not exceed more than seven calendar days from the collection to receipt of the sample at the State Public Health Laboratory of Veracruz (Standard methods 2020).

**Test Method**

The methods were validated and authorized by the Federal Commission for the Protection of Sanitary Risks (COFEPRIS 2020). With respect to the measurement of conductivity, its value is determined with the volume to be used, its purpose is to control the mass thickness for every 20 cm$^2$ of counting area, methyl orange indicator solution is added at 0.05% and acidified to pH 4 with 1N nitric acid or at the change of color from orange to cinnamon yellow.

**Determination of Gross Alpha and Beta Activities by a Gas Flow Proportional Counter (GFPC)**

Gross alpha and beta activity measurements, called the thin source deposition method, were performed as a first step in the radiological characterization of water samples, and this method included the standards.

The procedure is accredited by Federal Commission for the Protection of Sanitary Risks (COFEPRIS. 2020). For gross alpha and beta analyses, 2000 mL of each water sample was evaporated at ≤90 °C (ensuring deposits with a mass thickness of less than 1.48E-2 g.cm$^{-2}$). The residue obtained was transferred to a stainless steel planchet (2 inches in diameter and 1/8 inch deep). Each planchet was measured for gross alpha and gross beta activity during an interval of 60 or 120 minutes per sample depending on the conductivity of the samples at the state public health laboratory of the State of Veracruz using a Canberra Tennelec low-background. The

![Fig. 1: Municipalities in the study area Veracruz, México.](image)
detector type was a gas flow proportional counter (GFPC) with a mixture of 90% argon and 10% methane (P-10) and an automatic transport of 50 samples. The high operating voltage of the detector was set at 1425 V. The background of each detector was determined by counting empty planchets for 60 min and 120 min.

The detectors were calibrated in 2020 for alpha and beta efficiency using $^{241}\text{Am}$ (11.0 Bq ± 1.44% at 1σ) and $^{90}\text{Sr}/^{90}\text{Y}$ (16.3 Bq ± 1.25% at 1σ) standard solution sources, which were supplied by the Eckert & Zeigler Company.

The gross alpha efficiency was 0.0405±2.96 % at 1σ to 0.1740 ± 1.90 % at 1σ, with a mass thickness (3.07 E$^{-3}$-1.48 E$^{-2}$ g.cm$^{-2}$) and a mathematical model Ef=0.287 EXP(-139m) where $m$ is the mass thickness of the deposit (g/cm$^2$) while the gross beta efficiency was 0.3322 ± 1.36% at 1σ to 0.3909 ± 1.34% at 1σ, with a mass thickness (3.03 E$^{-3}$-1.26 E$^{-2}$ g/cm$^{-2}$) and a mathematical model Ef=0.416 EXP (-17.4 m) where $m$ is the mass thickness of the deposit (g/cm$^2$). The seven solutions were carried out with the same sample preparation procedure analyzed; evaporated on a planchet and counted by the Canberra Tennelec GFPC.

The gross alpha and beta activity concentrations can be obtained as given in Equation (1)

$$A = \frac{cpmt - cpmf}{Ef \cdot V + 60} \quad ...(1)$$

Where $A$ is the gross alpha activity concentration or the beta activity concentration of the sample (BqL$^{-1}$); $cpmt$ is the gross sample count (alpha or beta); $cpmf$ are background counts (alpha or beta); $Ef$ is the counting efficiency (alpha or beta); $V$ is the sample volume(L); 60 is the Becquerel conversion to disintegrations per minute.

The minimum detectable concentration (MDC) for the gross alpha or gross beta activity concentration is calculated as given in Equation (2) (Currie 1968):

$$MDC = \frac{4.66 \sigma cpmf}{Ef \cdot V + 60} \quad ...(2)$$

Where:

$\sigma = cpmf$ background uncertainty (alpha or beta).

**Estimation of the Annual Effective Dose**

The annual effective dose (AED) associated with human use and consumption, specifically with the ingestion of water, was not estimated because we worked with a gross alpha and beta activity concentration.

The radiological criteria for water quality in Mexico were established by the Ministry of Health in the NORM-201-SSA1-2015 (2015) and NORM-127-SSA1-2021 (2021), which contemplates gross alpha radioactivity parameters with a limit of 0.5 BqL$^{-1}$ and the gross beta radioactivity parameter with a limit of 1.0 BqL$^{-1}$; regulations published in the Official Journal of the Federation. These values are 0.5 BqL$^{-1}$ for the gross alpha activity concentration and 1 BqL$^{-1}$ for the gross beta activity concentration according to the IAEA (IAEA 2016) and World Health Organization (WHO 2017). However, the
annual effective dose value is as stated 0.1 mSv·y⁻¹ and which is similar to the value recommended by the World Health Organization, WHO.

RESULTS AND DISCUSSION

The minimum detectable concentrations MDCs of gross alpha and beta were calculated according to equation 2, the minimum detectable concentrations for gross alpha were found in a range of 0.025-0.202 with an average value of 0.1009 BqL⁻¹ for the dry season and the rainy season in a range of 0.022-0.193 with an average value of 0.1008 BqL⁻¹ (Fig. 2 and Fig.3).

The statistical test for comparison of means (t-test) reports that there is no significant difference (p > 0.05) for the MDCs of alpha activity in the water samples in the dry and rainy seasons.

In Fig. 2, the values of the minimum detectable concentrations for the water sampled in the dry and rainy seasons for gross alpha and beta are of the order, with the MDC of the gross beta concentration for the dry season being 0.042-0.232 with an average value of 0.1226 BqL⁻¹ and for the rainy season in a range of 0.049-0.232 with an average value of 0.1262 BqL⁻¹. According to the statistical test of comparison of means (t-test), the MDCs of beta activity in the water samples during the dry and wet seasons do not differ significantly (p > 0.05).

Determination of Gross Alpha and Beta Activity Concentrations

Of the 195 water samples analyzed in the dry and rainy seasons, only 16 samples exceeded the MDCₐ. In the dry season, only 11 samples presented an alpha activity concentration higher than the MDCₐ and 5 samples an alpha activity concentration higher than the MDCₐ in the rainy season; 115 samples recorded a beta activity concentration higher than the MDCₐ, of which 58 samples presented a beta activity concentration higher than the MDCₐ in the dry season and 57 samples presented a beta activity concentration higher than MDCₐ in the rainy season.

Table 1 presents the gross alpha and beta activity concentration values in the dry and rainy seasons, with mean values, range and minimum detectable concentrations, the mean value of alpha activity concentration in the dry season was 0.2409±0.0986 BqL⁻¹; with a range of 0.055-0.91 BqL⁻¹ and for the gross beta activity concentration was 0.4208±0.1149 BqL⁻¹ with a range of 0.034-1.41 BqL⁻¹, as for the rainy season the mean values for the gross alpha activity concentration were 0.5102±0.1038 BqL⁻¹ with a range of 0.052-0.95 BqL⁻¹, and for the mean gross beta activity concentration was 0.3563±0.1008 BqL⁻¹, with a range of 0.025-0.25 BqL⁻¹. The performance of the statistical test (t-test) when performing the comparison of the gross alpha and beta activity concentrations in the dry and rainy seasons did not present a significant difference at a reliability value of (p >0.05).

![Fig. 3: The minimum detectable concentration of gross beta in 2020.](image-url)
Although the results of the gross alpha activity concentration in the water samples taken in the municipality of Alto Lucero de Gutiérrez Barrios correspond to 56.25% of the total that was recorded, 45.45% of the samples in the dry season are from this locality, and the gross alpha activity concentration reached 80% with the samples taken in the rainy season. A gross alpha activity concentration of 0.95 BqL\(^{-1}\) in the rainy season is reported as a maximum reached, so follow-up measures should be considered at this location. Monitoring should also be carried out in the municipalities of Nautla and Tecolutla because they reached values of interest.

It was demonstrated that none of the samples collected in the dry and rainy seasons in this study reached the limit established by Mexican regulations of 1.0 BqL\(^{-1}\) for the gross beta.

Next, a comparative table was made of the mean values recorded from the different sampling sites in the 22 municipalities of the state of Veracruz, resulting in the construction of Table 2 for the determination of the concentration of gross alpha and beta activity. A comparative table of the concentration values of other studies in different countries was also elaborated (Table 3).

Table 1: Mean gross alpha and gross beta activity concentration of the sample with uncertainties.

<table>
<thead>
<tr>
<th>Total Samples</th>
<th>Dry Season</th>
<th>Rainy Season</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gross Alpha</td>
<td>Gross Beta</td>
</tr>
<tr>
<td>105</td>
<td>A(_{\alpha})</td>
<td>A(_{\beta})</td>
</tr>
<tr>
<td>Mean</td>
<td>0.2409</td>
<td>0.4208</td>
</tr>
<tr>
<td>Range</td>
<td>0.055-0.91</td>
<td>0.034-1.41</td>
</tr>
</tbody>
</table>

Table 2: Mean values of the gross alpha and gross beta activity concentration in the dry and rainy stations.

<table>
<thead>
<tr>
<th>Municipality</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Mean Alpha in the dry station</th>
<th>Mean Beta in the dry station</th>
<th>Mean Alpha in the rainy station</th>
<th>Mean Beta in the rainy station</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALTO LUCERO DE GUTIERREZ BARRIOS</td>
<td>19.70641</td>
<td>-96.43159</td>
<td>0.418</td>
<td>0.596</td>
<td>0.625</td>
<td>0.755</td>
</tr>
<tr>
<td>BANDERILLA</td>
<td>19.58988</td>
<td>-96.94425</td>
<td>0.027</td>
<td>0.079</td>
<td>0.030</td>
<td>0.091</td>
</tr>
<tr>
<td>TECOLUTLA</td>
<td>20.25037</td>
<td>-96.94425</td>
<td>0.063</td>
<td>1.238</td>
<td>0.163</td>
<td>0.530</td>
</tr>
<tr>
<td>CAMERINO Z. MENDOZA</td>
<td>18.79346</td>
<td>-97.19874</td>
<td>0.076</td>
<td>0.088</td>
<td>0.063</td>
<td>0.081</td>
</tr>
<tr>
<td>COTAXTLA</td>
<td>18.82034</td>
<td>-96.34871</td>
<td>0.105</td>
<td>0.153</td>
<td>0.101</td>
<td>0.180</td>
</tr>
<tr>
<td>NAUTLA</td>
<td>20.15704</td>
<td>-96.71706</td>
<td>0.156</td>
<td>1.304</td>
<td>0.140</td>
<td>1.318</td>
</tr>
<tr>
<td>JAMAPA</td>
<td>19.03812</td>
<td>-96.22573</td>
<td>0.129</td>
<td>0.167</td>
<td>0.115</td>
<td>0.215</td>
</tr>
<tr>
<td>ACTOPAN</td>
<td>19.69853</td>
<td>-96.41605</td>
<td>0.160</td>
<td>0.190</td>
<td>0.161</td>
<td>0.191</td>
</tr>
<tr>
<td>VEGA DE ALATORRE</td>
<td>19.96973</td>
<td>-96.60164</td>
<td>0.104</td>
<td>0.121</td>
<td>0.095</td>
<td>0.146</td>
</tr>
<tr>
<td>JUCHIQUE DE FERRER</td>
<td>19.79197</td>
<td>-96.67081</td>
<td>0.091</td>
<td>0.103</td>
<td>0.078</td>
<td>0.097</td>
</tr>
<tr>
<td>LA ANTIGUA</td>
<td>19.36506</td>
<td>-96.36894</td>
<td>0.111</td>
<td>0.267</td>
<td>0.128</td>
<td>0.190</td>
</tr>
<tr>
<td>MEDELLIN</td>
<td>19.01771</td>
<td>-96.13743</td>
<td>0.105</td>
<td>0.127</td>
<td>0.094</td>
<td>0.115</td>
</tr>
<tr>
<td>NOGALES</td>
<td>18.82071</td>
<td>-97.16451</td>
<td>0.133</td>
<td>0.203</td>
<td>0.153</td>
<td>0.198</td>
</tr>
<tr>
<td>ORIZABA</td>
<td>18.86339</td>
<td>-97.07618</td>
<td>0.070</td>
<td>0.084</td>
<td>0.063</td>
<td>0.087</td>
</tr>
<tr>
<td>PASO DE OVEJAS</td>
<td>19.303</td>
<td>-96.439</td>
<td>0.086</td>
<td>0.142</td>
<td>0.075</td>
<td>0.150</td>
</tr>
<tr>
<td>TLALIXCOYAN</td>
<td>18.7439</td>
<td>-96.1375</td>
<td>0.136</td>
<td>0.354</td>
<td>0.128</td>
<td>0.398</td>
</tr>
<tr>
<td>PLAN DE LAS HAYAS</td>
<td>19.76176</td>
<td>-96.67541</td>
<td>0.040</td>
<td>0.044</td>
<td>0.052</td>
<td>0.068</td>
</tr>
<tr>
<td>PLAYA VICENTE</td>
<td>17.83254</td>
<td>-95.81519</td>
<td>0.098</td>
<td>0.482</td>
<td>0.068</td>
<td>0.378</td>
</tr>
<tr>
<td>SOLEDAD DE DOBLADO</td>
<td>19.04594</td>
<td>-96.42056</td>
<td>0.115</td>
<td>0.167</td>
<td>0.094</td>
<td>0.124</td>
</tr>
<tr>
<td>TIERRA BLANCA</td>
<td>18.63302</td>
<td>-96.15522</td>
<td>0.153</td>
<td>0.168</td>
<td>0.117</td>
<td>0.322</td>
</tr>
<tr>
<td>TRES VALLES</td>
<td>18.231</td>
<td>-96.132</td>
<td>0.099</td>
<td>0.118</td>
<td>0.097</td>
<td>0.119</td>
</tr>
<tr>
<td>YANGA</td>
<td>18.82543</td>
<td>-96.79071</td>
<td>0.077</td>
<td>0.175</td>
<td>0.077</td>
<td>0.164</td>
</tr>
</tbody>
</table>
### Table 3: Gross alpha and gross beta activity concentrations in some countries.

<table>
<thead>
<tr>
<th>Region/Country</th>
<th>(A_\alpha) (BqL(^{-1})) Mean</th>
<th>Range</th>
<th>(A_\beta) (BqL(^{-1})) Mean</th>
<th>Range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin/USA</td>
<td>-</td>
<td>0.037-5.320</td>
<td>-</td>
<td>0.0925-1.924</td>
<td>Arndt and West (2004)</td>
</tr>
<tr>
<td>Albania</td>
<td>-</td>
<td>0.01-0.126</td>
<td>-</td>
<td>0.029-0.884</td>
<td>Cfurku et al. (2014)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>3.15</td>
<td>-</td>
<td>5.39</td>
<td>-</td>
<td>Alkhomashi et al. (2016)</td>
</tr>
<tr>
<td>Balaton/Hungary</td>
<td>-</td>
<td>0.026-1.749</td>
<td>-</td>
<td>0.033-2.015</td>
<td>Jobjaghy et al. (2011)</td>
</tr>
<tr>
<td>Galati/Romania</td>
<td>0.022</td>
<td>&lt;0.006-0.0852</td>
<td>0.076</td>
<td>&lt;0.025-0.435</td>
<td>Pintilie et al. (2016)</td>
</tr>
<tr>
<td>Jordania</td>
<td>-</td>
<td>0.26-3.58</td>
<td>-</td>
<td>0.51-3.43</td>
<td>Alomari et al. (2019)</td>
</tr>
<tr>
<td>Katsina/Nigeria</td>
<td>-</td>
<td>0.080-2.300</td>
<td>-</td>
<td>0.120-4.970</td>
<td>Muhammad et al. (2010)</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.164</td>
<td>0.007-3.042</td>
<td>0.555</td>
<td>0.021-4.845</td>
<td>Taskin et al. (2013)</td>
</tr>
<tr>
<td>TurKey</td>
<td>0.0493</td>
<td>-</td>
<td>0.1284</td>
<td>-</td>
<td>Osmanlioglu et al. (2007)</td>
</tr>
<tr>
<td>Southern/Vietnam</td>
<td>0.183</td>
<td>0.024-0.748</td>
<td>0.152</td>
<td>0.027-0.632</td>
<td>Ho et al. (2020)</td>
</tr>
<tr>
<td>South Africa</td>
<td>-</td>
<td>0.0041-0.0053</td>
<td>-</td>
<td>0.0083-0.0105</td>
<td>Madzunya et al. (2020)</td>
</tr>
<tr>
<td>Veracruz/México</td>
<td>0.376</td>
<td>0.052-0.95</td>
<td>0.389</td>
<td>0.034-1.48</td>
<td>Present study</td>
</tr>
</tbody>
</table>

### Annual Effective Dose Assessment for Ingestion of the Water Samples

The radionuclides causing the gross alpha and beta concentration results were not investigated in this work. The radionuclides that promote gross alpha activity in water are mainly due to uranium and its progeny, such as \(^{226}\)Ra. The gross beta activity concentration is probably caused by the contribution of \(^{40}\)K, \(^{210}\)Pb, and \(^{228}\)Ra. The sixteen samples with gross alpha activity concentration above the MDC and the ninety-five samples with gross beta activity concentration were contrasted to determine the strength of correlation between gross alpha and beta activity concentrations, presenting a negative Pearson correlation factor of -0.18 and -0.44 for the dry and rainy seasons respectively, which meant that there is a null correlation and that the radionuclides constituting this gross alpha and beta activity concentration are probably of natural origin such as mentioned by the Vietnamese author Ho et al. (2020) (Fig. 4 and Fig. 5).

During the research, the annual effective dose of the water samples was also evaluated with the respective compliance with national and international regulations. Therefore, the results presented are a reference that will allow an analysis to be made for decision-making, at some point there are significant changes in these values due to the contribution of radioactivity in the environment due to industrial and other anthropogenic activities in principle the great majority is below 0.1 mSv per year corresponding to not exceeding the guide value of the WHO.

### CONCLUSIONS

The present work can be used as a reference in the concentration of gross alpha and beta activity today, since the only nuclear power plant in Mexico, Laguna Verde, is located in the state of Veracruz, as well as the different anthropogenic activities that involve the use of radioactive material and that can increase with their contribution the concentration of activity in the studied area.

Future estimates should be carried out in the study area where there were higher concentrations of alpha activity, as is the case of Alto Lucero de Gutiérrez Barrios, and determine the specific activity of its constituents. At this site, it was observed that during the rainy season most of the measurements exceeded the official Mexican standard and the WHO and IAEA levels, and their increases were concentrated forcefully due to runoff phenomena as manifested during the rainy season.

It was possible to achieve all the objectives that were established in this work, as well as to have made the comparison of the results in the dry season and rainy season, complying with the sampling design and statistical analysis that included the variables regarding the dilution factor and location of the samples. This allowed for the internal and external validity of the research.

The performance of the method used by the Radiological Control of the LESP with respect to the WHO recommendations, in this part, by using as indicators the values of 1 BqL\(^{-1}\) for gross beta activity and 0.5 BqL\(^{-1}\) for gross alpha activity was adequate, complying with the limit requested by the current standard.
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ABSTRACT

Land and water are the most necessary natural resources because the entire life system depends on them. It requires proper management to achieve maximum utilization. When used in conjunction with Arc GIS, the Soil and Water Assessment Tool (SWAT) is a promising model for simulating the agricultural watershed since it can forecast runoff, sediment and nutrient transport, and erosion under various management scenarios. Furthermore, the model is better at evaluating both the spatial and non-spatial variation of hydrological methods under a very large watershed. This study uses the methodology employed by the SWAT model for the estimation of surface runoff and sediment yield and discusses in detail the setup of the model computer file needed by the model sensitivity analysis parameter and validation area unit. SWAT is a well-known hydrological modeling method used in many hydrologic and environmental simulations. Over 17 years (2005-2021), 212 studies were found from various peer-reviewed scientific publications listed on the SWAT online database (CARD). Applicability studies were divided into five categories: water resources, streamflow, erosion, land-use planning and agricultural settings, climate change scenarios, and model parameterization. Hydrologic phenomena and adaptations in various river basins have been investigated. They mostly examined environmental impacts and preventive techniques to ensure an understanding of effective environmental regulation. Streamflow susceptibility to climatic changes was shown in climate change studies. Modeling streamflow parameters, model modifications, and basin-scale calibrations were investigated. Future simulation aspects such as data sharing and the opportunity for improved future analysis are also discussed. A multimodal approach to future simulations, as well as more efforts to make local data available, are both very good ideas.

INTRODUCTION

Simulators of hydrological and water resources have been widely utilized to overcome global water resource concerns. The assessments were mostly done using computer simulations, which save money by simulating real-world processes in space and time. They are also utilized to understand physical processes better and quantify water distribution in varied environments. Hydrologic models and new improvements in GIS have made this technique a good choice for water resources and environmental assessment. So, they have been used more recently to assess water resources (Krysanova & White 2015, Zhang & Al-Asadi 2007). It has also been reported in peer-reviewed journals in curve number alteration, wetland applications, and best management practices (Akoko et al. 2021). Previous SWAT model uses have been studied. For example, compared to other models identified and reviewed, the historical development and applications of the SWAT model (mainly in the USA and parts of Europe) (Akoko et al. 2021, Arnold & Fohrer 2000, Harper et al. 1999). More than 20 peer-reviewed journal articles describing the SWAT model used in the Upper Nile Basin were identified and reviewed (Van Griensven et al. 2012). Since 2006, 126 articles have been highlighted and assessed in Southeast Asia, focusing on model applications, existing complexities, and potential research suggestions (Tan et al. 2019). Over 100 SWAT studies (published 1998–2016) were identified and reviewed in Brazil (de Almeida Bressiani
et al. 2015). This article review attempted to consolidate and classify SWAT applications into similar domains as the research mentioned above, even though some of these topics are strongly related or overlap. The objectives of this review study are to describe the significant findings of SWAT applications in various studies, examine the existing problems associated with SWAT model applications, and identify prospective SWAT model modifications that could be used in future research.

OVERVIEW OF REVIEWED PAPERS

On April 30, 2021, the SWAT literature database (https://swat.tamu.edu/) returned almost 3500 articles using the keyword “SWAT”. After selecting the articles written in India, the number of papers was reduced to 212. The database contains peer-reviewed publications (CARD). Fig. 1 depicts the review methodological framework.

The SWAT model is a physically-dependent continuous time scale, deterministic and long-term simulation model (Mishra et al. 2006). It is an open-source model and was put together by the United States Department of Agriculture and Agriculture Analysis Service (USDA-ARS) and the Texas A & M University system (Mishra et al. 2006). This model’s major goal is to understand how land management affects water, agriculture, and sediment outputs.

Application Considering for Streamflow Simulations

Water resource studies have focused on extreme weather occurrences (floods and droughts) at several regional and national levels. For example, the SWAT model can simulate stream flows in ungauged basins (Chaibou et al. 2016). Analyze runoff processes to help build water resources (Dessie et al. 2014), and calibrate the rainfall-runoff model using remote sensing data (Milzow et al. 2011). The SWAT model was used to study surface and groundwater resources. In dry regions, measuring water supplies is important for simulating major hydrologic processes (Ouessar et al. 2009, Sultan et al. 2011).

Application Considering as a Context of Climate Change

The SWAT model was used to evaluate future climate change impacts on water supplies. The research looked at water management, the availability of water, and agriculture, as shown in Fig. 2. The results were utilized to manage and develop water resources in the Nzoia catchment, Kenya (Githui et al. 2009), and emphasize the importance of the precipita-

![Fig. 1: Review methodology framework (Akoko et al. 2021).](image)

![Fig. 2: SWAT model application in climate change context (Githui et al. 2009).](image)
tion–evaporation balance in the river Mitano basin, Uganda (Kingston & Taylor 2010). Increased rainfall and greater temperatures predicted by SWAT will put an enormous strain on Ethiopia’s Keleta River watershed’s hydrologic cycle (Bekele et al. 2019).

Application Considering for Sediment Yield Erosion

The SWAT model was used to study sedimentation in numerous Indian river basins and designate and prioritize soil erosion-prone locations (Gessesse et al. 2015), and provide quantitative insight into the efficiency of erosion control strategies (Hunink et al. 2013). Various researchers found that installing filter strips, stone bunds, and forestry reduced current sediment outputs using the SWAT model. The SWAT model does not adequately reflect several physical phenomena, making the exact interpretation of quantitative data difficult (Betrie et al. 2011). The model was made to replace the sediment-rating curve and long-term sediment yield rate forecast. It was used to see how dams would affect semi-arid watersheds (Ndomba et al. 2008, Zettam et al. 2017).

Model Application for the Agricultural Land Use/Land Cover Management

The use of the SWAT model to assess the influence of agricultural conservation strategies on water and sediment output helped to develop ecologically sound watershed management and development plans (Mwangi et al. 2015). The SWAT model was used to demonstrate how afforestation in dry sub-basins can counteract afforestation stress in wet sub-basins without affecting the basin’s water balance (Nyeko et al. 2012). An analysis of daily flow sensitivity to changes in land use (converting a portion of the forestland to agriculture) found that a decrease in rainfall equals an increase in annual flow (Melesse et al. 2008). The SWAT model was used to investigate the effects of agriculture production on the hydrological processes and simulate the effects of agricultural conservation measures such as contour farming, grass strips, and filter strips on sediment and water yield (Mourad & Sang 2018).

Model Application for the Parameter Selection and Input Dataset

According to Fig. 3, the following applications are included in the case of a model application for the selection of parameter and input datasets such as basin-scale calibration, water yield evaluation, and simulations using rain-gauge and worldwide rainfall data. The SWAT model was used to characterize and assess effective soil moisture capacity distribution across hydrological response units (HRUs) and systematically calibrate a complicated basin-scale model without explicitly matching model outputs to measured streamflow (Easton et al. 2011). By comparing uncalibrated SWAT model simulations of the leaf area index (LAI) utilizing the modified (SWAT-T) and normal SWAT vegetation growth modules, the structural improvements of SWAT’s vegetation growth module for tropical forests were proved (Alemayehu et al. 2017). In the Wami River basin, the SWAT model was further constrained to reduce equivocality and forecast uncertainty, suggesting that adopting extra constraints leads to more reliable and accurate predictions (Wambura et al. 2018).

SENSITIVITY ANALYSIS

SWAT model standardization and Validation first determine the most sensitive parameter for a given watershed or sub-watershed that considerably affects the model output at intervals of the given model input. SWAT may be a complicated model and manual standardization of the many parameters may be quite troublesome (Setegn et al. 2010). Sensitivity analysis helps to see the relative ranking of which parameters most affect the output variability (Shang et al. 2012). Sensitivity analysis indicates the necessity of the parameters in determining the sediment concentration, nutrient loss, and streamflow of the study space to reduce the maximum uncertainty in model output. It permits the attainable reduction in various parameters that must be tagged, thus reducing the standardization method procedure time. It also reduces the model’s uncertainty and gives ideas for how to figure out the parameters for the standardization method. Table 1 and Table 2 represent the initial parameters utilized in the sensitivity analysis for the surface runoff

Fig. 3: Model application for the parameter selection and input dataset (Akoko et al. 2021).
and sediment yield standardization. Model standardization attempts to increase parameterization for a given set of native conditions, thereby reducing the prediction uncertainty. Standardization has been performed by rigorously choosing the model input parameters at intervals in their counseled uncertainty ranges. Calibration is nothing but adjusting the selected sensitive parameter within a recommended range to obtain a close agreement between observed and simulated due to uncertainty in model input, spatial variability, budget constraints, and access difficulties (Lweendo et al. 2017). Calibration becomes computationally extensive and complex when the number of parameters in the model is substantial.

Table 3: List of initially selected parameters for runoff modeling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description of Parameters</th>
<th>Types of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOL_K</td>
<td>Saturated hydraulic conductivity (mm.hr(^{-1}))</td>
<td>Soil water</td>
</tr>
<tr>
<td>SLP</td>
<td>Average slope steepness</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>RCHRG_DP</td>
<td>Deep aquifer percolation fraction</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>CN(_2)</td>
<td>SCS runoff curve number for AMC-2</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>ALPHA_BF</td>
<td>Base flow alpha factor</td>
<td>Groundwater</td>
</tr>
<tr>
<td>GW_DELAY</td>
<td>Groundwater delay</td>
<td>Groundwater</td>
</tr>
<tr>
<td>SOL_BD</td>
<td>Moist bulk density</td>
<td>Soil water</td>
</tr>
<tr>
<td>CH_N1</td>
<td>Manning’s “n” value for the tributary Channel</td>
<td>Channel process</td>
</tr>
<tr>
<td>ESCO</td>
<td>Soil evaporation compensation factor</td>
<td>Evapotranspiration</td>
</tr>
<tr>
<td>SURLAG</td>
<td>Surface runoff lag time</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>GW_REVAP</td>
<td>Groundwater revamp coefficient</td>
<td>Groundwater</td>
</tr>
<tr>
<td>CH_K1</td>
<td>Effective hydraulic conductivity in the tributary Channel</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>GW_SPYLD</td>
<td>Specific yield of the shallow aquifer</td>
<td>Groundwater</td>
</tr>
<tr>
<td>CH_K2</td>
<td>Effective hydraulic conductivity in the main channel</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>SOL_AWC</td>
<td>The available water content of the soil</td>
<td>Soil water</td>
</tr>
<tr>
<td>SLSUBBSN</td>
<td>Average slope length</td>
<td>Geo-morphology</td>
</tr>
<tr>
<td>BLA1</td>
<td>Maximum potential leaf area index</td>
<td>Evapotranspiration</td>
</tr>
<tr>
<td>SOL_ALB</td>
<td>Moist soil albedo</td>
<td>Soil water</td>
</tr>
<tr>
<td>CANMX</td>
<td>Maximum canopy storage factor</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>EPCO</td>
<td>Plant uptake compensation factor</td>
<td>Evapotranspiration</td>
</tr>
</tbody>
</table>

Referring to Fig. 4, SWAT-CUP is a computer program used within the SWAT-CUP package for calibration of the SWAT model. SUFI-2 (Sequential Uncertainty Fitting Version 2 program) is used for the above model calibration process.

However, model validation is nothing more than re-running the simulation, employing a different statistic for the input file while not dynamically adjusting any parameter that can be adjusted throughout standardization. To utilize the graduated model for estimating the effectiveness of future potential management practices, the model was performed against the freelance set of measured knowledge. With each standardization and validation phase, the model’s prognostic capability was incontestable, and also the model was also used for future prediction.

**MODEL EVALUATION**

Several indices were used to evaluate the SWAT model outputs (see Fig. 5). The most widely used indexes were NSE, R\(^2\) (square of Pearson’s product), PBIAS, IA, RVE, r bias, and VR (volume ratio). Each had one study. There were also RMSE, RSR (standardized RMSE), KGE (Kling Gupta efficiency), IVF (index of volumetric fit), and bR2

Table 2: List of initially selected parameters for sediment modeling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description of Parameters</th>
<th>Types of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEXP</td>
<td>Exponential parameter for calculating sediment re-entertainment in the channel sediment routing</td>
<td>Channel</td>
</tr>
<tr>
<td>CH_N2</td>
<td>Manning’s “n” value for the main channel</td>
<td>Channel</td>
</tr>
<tr>
<td>SLSUBBSN</td>
<td>Average slope length</td>
<td>Geo-morphology</td>
</tr>
<tr>
<td>CH_S2</td>
<td>The average slope of the main channel</td>
<td>Channel</td>
</tr>
<tr>
<td>OV_N</td>
<td>Manning’s “n” value for the overland flow</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>HRU_SLP</td>
<td>Average slope steepness</td>
<td>Surface runoff</td>
</tr>
<tr>
<td>SPCON</td>
<td>Linear amount of sediment that can be re-entertainment during channel sediment routing</td>
<td>Channel</td>
</tr>
<tr>
<td>CH_K2</td>
<td>Effective hydraulic conductivity in the main channel</td>
<td>Channel process</td>
</tr>
<tr>
<td>PRF</td>
<td>Peak rate adjustment factor</td>
<td>Channel</td>
</tr>
<tr>
<td>CH_W2</td>
<td>The average width of the main channel</td>
<td>Channel</td>
</tr>
<tr>
<td>CH_D</td>
<td>The average depth of the main channel</td>
<td>Channel</td>
</tr>
<tr>
<td>CH_I_2</td>
<td>The average length of the main channel</td>
<td>Channel</td>
</tr>
</tbody>
</table>
(coefficient of determination x regression line between actual and predicted data).

**ADVANTAGES AND CHALLENGES OF THE SWAT MODEL**

1. SWAT has got worldwide acceptance, to integrate various environmental processes and is used for sustainable and effective watershed management.
2. The SWAT model is mostly applied in large watersheds due to the availability of accurate data.
3. SWAT is a continuous time scale deterministic model capable of simulating the long-term effects of management changes.
4. It is highly capable of integrating with the Geographical Information System (GIS).
5. It incorporates DEM, soil map, and land use map, meteorological parameters to generate runoff at the basin scale.
6. It provides a useful tool to fill in the missing daily data in the observed records.
7. The SWAT studies reviewed in this review highlighted several concerns. Data availability/gaps, quality of data, and model restrictions were all concerns. The SWAT model could not reproduce the dynamics of sediment yield transport at a watershed outlet in some seasons, highlighting its limitations in small catchments (Shendge et al. 2018). Calibration and validation of runoff and sediment processes enhance the accuracy of SWAT model simulations (Mwangi et al. 2015). The SWAT model’s poor performance in streamflow modeling was attributed to the insufficient spatial correlation of datasets (Le & Pricope 2017).
8. Despite its limitations, the SWAT model has many
advantages, prompting numerous scientists to use it for hydrological applications. Thus, the SWAT model may be implemented more simply with fewer parameters but possess higher data needs, compared to certain other well-known (continental scale) hydrological and land surface models (Trambauer et al. 2013).

9. The above model is useful in assessing the costs and advantages of adopting sediment control BMPs (Jayakrishnan et al. 2005, Briak et al. 2016). Assessing the implications of land-use changes (Gyamfi et al. 2016), and in drought planning and mitigating in data-scarce locations (Lweendo et al. 2017). These were all suggested for watershed management. As a result, the SWAT model can predict water productivity and assess alternative water management approaches (Ouessar et al. 2009).

Limitation of SWAT model

1. SWAT does not simulate sediment routing and detailed flood routing because it was developed to predict the long-term erosion, sedimentation rates, and agriculture management impact.

2. It does not represent the heterogeneity of an aquifer, such as specific yield, spatially varying hydraulic conductivity, or hydraulic head.

3. It is limited to simulating stream seepage to the aquifer and groundwater discharge to the stream because it compares the shallow aquifer depth.

4. It does not consider the river bottom elevation and aquifer depth.

5. According to the SWAT user manual, it is better to use many sub-basins than many HRUs in a sub-basin. A maximum of 10 HRUs in a sub-basin is recommended.

DISCUSSION

Dataset unavailability was cited as a problem in many of the articles identified. Numerous studies have identified inadequate land use/land cover data quality as a problem, especially in land-use analyses. In future SWAT model investigations, good spatial and temporal data will be needed to provide more precise assessments and findings and reduce uncertainty. Also, SWAT model simulations should collect enough data to enable future evaluations and analysis by other modelers. Developing databases using model parameterization data could improve SWAT+ (Bieger et al. 2017). Accessing additional data could help expand the SWAT+ dataset with data from around the world, minimizing model setup and parameterization time. The SWAT model can predict how water will look in the future, and it can be used in agricultural development and strategic planning. The prior SWAT model featured a restricted number of concurrent components and no modeling of salt. SWAT+ provides the modeling of salt as a constituent, allowing for more extensive simulation of constituents and the routing of many pesticides simultaneously. Continued studies could use SWAT+ simulations to model nutrient transport, non-point pollution, and nutrient accumulation in water resources. The previous SWAT model included reservoirs on main channels at sub-basin exits, no pumping, canals, livestock herds, or managing water objects, and only one crop growing at a time. Water rights are described as spatial objects, and an endless number of crops can be planted simultaneously (Schuol et al. 2008). These changes allow for anthropogenic water evaluation. Future research could use SWAT+ to simulate future water availability for agriculture and other needs. Modeling of freshwater resources can help assess current sustainable water status and highlight areas requiring further investigation (Schuol et al. 2008). This is vital in creating regional and national agricultural infrastructure policies. Previous research has used the SWAT model to show the linkage between deforestation, sediment transport, and soil erosion. The model classifies water areas as HRUs and sub-basins as HRUs. SWAT+ separates water and land areas and identifies water areas as ponds/reservoirs (Bieger et al. 2017). Future studies could use this innovation to effectively understand environmental dynamics and incorporate population expansion and corresponding socio-economic challenges.

CONCLUSIONS

A method based on SWAT and other models can be powerful. Local, national, and regional policies should be aligned with scientific investigations. Researchers should emphasize changes, trends, and related impacts using defined environmental thresholds at the local and regional levels. Obtaining additional data for future studies will allow other researchers to conduct new studies, for example, as supplemental material for journals. We should encourage governments to undertake more research (especially local data collection) that addresses/incorporates, or adopts integrated watershed management and associated environmental topics, with which the SWAT model has demonstrated proficiency. Local data for modeling is insufficient, so many researchers use global data instead. Some of the data needed for such studies can be acquired from worldwide datasets. Researchers at government agencies, universities, and other academic institutions should use SWAT and SWAT+ to plan and manage the larger ecosystem and develop policies. The SWAT model estimates sediment yield and runoff individually in the rout-
ing and soil phases, improving model simulation precision. This work is based on the principle of water balance. Soil runoff is calculated using the SCS curve number method, and the process of routing phase Muskingum method is most commonly used in the SWAT model. In addition, the SWAT model is also helpful in understanding the effect of land use on runoff, sediment, and the practice of agriculture. Because the SWAT model has a lot of uncertainties and flaws, the results may have been different.

FUTURE SCOPE

1. SWATMOD can be used to overcome the limitations of the SWAT model in terms of groundwater modeling.
2. To study comparison and combination between SWAT and other models like ANN, EPIC, AGNPS, APEX, MIKE SHE, MIKE11, and NAM11 to predict the runoff and sediment load.
3. Research on water quality impacts due to sedimentation and different approaches to forecasting the effect of future climate change on dam sedimentation.
4. Between the upstream and downstream, complex soil erosion dynamics, sediment yield, and river sedimentation can be formed.
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ABSTRACT
Due to a lack of water treatment technology, developing and emerging nations have become significant polluters and water shortage is exacerbated by pollution. Ammonium toxicity is a huge global environmental concern with no clear solution. Population growth and industrialization destroy the ecosystem. Common and industrial products contain ammonium ions. Water pollution damages fish and other aquatic life. An inexpensive and green wastewater treatment method is adsorption. Adsorbent polymers that remove ammonium ions from wastewater have been explored. Ammonium ions are very hazardous when deposited into surface waters. Surfaces of bentonite and montmorillonite clay may attach sodium ammonium ions. They are cheap and abundant, therefore used to treat drain water. Bentonite outperformed montmorillonite in eliminating ammonium ions from water. Bentonite and montmorillonite clays were used to remove residual ammonium ions. These are utilized for bentonitic and montmorillonitic clays. Both clays were absorbed in a neutral pH, and it was free of sulfuric acid, ammonium ions, and phosphorus ions. Montmorillonitic clay boosted TDS by nearly 10% whereas bentonitic clay only raised TDS by 1%. Adsorption may inexpensively filter water and the surface charge of adsorbents affect their adsorption capacity. Ammonium ions may be recycled, and several bioreactors can remove ammonium ions from liquid and solid phases. Iterate over several models and the Freundlich isotherm model outperforms the Langmuir model by 5%. And bentonite clay adsorbs better due to iron oxide content.

INTRODUCTION
Due to a lack of access to water treatment technology, emerging and fast-growing nations have become significant polluters. Growing pollution of aquatic sources endangers aquatic biota and promotes water shortages (Dey et al. 2021, Tse-Lun et al. 2021, Zahra & Mohammad 2013). The toxicity of ammonium ions is a significant global environmental problem, and it is difficult to define acceptable ecosystem boundaries. Population and industrial expansion emit ammonium ions, harming the ecosystem. Ammonium ions are found in numerous home and cleaning products, as well as commercial and industrial fertilizers (Rajoriya & Kaur 2014, Limbachiya et al. 2012, Mithra et al. 2012). Illegal municipal wastewater dumping allows ammonium ions to enter the aquatic environment, affecting fish and aquatic life. Adsorption is one of the most cost-effective and ecologically friendly wastewater treatment methods developed in recent decades. Several adsorbent materials have gained academic attention for their capacity to extract ammonium ions from wastewater efficiently (Chopin et al. 2012, Neori et al. 1998). These contaminants are absorbed from wastewater via oxidation, osmosis, reduction, precipitation, ultra-filtration, electro-dialysis, ion exchange, and electrochemical methods. They create more sludge, are less efficient, and cannot remove as many ammonium ions. Adsorption is the preferred way of obtaining a broad variety of waste materials and natural resources (Duruibe et al. 2007, Young 2005). Clay is a particularly effective adsorbent for ammonium ions because clay is extremely effective, readily accessible, relatively affordable, and potentially reusable and cost-efficient (Buono et al. 2015, Rivett et al. 2008, Gooddy et al. 2014, Reda et al. 2018, 2022). Adsorption is the mass transfer of material from the gas or liquid phase to the surface or interface of a solid phase (i.e., adsorbent). The adsorption process has four stages: Diffusion from the bulk solution to the adsorbent surface through the boundary layer; Pore diffusion or intraparticle diffusion; physical and/or chemical
Researchers can improve adsorption rates by optimizing adsorbent design and experimental conditions. Single or more layers of nitrate molecules may be adsorbed on an adsorbent. Monolayer adsorption happens when an adsorbate only covers one molecular layer of the adsorbent surface. Adsorbent surfaces may adsorb more than one molecular layer of adsorbates (Tian et al. 2009, Zohdy et al. 2021). Physical adsorption may be multi-layer, happening on top of a chemically adsorbed monolayer. This study’s goal was to prevent ammonium ions from reaching river water sources. Adsorbents were compared in batches using variables such as pH, starting concentration, adsorbent dose, and contact duration (Luo et al. 2010).

**MATERIALS AND METHODS**

In this study, we will compare the physicochemical absorption of montmorillonitic and bentonitic clays for the treatment of ammonium-contaminated synthetic wastewater as well as drain wastewater from Giza’s El-Rahawy drain. Montmorillonitic clay samples from Ayash Clay Mine in the Cairo-Suez area, Egypt, and bentonitic clay samples from Northern Coast West Alexandria. ADWIC, Egypt produces contaminated synthetic wastewater from the treatment of ammonium-contaminated synthetic wastewater as well as drain wastewater from Giza’s El-Rahawy drain. Montmorillonitic clay samples from Ayash Clay Mine in the Cairo-Suez area, Egypt, and bentonitic clay samples from Northern Coast West Alexandria. ADWIC, Egypt produces ammonium ions in dilutions at various concentrations. Various laboratory studies may produce experimental values for field treatment plant design. Other system variables such as temperature, pH, and other ammonium compounds must be investigated further. Surface modification of adsorbents may improve removal efficacy and should be investigated. Solid waste adsorbents may minimize chemical consumption in water and wastewater treatment. Discoveries made in a continuous reactor system may be implemented more efficiently in the field. Research on ammonium ions removal in the presence of other contaminants is vital.

Several elements affecting open-air scenarios must be understood (Shehata et al. 2019, Samar et al. 2022, Abdelfattah & El-Shamy 2022). This study is the first to compare two adsorbent media for the construction of community or home-based treatment facilities in industrialized nations. All the variables that occur in open natural environments must be acknowledged (Ashraf et al. 2018, Ibrahim et al. 2022). In batch processing, the adsorbent is combined with ammonium ion solutions for a specified contact time, and the adsorbate is separated by sedimentation or filtering (Farag et al. 2016). In a closed system, the data collected is typically inapplicable to real systems (Namasivayam & Sangeetha 2004). The batch method is used to investigate adsorption processes and compare adsorbents’ capacities. Charged contaminants (such as inorganic and organic pollutants) adsorb on adsorbents with oppositely charged surfaces (Frisoni et al. 2001). Because most naturally polluted streams have modest quantities of certain contaminants, effective contaminant removal is critical. Contaminants at ultra-low concentrations should be reduced using adsorbents. Lower-loading adsorbents must be renewed for optimum utilization (Liu et al. 2011).
for Water and Wastewater Examination. The adsorbed NH₄⁺ ions are calculated as:

\[
\text{Adsorption\%} = \left( \frac{C_0 - C_e}{C_0} \right) \times 100 \quad \text{(1)}
\]

Where \( C_0 \) and \( C_e \) are the initial and equilibrium concentrations of ammonium ions in (mg.L⁻¹). The number of ammonium ions (qt at time t) adsorbed by adsorbent (M) is estimated utilizing the subsequent equivalence:

\[
q_t = \left( C_0 - C_e \right) V / M \quad \text{(2)}
\]

\( C_t \) is the concentration (mg.L⁻¹) of ammonium ions after time t min., \( V \) is the volume of initial ammonium ions in one liter, and M is the adsorbent mass used in grams. The adsorption capacity (\( q_m \)) is defined when equilibrium is reached (Gupta et al. 2011):

\[
q_e = \left( C_0 - C_e \right) V / M \quad \text{(3)}
\]

**Adsorption Isotherms**

In addition, isotherm models assist in determining the needed dosage of adsorbent and the most appropriate sorbent for the situation. The most common isotherm models for a single solute are Langmuir and Freundlich (El-Kashef et al. 2019).

**Langmuir Isotherm**

It depends on maximum adsorption corresponding to a saturated monolayer of adsorbate molecules on the surface of the clay. The Langmuir isotherm is presented in:

\[
q_e = \frac{q_{max} \times K_L \times C_e}{1 + K_L \times C_e} \quad \text{(4)}
\]

The linearized form is:

\[
\frac{C_e}{q_e} = \frac{1}{q_m K_L} + \frac{1}{q_m} \times C_e \quad \text{(5)}
\]

\[
Slope = \frac{1}{q_m K_L} \quad \text{(6)}
\]

\[
Intercept = \frac{1}{q_m} \quad \text{(7)}
\]

Where \( q_{max} \) and \( K_L \) are Langmuir constants related respectively to the sorption capacity, and sorption energy, \( C_e \) (mg.L⁻¹) is the equilibrium concentration and \( q_e \) (mg/gm) is the adsorption capacity at equilibrium. \( R_L \) is the essential characteristic of the Langmuir dimensionless constant separation factor or equilibrium parameter which is defined by the following equation (El-Shamy et al. 2021).

\[
R_L = \frac{1}{1 + K_L \times \frac{C_0}{C_{eq}}} \quad \text{(8)}
\]

\( R_L \) calculated values from the above equation show the nature of the adsorption process to be either unfavorable (\( R_L > 1 \)), linear when (\( R_L = 1 \)), favorable when (\( 0 < R_L < 1 \)), and irreversible when (\( R_L = 0 \)).
Freundlich Isotherm

It involves surface heterogeneity and the exponential distribution of active sites and their energies.

The Freundlich isotherm equation is presented as:

\[
R_L = \frac{1}{1 + K_L C_0} \quad \cdots (8)
\]

\[
q_e = C_e^{\frac{1}{n}} \quad \cdots (9)
\]

The linearized form is:

\[
\ln q_e = \ln K_F + \left(\frac{1}{n}\right) \ln C_e \quad \cdots (10)
\]

And the \((n)\) calculated from the equation:

\[
\text{Slope} = \frac{1}{n} \quad \cdots (11)
\]

And the \((K_F)\) is calculated as the anti-ln of the intercept as:

\[
\text{Intercept} = \ln K_F \quad \cdots (12)
\]

Where \(q_e\) (mg-g\(^{-1}\)) is the adsorption capacity at equilibrium, \(C_e\) (mg-L\(^{-1}\)) is the concentration of ammonium ions at equilibrium, \(K_F\) is a constant related to the temperature, and \(n\) is a characteristic constant (Varshney et al. 1996).

RESULTS AND DISCUSSION

The interaction of loaded clay molecules with ammonium ions was studied using FTIR (Fig. 1), XRD (Fig. 2), and XRF (Fig. 3). The adsorbent’s surface area influences the adsorption process’s potential effect. Because the clay particles were positively charged, the \(NH_4^+\) ions were likely adsorbed on the surface via complexing with the clay cations and attracting ammonium ions through hydrogen bonding.

Adsorbent Characterization

Adsorption of ammonium ions enhanced the surface clay/ammonium ions ratio. XRD, FTIR, and XRF were used to study \(NH_4^+\)-clay interactions. It is stretching at 3049 and 2930 cm\(^{-1}\), as well as two bending modes at 1503 (scissoring) and 695 (wagging) cm\(^{-1}\) were identified after integration with \(-N-H\). A rare combination band at 2003 cm\(^{-1}\) was also identified. It indicated that clay particles had replaced protons on the \(-NH_4^+\) groups of ammonium ions. Adsorption of \(NH_4^+\) produced a 1403 cm\(^{-1}\) N-H scissoring vibration peak of an ammonium compound. the \(-NH_2\) vibrations shifted blue from 3046 to 3128 cm\(^{-1}\), confirming the clay particles’ incorporation of the \(-NH_4^+\) ligand. FTIR detected the chemical environment of the clay/\(NH_4^+\) species. The peak regions show that 86% of \(-NH_2\) groups protonated as \(-NH_4^+\) groups. After clay loading, the \(-NH_2\) groups complexed...
with the clay particles, adding 402.4 eV to the binding energy (Benaissa & Benguella 2004).

Effect of Adsorbent Dose

Fig. 4 shows the effect of various (B) and (M) dosages on ammonium ion elimination. The ammonium ions removal rate was less than 50% when the adsorbent concentration was less than 0.3 g.L\(^{-1}\). However, increasing the concentration from 0.6 to 1.2 g.L\(^{-1}\) had no effect. Surprisingly, increasing the adsorbent concentration enhances the ammonium ion nitrogen removal rate. The adsorbent’s active sites were less accessible when the ammonium ions concentration increased, according to one research. Because ammonium ions reached the adsorbent’s lower active sites, the loading rate decreased but the loading capacity rose. Ammonium ions diffuse into the low active sites in (B) and (M) as the concentration increases, speeding up ammonia removal. The ammonium ions removal method error was less than 4%, indicating that ammonium ions intake remained constant (El-Shamy et al. 2017).

Effect of Initial pH

Fig. 5 shows adsorption data for B and M vs. contact time at 5 min intervals of up to 120 min. The number of ammonium ions absorbed by the material under investigation was determined using a cation exchange capacity and an adsorbent dosage (0.1 g.50 mL\(^{-1}\)). The authors of this article tested at pH 6. The adsorption plots of ammonium ions on (B) and (M)
demonstrate three distinct phases: initial adsorption within 10 min, progressing equilibrium, and final equilibrium (El-Shamy et al. 2018).

\[(\text{NH}_2)_2\text{CO} + \text{H}_2\text{O} = 2\text{NH}_3 + \text{CO}_2\] …(13)

Thus, unionized ammonia NH\(_3\) and CO\(_2\) are generated (CO\(_2\)). NH\(_4\) ZZZ is formed when complex organic compounds in industrial, municipal, and animal wastes break down. Therefore, as previously explained, ammonium ions exist in two forms in aqueous solution: non-ionized (NH\(_4\) ZZZ) and ionized (N), as represented by the equations:

\[\text{NH}_4^+ + \text{OH}^- = \text{NH}_3 + \text{H}_2\text{O}\] ...(14)

\[\text{NH}_3 + \text{H}_2\text{O}^+ = \text{NH}_4^+ + \text{H}_2\text{O}\] ...(15)

Ion exchange can only remove the ionized form of ammonium since it is pH-dependent. Because most ammonium install nitrogen is ionized at pH 8 and lower, these circumstances encourage elimination. In adverse circumstances, the balance changes quickly to a non-ionized form above pH 8. Because the pH of the solution affects the quantity of N removed, a series of experiments were done to determine the best pH range for ammonium removal. The ion exchange mechanism works best at pH 8 and below, with pH 6 providing maximum elimination. The equilibrium capacity is 50 meq.100 g\(^{-1}\) at pH 6, but 42 meq.100 g\(^{-1}\) at pH 8. Decreases in removal efficiency and equilibrium capacity to 35 meq.100 g\(^{-1}\) occur at pH 2. The N removal effectiveness reduces fast at pH 10, which may be explained by the fact that the ammonium ion is neutralized by the hydroxyl ion, leaving it uncharged. The performance diminishes below pH 6 due to increased hydrogen ions in the solution, which compete for exchange sites (Ho et al. 2000).

**Effect of Contact Time**

Adsorption of Bentonite (B) and Montmorillonite (M) vs contact time is shown in Fig. 6. The number of ammonium ions absorbed by the clay sample was monitored over time. The batch experiment of this paper was tested at pH 6. The adsorption plots of ammonium ions on (B) and (M) demonstrate three distinct phases: initial adsorption within 10 min, progressing equilibrium, and final equilibrium (Dey et al. 2019).

**Kinetics of Adsorption Process**

It was used to match experimental data and describe the relationship between adsorbate concentration and adsorption rate. The ammonia adsorption correlation (R\(^2\)) was 0.9997 for montmorillonitic clay. The kinetic model has a higher R\(^2\) of 0.9985 for bentonitic clay (Fig. 7). Difficulty in experimental procedures creates unpredictable results. The qt error is large when t is fixed. qe(cal.) was found to be closer to the experimental data (qe(exp.)). The fitted kinetic model is validated by comparing the calculated qe(cal.) to the measured qe. In
addition, coexisting cations influence the kinetic model for ammonia nitrogen adsorption (Aksu 2001).

**Adsorption Isotherms**

Fig. 8 demonstrates the batch multiple and simultaneous ammonium ions adsorption using two clay types of Langmuir isotherm. This isotherm was fitted to the ammonium ion adsorption data. $C_e/Q_e$ versus $C_e$ over the concentration range produced a straight curve. The adsorbed ammonium ions increased with the equilibrium concentration.
Langmuir Isotherm

Fig. 8 shows the slope (b), intercept (Q_m), and coefficient of determination as well as the statistical fit of the adsorption data to the Langmuir model is shown in Table 1. It demonstrates that numerous ammonium ion adsorptions match the Langmuir isotherm model well, with R^2 > 0.9 for both clay types. Adsorption of ammonium ions is more favorable using Langmuir than using bentonite as an adsorbent. Similarly, ammonium ion adsorption data are applied to the Langmuir adsorption isotherm, but no linear form is obtained. The equilibrium data from the montmorillonitic clay adsorption isotherm fitted the Freundlich equation better than the Langmuir equation. The Langmuir adsorption paradigm fails in various situations because of its lack of material claim (Mehta et al. 2017).

Freundlich Isotherm

Fig. 9 shows the Freundlich isotherm for batch adsorption of ammonium ions onto clayey surfaces. In this case, the Freundlich isotherm was utilized to match the data. In Fig. 9 q_e versus C_e was displayed linearly over the concentration range. The amount of adsorbed ammonium ions q_e increased with equilibrium concentrations C_e. Table 2 displays the Freundlich isotherm model parameters from Fig. 9 and the statistical fits of the adsorption data to this equation. Because the coefficient of determination R^2 is larger than 0.9 for montmorillonitic clay, the isotherms are consistent for both montmorillonitic and bentonitic clay. Based on Fig. 9, the adsorption intensity (n) and the adsorption capacity (K_F). If the 1/n ratio is less than one, chemisorption is occurring, while co-adsorption is occurring. In bentonitic clay, the 1/n ratio is greater than one, indicating chemisorption is occurring.

Table 1: Langmuir data.

<table>
<thead>
<tr>
<th>Slope</th>
<th>Intercept</th>
<th>q_m</th>
<th>K_L</th>
<th>R_L</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>0.1575</td>
<td>4.9392</td>
<td>6.349206</td>
<td>0.031888</td>
<td>0.51-0.86</td>
</tr>
<tr>
<td>B</td>
<td>0.1813</td>
<td>2.3991</td>
<td>5.51572</td>
<td>0.07557</td>
<td>0.306-0.726</td>
</tr>
</tbody>
</table>

Table 2: Freundlich data.

<table>
<thead>
<tr>
<th>Slope</th>
<th>Intercept</th>
<th>n</th>
<th>K_F</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>0.789</td>
<td>-1.42</td>
<td>1.267427</td>
<td>0.241714</td>
</tr>
<tr>
<td>B</td>
<td>0.6714</td>
<td>-0.713</td>
<td>1.489425</td>
<td>0.490171</td>
</tr>
</tbody>
</table>

Fig. 7: Kinetics of adsorption using bentonitic and montmorillonitic clay (pH 6, a dose of clay 0.5 g.100 mL^{-1}, 1 h stirring).
clay, ammonium ions adsorption was chemisorption and cooperative adsorption. As seen in Table 2, the Freundlich model’s ammonium ion constants $n$ vary (1.2820 - 1.1074). $n$ represents the adsorption processes’ efficiency. According to the Freundlich model, montmorillonitic clay’s resorption of ammonium ions is superior to bentonitic clay (Babarinde et al. 2009).

**Application of the Treatment Process for Real Drainage Wastewater**

The collected drainage water from the El-Rahawy drain in Giza, Egypt, was physiochemically characterized (Table 3). After adding 10 g of clay to 1 L of collected sample and stirring for 60 minutes, the effluents were filtered and characterized physiochemically (Table 3). More than 79 percent of COD and BOD were removed using montmorillonitic clay, while over 84 percent were removed using bentonitic clay. Both clays removed 100% of sulfide and 100% of total phosphorus. Overall, both clays efficiently eliminated contaminants from drainage water, although bentonitic clay was more effective owing to the presence of alumina silicate and iron oxide in their structure.

### Table 3: Physicochemical characterizations of the raw and treated drainage water collected from El-Rahawy drain, Giza, Egypt.

<table>
<thead>
<tr>
<th></th>
<th>Raw Drainage water</th>
<th>Treated Effluents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Montmorillonitic clay</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>% Removal</td>
<td>B</td>
</tr>
<tr>
<td>COD, mg.L$^{-1}$</td>
<td>108</td>
<td>22 79.63</td>
</tr>
<tr>
<td>BOD, mg.L$^{-1}$</td>
<td>62</td>
<td>13 79</td>
</tr>
<tr>
<td>H$_2$S, mg.L$^{-1}$</td>
<td>1.6</td>
<td>0 100</td>
</tr>
<tr>
<td>NH$_3$, mg.L$^{-1}$</td>
<td>3.1</td>
<td>0.2 94</td>
</tr>
<tr>
<td>TDS, mg.L$^{-1}$</td>
<td>920</td>
<td>1020 -10.87</td>
</tr>
<tr>
<td>TP, mg.L$^{-1}$</td>
<td>0.3</td>
<td>0 100</td>
</tr>
<tr>
<td>TKN, mg.L$^{-1}$</td>
<td>23</td>
<td>6.8 70.4</td>
</tr>
</tbody>
</table>

Fig. 8: Langmuir isotherm results for bentonitic and montmorillonitic clay.
Fig. 9: Freundlich isotherm results for bentonitic and montmorillonitic clay.

CONCLUSIONS

The adsorption method in the treatment of water pollutants is considered one of the most important and simple methods because it is a simple and sensitive way to remove many water pollutants, and these pollutants include ammonium ions present in sewage water. Besides all the above advantages, it is also a low-cost and environmentally friendly method. The process of removing pollutants is through the functional groups of the absorbents, which affect the surface charge and thus the ability to adsorb. It was classified as acidic or basic, which expanded its ability to remove pollutants, as it can deal with more than one type of pollutant with high efficiency. Added to its advantages is the ability to reuse after extracting ammonium ions, thus saving costs in purchasing additional materials from the absorbent material. Many bioreactors can remove ammonium ions from the water showing how ammonium ion molecules diffuse through the liquid and solid phases when equilibrium is reached. To choose a working model, it is necessary to fit isothermal data with different models. The adsorption properties of ammonium ions, which are often found in wastewater, were studied using two clay materials. The Freundlich, isotherm model fits the experimental data best for montmorillonitic clays alone, while the Langmuir model best fits both types of clays. The isometric models indicated that the absorption is physical and chemical. Both clays succeeded in removing pollutants from wastewater, although bentonite clays were more effective due to the presence of iron oxide in their structure. Through the given results, we can say that these materials are suitable for practical application due to their ease of availability, low cost, and high efficiency in dealing with a wide range of water pollutants.
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ABSTRACT

A study on fluoride risk assessment was carried out in the semi-arid region of North Gujarat, India. The intricate link between groundwater fluoride and human health, lack of awareness, limited access to fluoride treatment facilities, and poor socio-economic conditions of the ~5.0 million rural population in the studied region make them vulnerable to fluoride. This study aimed to evaluate non-carcinogenic health risk, its severity, and the total population at risk in these regions due to chronic fluoride exposure. Fluoride in our samples (n=132) exhibits large spatial variability, and it ranges from ~0.13-8.64 mg.L\(^{-1}\) (average: 1.64 ± 1.50 mg.L\(^{-1}\)) and 43% of them are more than the WHO limit of 1.5 mg.L\(^{-1}\). Hazard Quotient (HQ) was used to assess health risks through the ingestion exposure route. The comparison of the range (0.1-8.55 versus 0.06-4.11), average (1.63 ± 1.49 versus 0.78 ± 0.72), and median (1.26 versus 0.60) of HQ between children and adults highlights that the former are at more risk compared to latter. Our conservative estimates suggest that ~0.45 million children and ~1.06 million adult population, ~55% and ~20% of the respective population classes, of the region, are potentially at risk. The empirical Bayesian Kriging model was used to produce risk-assessments maps. These can help policymakers in prioritizing the application of mitigation funding and resources, and in increasing testing efforts in high-risk areas. We believe this study should guide policymakers to adopt strategies in ensuring the public health safety of the rural population, children in particular, of the studied region.

INTRODUCTION

Human health risk associated with high fluoride in drinking water continues to draw considerable attention even in recent years (Ahada & Suthar 2019, Zhang et al. 2020) as it used to draw about a few decades back (Dissanayake 1991, Ozsvath 2009). The intricate link between dissolved fluoride and human health necessitates a critical understanding of the problem and requires approaches (e.g., modeling and simulation, direct measurements, etc.) to determine the associated human health risk. Geogenic sources of fluoride include minerals like fluorite, amphiboles,apatite, and amphiboles (Handa 1975, Hem 1985) while anthropogenic sources include phosphatic fertilizers (Kundu & Mandal 2009), brick kiln industries (Datta et al.1996), industries like aluminum smelting industries and coal-based power plants (Ali et al. 2016). Chronic consumption of drinking water with fluoride >1.5 mg.L\(^{-1}\) is known to cause different types forms of fluorosis such as degradation of dental enamel, skeletal deformities, ligament-calcification, osteosclerosis, and crippling deformities of joints and spine (Dissanayake et al. 1991, Biglari et al. 2016). Recent studies have also indicated that excess fluoride consumption may even be the cause of neurological effects (Jiang et al. 2019); genetic effects (Cao et al. 2016); insulin resistance (Dey & Giri 2016); urinary tract diseases (Jha et al. 2011); thyroid hormone issues (Kravchenko et al. 2014); respiratory problems (Pollin-Arbelet & Moum 2016) and may even cause cancer in bone, lungs, bladder, and uterus (Yang et al. 2000).

India accounts for ~50% of the total fluorosis-affected world population (Vithanage & Bhattacharya 2015, Podgorski et al. 2018). With a ~60% rural population, the Western state of Gujarat is one of the most severely affected states. The rural regions of Gujarat are mostly semi-arid and surface-water-scarce resulting in high reliance of residents on groundwater. Due to poor literacy rates and socio-economic conditions, these rural residents lack awareness about fluoride hazards, and with limited access to water/fluoride treatment facilities, they are coerced to consume untreated groundwater, resulting in their exposure to fluoride (and other contaminants). A few recent articles have highlighted the problem of high fluoride in Gujarait; for example, in Mehsana district Mandal et al. (2021) estimated that ~0.073 million children and ~0.467 million adults are at risk of fluorosis. Similarly (Shirke et al. 2020) reported >1.5 mg.L\(^{-1}\) in 40%
of the wells in groundwater of the Amba Dongar region. Both these studies inferred that children are at higher risk compared to adults. Additionally, it is also socially pertinent to assess the number of people potentially affected by fluoride-related morbidities in these rural regions. To the best of our knowledge, such studies on Gujarat are at best very sparse (Mandal et al. 2021) despite predictive modeling assessment (Podgorski et al. 2018) indicating that ~11 million population of the state are potentially at risk.

We hypothesize that given the similar level of groundwater contamination, rural populations are likely to be impacted more compared to urban counterparts as the former lack awareness about contamination/hazards, and rural regions lack infrastructure facilities such as fluoride treatment plants. To examine the same, as a case study we carried out a first-time investigation on groundwater fluoride contamination from two northern districts of Gujarat which covers a combined area of ~16000 km² with a present-day cumulative population of ~5 million. The hazard quotient is used to estimate the non-carcinogenic risk and its severity, and subsequently, the total population at risk in these regions due to chronic fluoride exposure in groundwater was evaluated. Furthermore, the Empirical Bayesian Kriging model was used to identify the high and low-risk zones in these districts.

**MATERIALS AND METHODS**

**Study Area**

**Banaskantha district:** Banaskantha district (23°33’ N-24°25’ N; 71°07’E-73°02’ E) consists of twelve sub-districts (viz. Danta, Amirdad, Dantiwada, Tharad, Vav, Bhabhar, Vadgam, Deodar, Kankrej, Deesa, Dhanera, and Palanpur; (Fig. 1(a)) and have a geographical area of 10, 303 km². It consists of 1249 villages with a population of ~3.12 million as per the 2011 census (https://www.censusindia.co.in/district/banas-kantha-district-gujarat-469). Long-term data suggest that average maximum and minimum temperatures were ~34°C and ~19°C respectively. The climate of the district is semi-arid, with an average yearly rainfall of 580 mm. Ephemeral rivers Banas and Saraswati constitute the drainage network of the district (CGWB 2011).

**Patan district:** Patan district is positioned between 23°24’ and 24°09’ N latitudes and 71°01’ and 72°30’ E longitudes in the northern part of Gujarat (Fig 1(b)). It occupies a geographical area of 5740 km². The district is divided into seven sub-districts and consists of 517 villages with a total population of ~1.34 million as per the 2011 census (https://www.censusindia.co.in/district/patan-district-gujarat-470). The average maximum temperature is 34.4°C during summer and the minimum temperature is 19.5°C during winter. The district witnesses very low average annual rainfall (403
Fig. 1(b): Sub-district map of Patan district.

Fig. 1(c): Study area, and location map of the sampling sites in the Banaskantha and Patan districts.
mm) with Khari, Banas, and Umardasi being the three rivers basins (CGWB Report 2014). The district is predominantly covered by alluvium. It has a multi-layer aquifer system that comprises semi-consolidated Mesozoic and Tertiary formations and unconsolidated quaternary alluvial deposits.

**Sampling and Analyses**

Groundwater samples were collected either from hand pumps, dug wells, or open wells of the study area. After sufficient purging, bottles were rinsed thoroughly and samples were collected without bubbles into separate bottles for measurements of alkalinity and major ions, water isotopes, carbon isotopes, and trace elements. In total samples were collected from 132 locations - 72 from the Banaskantha district and 60 from the Patan district (Fig. 1(c)). In some areas of the western part of the Banaskantha district, groundwater samples were not collected as the local population is dependent on the treated river water source for their daily consumption. Random sampling was done from different villages of each sub-district.

In-situ parameters such as pH, temperature, and conductivity measurements were made using portable meters (Eutech PCD 650) with respective precisions better than 0.002 units, 0.1°C, 1 µS.cm⁻¹, and 1 mg.L⁻¹. After collection, samples were stored at 4°C in the laboratory until the analysis of anions. Fluoride and other anions (Cl, SO₄, and NO₃) were analyzed in (0.45 µm) syringe filtered samples by Ion−chromatography (Thermofisher Scientific). AG23 and AS23 columns were used for the separation of the anions, then eluted with a mixture of 0.8 mM NaHCO₃ and 4.5 mM NaCO₃ solution, and finally detected with a suppressed electrical conductivity detector. The detector response was calibrated using laboratory-made mixed standards and the consistency of the instrument performance was ensured by monitoring the detector sensitivity throughout the analysis. Overall reproducibility ascertained by a coefficient of variation in repeat measurements is within ±5% for fluoride.

**Health Risk-Assessment**

Non-carcinogenic risks due to fluoride can arise from both oral and dermal exposure routes. In this study, the dermal risk is not taken into consideration as it was found to be very insignificant. Estimation of daily intake (EDI) and Hazard Quotient (HQ) due to fluoride has been made for the oral pathway following USEPA (1989).

\[
\text{EDI}_{\text{ORAL}} = \frac{(C \times IR \times EF \times ED)}{(BW \times AT)} \quad \ldots(1)
\]

\[
\text{HQ}_{\text{ORAL}} = \frac{\text{EDI}_{\text{ORAL}}}{\text{RfD}_{\text{ORAL}}} \quad \ldots(2)
\]

In the above equations, \(C\) is the measured concentration of fluoride in groundwater (mg.L⁻¹); IR is daily water intake rate (L.day⁻¹); EF is exposure frequency (day.y⁻¹); ED is exposure duration (y); AT is averaging time (day) and BW is average body weight (kg) of the consumer (e.g., adult or children). \(\text{HQ}_{\text{ORAL}}\) has been calculated separately for adults and children. Values of 350 days per year (EF), 30 years (ED), 10500 days (AT); 2 L day⁻¹ (IR), and 70 kg (BW) are used for adults while the corresponding values used for children are 350 days per year (EF), 6 years (ED), 2100 days (AT); 0.89 L.day⁻¹ (IR) and 15 kg (BW). \(\text{RfD}_{\text{ORAL}}\), the reference oral dose, has been taken as 0.06 mg F.kg⁻¹-body weight. day⁻¹ (USEPA 1989, Ali et al. 2019). Using these values it is found that the product of EF and ED is equal to that of AT, thus equation 2 can further be simplified to:

\[
\text{HQ}_{\text{ORAL}} = \frac{C \times IR}{(\text{RfD}_{\text{ORAL}} \times BW)} \quad \ldots(2a)
\]

The magnitude of HQ determines the probabilistic non-carcinogenic risk with HQ values <1 indicating that the water is safe for consumption while HQ_{ORAL}>1 indicates potential risks of fluorosis.

**Geostatistical Modeling**

In our study, ESRI ArcGIS 10.7 software (License no - EFL000908614 ArcGIS Pro Geostatistical Analyst) was used to perform the geostatistical modeling. Empirical Bayesian Kriging (EBK) was applied to calculate HQ values to map its spatial variation and to identify the high-risk zones within the study area. The EBK model was preferred as it was reported to be more realistic and comprehensive than other interpolation techniques (Krivoruchko 2012, Mukherjee et al. 2019). It differs from the classical Kriging model as it automates the critical aspect of building a valid Kriging model through subssetting and simulation. In this interpolation technique, errors are estimated based on semivariograms obtained through repeated simulation (Emenike et al. 2018) whereas the other techniques need manual adjustment for accuracy. The accuracy and robustness of the EBK model were gauged by the calculated error parameters such as root-mean-square predicted (RMSP), mean standardized error (MS), root-mean-square-standardized (RMSS), and average standard (AS) error.

**RESULTS AND DISCUSSION**

**Fluoride Distribution**

Fluoride concentrations in our groundwater samples are reported in Table 1. The fluoride in our samples (n=132) ranged from 0.13 to 8.64 mg.L⁻¹ with an average of 1.65 ± 1.50 mg.L⁻¹ and a median value of 1.27 mg.L⁻¹. The observed range and average for the Banaskantha region are 0.13-6.03 mg.L⁻¹ and 1.68 ± 1.27 mg.L⁻¹ while for the Patan region these values are 0.18-8.64 mg.L⁻¹ and 1.61 ± 1.75 mg.L⁻¹.
respectively. About 44% (32 of the 72) and 42% (25 of the 60) of the samples collected in Banaskantha and Patan districts respectively have fluoride above the WHO’s maximum permissible limit (MPL) of 1.5 mg.L⁻¹ for safe drinking. The distribution pattern of fluoride levels across the study area indicates that ~20% of the samples had <0.5 mg.L⁻¹; 22% within 0.5-1.0 mg.L⁻¹; 15% fall within the regulatory limits of 1.0-1.5 mg.L⁻¹ while 43% of the samples having fluoride higher than MPL.

**Fluoride Risk-Assessment**

In our study area, fluoride >1.5 mg.L⁻¹ in 43% of the samples (n=132) underscores the significance of assessing the risk due to the consumption of groundwater. The dermal risk appears to be insignificant compared to oral intake. Health risk assessment (HQ; equation 2) depends on three parameters, of which, the concentration of fluoride is measured, while IR and BW are average values recommended by environmental/health/medical agencies (e.g., USEPA, and Indian Council of Medical Research and National Institute of Nutrition (ICMR-NIN); Health Canada).

USEPA recommends the use of IR value of 2 L.day⁻¹ and 0.89 L.day⁻¹ for adults and children respectively, whereas the corresponding values for BW are 70 kg and 15 kg. For India, where most of the regions are hot (semi)-arid or humid, average water consumption by working rural resident adults can be higher than 2 L.day⁻¹ and thus the fluoride exposure may even be higher than calculated using USEPA parameters. Recently ICMR-NIN has reported values of water intake for Indian adult males (32-58 mL.kg⁻¹ BW), adult females (27-52 mL.kg⁻¹ BW), and children (60 mL.kg⁻¹ BW) — the lower limit and upper limit of the range are associated with sedentary-working and high-working persons (ICMR-NIN report, 2020). Similarly, the recommended average BW of adult males and adult females are 65 kg and 55 kg respectively. Based on these average BW values, the IR range translates to 2.1-3.7 L.day⁻¹ (adult male), 1.5-2.9 L.day⁻¹ (adult female) and 0.9 L.day⁻¹ (children). Calculated HQs using USEPA, and the range of ICMR-NIN parameters yield variable results (summarized in Table 1) showing that choice of average IR and BW values are critical. We have however used the lower-bound estimate of HQ (i.e., USEPA parameters) for evaluating risk and geospatial HQ mapping of the region. The distinction between males and females has not been made while calculating HQ values for adults though females are prone to more risk because of their lower BW (Table 1).

Calculated HQ values range from 0.06-4.11 for adults (average: 0.78 ± 0.72; median: 0.60) and 0.13-8.55 for children (average: 1.63 ± 1.49; median: 1.26) highlighting that children are more prone to risk because of their lower body weight though somewhat offset by their lower daily water consumption compared to adults. This inference is similar to the finding in previous studies (Adimalla et al. 2018, Ahada & Suthar 2019). To get better insight into the

<table>
<thead>
<tr>
<th>Reference</th>
<th>Population class</th>
<th>IR [L.day⁻¹]</th>
<th>BW [kg]</th>
<th>Min.</th>
<th>Max.</th>
<th>Average</th>
<th>Standard deviation</th>
<th>Median</th>
<th>% samples with HQ&gt;1</th>
</tr>
</thead>
<tbody>
<tr>
<td>USEPA</td>
<td>Adult</td>
<td>2</td>
<td>70</td>
<td>0.06</td>
<td>4.11</td>
<td>0.78</td>
<td>0.72</td>
<td>0.6</td>
<td>28</td>
</tr>
<tr>
<td>USEPA</td>
<td>Children</td>
<td>0.89</td>
<td>15</td>
<td>0.13</td>
<td>8.55</td>
<td>1.63</td>
<td>1.49</td>
<td>1.26</td>
<td>58</td>
</tr>
<tr>
<td>ICMR-NIN, India</td>
<td>Adult (male)</td>
<td>2.1</td>
<td>65</td>
<td>0.07</td>
<td>4.65</td>
<td>0.88</td>
<td>0.87</td>
<td>0.68</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Adult (male)</td>
<td>2.9</td>
<td>65</td>
<td>0.1</td>
<td>6.43</td>
<td>1.22</td>
<td>1.2</td>
<td>0.94</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Adult (male)</td>
<td>3.7</td>
<td>65</td>
<td>0.12</td>
<td>8.2</td>
<td>1.55</td>
<td>1.53</td>
<td>1.2</td>
<td>56</td>
</tr>
<tr>
<td>ICMR-NIN, India</td>
<td>Adult (female)</td>
<td>1.5</td>
<td>55</td>
<td>0.06</td>
<td>3.93</td>
<td>0.74</td>
<td>0.73</td>
<td>0.58</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Adult (female)</td>
<td>2.2</td>
<td>55</td>
<td>0.09</td>
<td>5.76</td>
<td>1.09</td>
<td>1.08</td>
<td>0.85</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>Adult (female)</td>
<td>2.9</td>
<td>55</td>
<td>0.11</td>
<td>7.59</td>
<td>1.44</td>
<td>1.42</td>
<td>1.12</td>
<td>52</td>
</tr>
<tr>
<td>ICMR-NIN, India</td>
<td>Children</td>
<td>0.9</td>
<td>15</td>
<td>0.13</td>
<td>8.64</td>
<td>1.65</td>
<td>1.5</td>
<td>1.27</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 1: Calculated HQ_{oral} values for adults and children using USEPA and ICMR-NIN parameters. The HQ values show high variability.
potential risk to the population, HQ values were analyzed sub-district-wise. This approach is particularly beneficial to undertake mitigation measures at smaller space-domain and targeting smaller populations by the local authorities. Significant percentages of samples having HQ_{adult} > 1 are observed for Danta (67%), Dhanera (43%), Vadgam (40%), Dantiwada (33%), Palanpur (25%), Amirgarh (25%), Sidhpur (44%), Patan (43%) and Harij (33%). Importantly, the fact that in the remaining 11 sub-districts less than 20% of the collected samples is having HQ_{adult} > 1 underscores the lesser risk associated with the local population in them.

The oral exposure risk turns out to be more serious for children with 76 of 133 samples (58%) having HQ_{child} > 1. In our study area sub-districts with ≥50% of the collected samples having HQ_{child} > 1 are Danta (100%), Dhanera (86%), Vadgam (60%), Dantiwada (100%), Palanpur (75%), Deesa (75%), Tharad (50%), Sidhpur (69%), Patan (57%), Radhanpur (67%) and Chanasma (55%). There are only three sub-districts (viz. Bhabhar, Sami, and Santalpur) in the entire region wherein the calculated exposure risk to children is nominal with no samples having HQ_{child} > 1.

**Population at Potential Risk**

Translating the facts above (discussed in section 3.2) to the total adult and total child population potentially at risk in each of the sub-districts rests on the premise that the groundwater sampling is representative, and it requires population data in each sub-district and the % of risk-prone samples. High resolution and seasonal sampling address biases and uncertainties in representative sampling. Reliable estimates of sub-district level population data are available from the census of 2011. Two approaches can be adopted for determining the % of risk-prone samples in any given sub-district: either it can be taken as the same as that of % of samples with fluoride >1.5 mg.L\(^{-1}\) (e.g., Podgorski et al. 2018) or equal to the % of samples having HQ>1 (e.g., Mandal et al. 2021). Our calculations demonstrate that the latter approach provides a lower-bound estimate of the adult population at risk. An independent substantiation of the latter approach is made by calculating the total no of risk-prone villages in the Patan district and further matching it with reported data. We estimated the number of risk-prone villages in a sub-district by multiplying the % of samples with HQ_{adult} > 1 in the sub-district by the total number of villages in it. Such exercise shows that there are 103 risk-prone villages in the Patan district- similar to/slightly lower than the 126 reported by Central Groundwater Board (CGWB 2014). Such could not be verified for the Banaskantha district due to a lack of available information on the number of risk-prone villages in it.

Estimates of adult and child populations at risk in each sub-districts are presented in Table 2. Calculations show that an estimated ~0.92 million of the adult population and ~0.39 million of the child population in the study area are potentially at risk due to the consumption of groundwater fluoride. With a projected increase of ~15% in population during 2011-2020 (http://www.population.u.com/in/gujarat-population), currently, these values would translate to ~1.06 million adults and ~0.45 million children respectively. These values respectively are ~20% of the adult population and ~55% of the children population of the region. Our current estimate of ~1.51 million reveals that ~30% of the total (adult + children) population in the study area is potentially at risk.

An assessment of the potential risk severity was made based on Dissanayke’s classification (1991). Results show that while 57% of the collected samples are conducive to tooth development and prevent decay, the probabilistic occurrence of dental fluorosis and dental-and-skeletal fluorosis is associated with ~37% and ~6% of the samples. With no samples having fluoride concentration >10 mg.L\(^{-1}\) the chances of crippling fluorosis are almost negligible. Furthermore, field photographs of children suffering from dental fluorosis (Fig. 2a and 2b) from the Danta region (within the Banaskantha district) are a testament to a real depiction of the fluoride problem in the study area.

**Geostatistical Modeling**

Geostatistical HQ maps are depicted in Figs. 3(a-d). The validity, accuracy, and reliability of the geospatial modeling are assessed by parameters RMSS, MSE, RMSP, and ASE. In our case, the RMSS values obtained are 0.99 (Fig. 3a), 0.98 (Fig. 3b), 1.01 (Fig. 3c), and 1.02 (Fig. 3d); all values close to 1 are indicative of the significant accuracy in prediction estimates (Mukherjee et al. 2019). Furthermore, corresponding MSE values for these Figs. being close to 0 (0.02, 0.01, 0.02, 0.03) indicate valid predictions. Finally, the close values of RMSP and ASE with an average RMSP/ASE ratio of 1.00 ± 0.02 signify the validity of the model output.

HQ_{adult} mapping is shown for ranges (0.0 to 3.0) for Banaskantha (Fig. 3a) and (0.0 to 4.5) for Patan (Fig. 3c). It appears from Fig. 3a that adults are prone to the fluoride risk in Danta and eastern margins of the Amirgarh sub-districts (within Banaskantha region), and in parts of Sidhpur and Patan sub-districts (within Patan region; Fig. 3c). A significant yet concerning observation made from the comparisons of Fig. 3 (a, c) versus Fig. 3 (b, d) is that the children are more prone to risk compared to adults in both the sub-districts. In the Banaskantha region, very high HQ_{children} values (>2.5 to 6) were observed in the Danta sub-district (Fig. 3b) while others such as Dhanera, Dantiwada, Amirgarh, Palanpur, and...
Table 2: Sub-district-wise statistical data of $HQ_{oral}$ and the adult and children population at risk in Banaskantha and Patan districts.

<table>
<thead>
<tr>
<th>Sr.No</th>
<th>Sub-district</th>
<th>Total samples</th>
<th>% of samples in $F&gt;1.5$</th>
<th>% of samples in $HQ&gt;1$</th>
<th>No of villages in the sub-district</th>
<th>Population (Adult/Children)</th>
<th>Population at risk based on HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Danta</td>
<td>15</td>
<td>86</td>
<td>60</td>
<td>184</td>
<td>A</td>
<td>224839</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Palanpur</td>
<td>4</td>
<td>50</td>
<td>25</td>
<td>116</td>
<td>A</td>
<td>438773</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Vav</td>
<td>8</td>
<td>12.5</td>
<td>12.5</td>
<td>121</td>
<td>A</td>
<td>246156</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Tharad</td>
<td>6</td>
<td>16.6</td>
<td>0</td>
<td>134</td>
<td>A</td>
<td>327289</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Dantiwada</td>
<td>3</td>
<td>100</td>
<td>33.3</td>
<td>57</td>
<td>A</td>
<td>115221</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Dhanera</td>
<td>7</td>
<td>71</td>
<td>42.9</td>
<td>77</td>
<td>A</td>
<td>230741</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Deesa</td>
<td>12</td>
<td>33</td>
<td>8.3</td>
<td>148</td>
<td>A</td>
<td>588123</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Deodhar</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>70</td>
<td>A</td>
<td>177919</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Vadgam</td>
<td>5</td>
<td>40</td>
<td>40</td>
<td>109</td>
<td>A</td>
<td>240326</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Amirgadh</td>
<td>4</td>
<td>25</td>
<td>25</td>
<td>69</td>
<td>A</td>
<td>132354</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Kankrej</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>101</td>
<td>A</td>
<td>275613</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Bhabhar</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>A</td>
<td>123152</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Sidhpur</td>
<td>16</td>
<td>10</td>
<td>37.5</td>
<td>53</td>
<td>A</td>
<td>213087</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Patan</td>
<td>14</td>
<td>7</td>
<td>42.9</td>
<td>139</td>
<td>A</td>
<td>449480</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Harij</td>
<td>6</td>
<td>2</td>
<td>33.3</td>
<td>39</td>
<td>A</td>
<td>94562</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Santalpur</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>73</td>
<td>A</td>
<td>128791</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Radhanpur</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>56</td>
<td>A</td>
<td>144266</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Sami</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>98</td>
<td>A</td>
<td>182805</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Chanasma</td>
<td>11</td>
<td>5</td>
<td>18.2</td>
<td>59</td>
<td>A</td>
<td>130743</td>
</tr>
</tbody>
</table>

Banaskantha

Patan
Vadgam are all associated with high fluoride risk, \( \text{HQ}_{\text{child}} \) values > 1.5.

**CONCLUSIONS**

Fluoride contamination was investigated in groundwater from Banaskantha and Patan district, Gujarat, Western India. The five million residents of the studied region are vulnerable to fluoride exposure as they are compelled to consume untreated groundwater due to the limited availability of surface water resources in the region, and their sparse access to water treatment facilities.

Health risks were assessed through the ingestion exposure route only while dermal contribution was found to be very insignificant. \( \text{HQ}_{\text{adult}} \) ranges from 0.06-4.11 (average:...
Fig. 3a: Health risk assessment (HQ oral) for adults in the Banaskantha district. The map was produced using Empirical Bayesian Kriging (EBK) model.

Fig. 3b: Health risk assessment (HQ oral) for children in the Banaskantha district. (Map produced by EBK model).
Fig. 3c: Health risk assessment (HQ<sub>oral</sub>) for adults in the Patan district. (Map produced by EBK model).

Fig. 3d: Health risk assessment (HQ<sub>oral</sub>) for children in the Patan district. (Map produced by EBK model)
0.78 ± 0.72; median: 0.60) and values >1 were found in 28% of samples. In comparison, the range (0.1-8.55), average (1.63 ± 1.49), median (1.26), and 58% samples having HQchildren >1 all highlight that children are much more susceptible to fluoride risk compared to adults. Our conservative estimates suggest that ~20% of the adult population and ~55% of the child population of the region are potentially at risk. Photographs taken of children suffering from dental fluorosis are a testament to the real depiction of the hazard.

HQ maps of the endemic regions were produced by the Empirical Bayesian Kriging model. This mapping would help policymakers in channelizing mitigation funding and resources, and in increasing testing efforts in high-risk areas in Danta, Dantiwada, Dhanera, Vadgam, Sidhpur, and Patan sub-districts. Installation of fluoride treatment plants is suggested in these areas while rainwater harvesting is also suggested as a viable alternative. We hope that this study can help policymakers to adopt strategies to manage the regional groundwater resources better, in ensuring public health safety of the local population of the region, children in particular, from fluoride-related morbidities. We also believe that this article should stimulate further research concentrating on rural regions of India and other such countries, to estimate accurately the population impacted by fluoride contamination.
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ABSTRACT

Payment for Environmental Services (PES) is an effort and commitment of the world community in tackling the symptoms of global warming and damage to the ozone layer that will affect global climate change. Using field research methods, research data is collected through in-depth interviews with stakeholders in environmental services return programs in this research area. Research data is analyzed and described qualitatively for further conclusions. The concept developed upstream and downstream watershed relationships through the PES mechanism is based on the principle of voluntary agreement and awareness of maintaining the watershed ecosystem. The experience of implementing the PES Program in the Cidanau Watershed of Banten Province of Indonesia, managed by an independent institution. The PES program, in addition to its role as an environmental conservation program in the Cidanau watershed, also has socio-economical benefits for the community, environmental service (ES) users, and providers.

INTRODUCTION

Land water flows naturally through the mechanism of the hydrological cycle (Easton 2015). As a result of forest destruction in the upstream watershed, rainwater will damage the soil and cause erosion, more runoff water than water enters the earth, and landslides occur in steep slope areas (Wasis et al. 2020). The impact of erosion is that in addition to causing a decrease in soil fertility, rainwater also carries soil particles along with surface runoff, which causes the water quality to become cloudy and poor.

Watersheds are producers of environmental services, namely: (1) carbon sequestration and storage; (2) biodiversity protection; (3) watershed protection; and (4) landscape beauty (Mayrand & Paquin 2004, Pagiola et al. 2005, Wunder 2006, Tacconi et al. 2012, Shrestha et al. 2021). The implementation of the PES program, especially water services, has been carried out to improve water quality through watershed improvements (Redondo-Brenes & Welsh 2006, Pissarra et al. 2021). To maintain the watershed environment has the value of sustainable environmental services, it is necessary to have ideal conditions for the forest environment that are well maintained and not damaged. The upstream watershed with rural characteristics is inhabited by farming communities who live from agriculture and forest products. Meanwhile, in the downstream watershed, there are people with urban characteristics who use environmental services, especially water services to meet domestic and industrial needs. For the watershed environment to be well buffered, it is necessary to have a synergistic involvement between the two parties, namely the upstream watershed community to maintain and preserve the watershed environment that produces environmental services and the urban community in the downstream watershed utilizes environmental services. One of the efforts to achieve this goal is through the PES program.

PES is an environmental management model that involves at least two parties with mutually beneficial economic agreements with the voluntary principle that there is no coercion or pressure. This pattern contributes to the preservation and carrying capacity of the environment (Sommerville et al. 2009, Pirard 2012, Smith et al. 2013, Martin-Ortega & Waylen 2018, Aguilar-Gómez et al. 2020). PES is believed to be able to bridge the interests of natural resource users in the downstream watershed and environmental conservation communities in the upstream watershed (Wunder 2006). Even in the last decade, PES has spread widely throughout the world (Liu & Kontoleon 2018, Martin-Ortega & Waylen 2018, Rossi et al. 2021), in line with the increasing global
population and consumption of natural resources and increasing agricultural productivity, but on the other hand, environmental degradation is also increasing.

Damage to the watershed environment is caused by the overexploitation of environmental resources, and poor farming families are accused of causing its damage. This group of poor farmers can be involved in the PES program and is expected to reduce poverty, especially by making payments to poor natural resource managers in the upstream watershed (Pagiola et al. 2005). The incentives for PES to overcome poverty are expected for environmental conservation through the PES program, and involving all stakeholders as participants by capturing local needs and interests (Ola et al. 2019).

The emergence of PES is motivated by concerns from experts, observers, and environmental researchers over global forest conditions. Mayrand & Paquin (2004), noted that since 1961 some tropical countries have lost more than 500 million hectares of forest, and consumption of forest products has increased by more than 50% worldwide. Such conditions have led to the loss of environmental services that are essential to life, economic development, and the health of the earth’s population. These environmental services (ES) are generally unknown, poorly understood, or not accepted by policymakers, private companies, or local communities. As a result, these environmental services are rarely considered by the market, due to a lack of information or consumer awareness, or the absence of appropriate economic incentives that will influence the behavior of land users towards sustainable practice or conservation. The PES scheme attempts to remedy these market failures by internalizing benefits, thereby creating lost incentives for the provision of environmental services. The first step in this perspective is to define what environmental services are and what services can be internalized into market transactions.

The characteristics of the PES program are (1) voluntary transactions, (2) between environmental service users and environmental service providers, (3) expressed in the form of cooperation bonds for natural resource management, and (4) to produce agreed environmental services (Wunder & Wertz-Kanounnikoff 2009, Wunder 2015). In Indonesia, there are at least six locations (ICRAF 2013) namely: (1) Bungo in Jambi Province; (2) Singkarak in West Sumatra Province; (3) Sumberjaya in Lampung Province; (4) Cidanau in Banten Province; (5) Lembang in West Java Province; and (6) Kuningan in West Java Province.

Cidanau watershed has an important role as the main water supplier for the City of Cilegon located in the downstream part of the Cidanau watershed. Cilegon is an industrial city with more than 100 industries. These industries are dependent on the water supply of the Cidanau River for their operational activities. Water needs for the community and industry will continue without knowing the seasons. On the other hand, water supply tends to decrease due to environmental damage due to erosion, floods, and landslides during the rainy season and drought during the dry season.

Environmental problems in the Cidanau watershed are mostly caused by human activities. Poverty is accused of causing environmental damage in this area. Almost all of the population inhabiting the upstream area of the river are small farmers with narrow agricultural land ownership, low income, and highly dependent on natural resource extraction. Along with the rapid rate of population growth which is always followed by efforts to meet the needs of human life, in the 1990s in the Cidanau watershed there has been a massive land conversion, natural forests are converted into dry agricultural land and swamp forests are converted into rice fields.

The research aimed to analyze the implementation of the PES program in Cidanau Watershed, Banten Province, Indonesia. The program is designed for the management of watershed natural resources that are mutually beneficial between people living in downstream watersheds as users of environmental services (Mayrand & Paquin 2004, Lipper & Neves 2011), especially water for industrial and domestic needs with farmers in upstream watersheds as environmental maintainers and environmental service providers.

**MATERIALS AND METHODS**

The research sites are located at 06°07’18”-06°18’00” SL and 105°40’00”-106°04’00” EL. Cidanau watershed has an area of about 22,628.66 hectares, administratively located in Serang Regency and Pandeglang Regency, Banten Province, Indonesia which includes six sub-districts and 38 villages in the two districts (Sunaedi et al. 2019b). Cidanau watershed is a basin shaped like a bowl, the water source comes from the catchment area of several mountains (Mount Karang, Mount Haseupan, and Mount Pulosari and empties into the Sunda Strait west of Java Island (Fig. 1).

This study uses a field research method (Bailey 2017), with data collection through focus group discussions (Nyumba et al. 2018), depth interviews, field observations, and documentation studies. Focus Group Discussion (FGD) is a data collection technique in which a researcher gathers a group of individuals to discuss a particular topic. FGD is a technique that aims to collect data based on the personal experiences, beliefs, perceptions, and attitudes of the participants through moderated interactions. FGDs are widely used in conservation research. FGD is a data collection technique that is often used as a qualitative approach to gain an in-depth understanding of social issues. This method aims to obtain data from a deliberately selected group of individuals, not from a statistically
representative sample of the wider population. Sources of data come from several informants consisting of; (1) a forest farmer group (FFG) as an ES provider, (2) KTI as an ES user, (3) the Cidanau Watershed Communication Forum (FKDC) which acts as a liaison in the PES program, and (4) the provincial government as the policy maker.

The main informants in this study were all parties involved directly or indirectly, including the people of the upstream watershed acting as providers of ES in Serang and Pandeglang, KTI, and other parties (local governments and NGOs) who act as facilitators and mediators of the PES program. Informants or sources from the selected farming community are the Chairman of FFG Karya Muda II Cinemas District of Serang Regency and the Chairman of FFG Maju Bersama in Padarincang District of Serang Regency. The considerations concerned are very understanding of the implementation of environmental service return programs at the level of environmental care providers or environmental service providers to provide in-depth information about environmental services. An informant from KTI is a Production Director who understands the IJL program because of its involvement from socialization, and negotiation to program realization. Furthermore, informants from PES managers who are members of FKDC are the Secretary-General and an environmental activist from the Non-Governmental Organization (NGO) Rekonvasi Bhumi.

This research was intensively carried out in 2019 - 2020 before the Covid-19 pandemic occurred. The data obtained are mostly qualitative and processed using an in-depth analysis of the focus under study, namely the PES program in the Cidanau watershed, Banten Province, Indonesia. Qualitative data processing techniques in this study consisted of data collection, data reduction, data presentation, and conclusion.

The data analysis technique used in this study is closely related to the research method used, namely the descriptive-qualitative method. Research data were analyzed qualitatively and equipped with tables or the like to facilitate understanding of research data. The data analysis technique used is the Miles and Huberman Model (Milies et al. 2020). Activities in qualitative data analysis are carried out interactively and continue to completion.

The steps of data analysis include (1) Data Reduction, which is quite a lot of data obtained in the field, then select-
ing, summarizing, and focusing on the important things, looking for themes and patterns. Thus the data that has been reduced will provide clearer answers and make it easier for researchers to conclude further data, and look for them if necessary; (2) Data Display, namely data presented in the form of brief descriptions, charts, relationships between categories, flowcharts, and the like. This step aims to make it easier to understand what happened, and plan further work based on what has been understood; (3) Conclusion Drawing/Verification, the data that has been analyzed is taken as preliminary conclusions that are temporary. This conclusion will change if there is no strong evidence to support the next stage of data inference. If the conclusions at the initial stage are supported by valid and consistent evidence when the research returns to the field, then the conclusions put forward are credible (Milies et al. 2020).

RESULTS AND DISCUSSION
Physical Environment Condition of Cidanau Watershed

The landforms consist of hills and wavy, and alluvial plains. Units of hill shape with moderate to high reliefs located to the North, East, and South form a horseshoe-like shape with a slope between ramps too steep. This hill unit is directly adjacent to the unit of form in the form of an intermountain depression with a slope of ramps to flat. In this form, The Rawa Danau (Swamp Lake) is located and drains the Cidanau River as its main river. The Cidanau River drains water from the Rawa Danau and empties into the Sunda Strait.

The climatic conditions generally belong to a wet tropical climate with rainfall of more than 3000 millimeters per year. The wet season occurs from October to April and the dry season from May to September.

Table 1 and Fig. 2 showed that the average rainfall was relatively balanced with the average discharge. But, in certain years (2008, 2010, 2013, and 2017), the annual average of discharge is higher than the average rainfall. It was caused by the increasing discharge of some water sources from the wellsprings around the area.

Surface water conditions are characterized by the presence of rivers and their tributaries, swamps, and lakes. In the Cidanau watershed, there is the Cidanau River is the main river with 18 tributaries (sub-watershed). Rawa Danau is surface water in the form of swamps marked by typical swamp vegetation with an area of about 2,500 ha. The groundwater conditions in this area are classified into high, medium, and low groundwater potential. In some places, there are springs with the relatively high discharge with a flow rate between 100 m$^3$/s to 300 m$^3$/s with the main use being to meet domestic needs.

Land use in the Cidanau watershed is dominated by mixed plantations, paddy, and forest land (Table 2). The land use before the PES program was in the form of agricultural land with an open land-intensive system, such as dry land...
rice and other seasonal secondary crops. The PES program has changed land use into a mixed plantation that resembles forest structures with the dominance of forest trees, fruits, and other commodities.

The inhabitants of the Cidanau watershed are 153,167 inhabitants. Most of them live as farmers with land ownership relatively narrow between 0.25-1.0 hectares. The composition of inhabitants’ employment is very diverse, such as the agricultural sector with 53.03%, the manufacturing sector with 21.94%, the rest of it comes from trade, hotel, and tourism services. The level of education in the Cidanau watershed is low. Most people graduated from primary education because the educational facilities in each village are elementary schools and not sufficient. Higher schools only exist in the sub-district capital.

**PES Mechanism in Cidanau Watershed**

At least four parties are involved in the implementation of PES in the Cidanau watershed: (1) KTI as ES user, (2) farmers living in upstream watersheds as ES provider, (3) FKDC which serves as a liaison of all watershed management interests, and (4) Local Governments (provinces and districts) as policymakers (Sunaedi et al. 2018). The Agreement agreed, such as (1) environmental services are services produced by an ecosystem whose benefits both ecologically and economically, (2) environmental service products are the flow of substances, which are influenced by the type of land use and production system; and (3) PES is the payment of services produced by an ecosystem, which benefits ecologically and economically.

The basis of the environmental services payment agreement is a text of understanding based on the principle of voluntary agreement in maintaining the environment of the Cidanau watershed and on the benefits of the environment. Amaruzaman et al. (2017) state that the farming group must maintain at least 500 trees/ha and if the trees under contract are cut down during the contract period, the farmers should replace them. Any member who violates the agreement, all members will receive sanctions, and possibly contract termination.

The scope of the agreement includes (1) FKDC agreed to receive payments from KTI for the utilize ES from the Cidanau watershed, (2) FKDC agreed to carry out community forest development in the Cidanau watershed, the cost...
which has also been a process dynamic since 2003 until now. In its development, many parties are for applicative research. The concept of downstream-upstream payments was through the PES program, schematically shown in Fig. 4.

...investment climate and have the ability to compete.

...sustainability of the water system to support sustainable development, (4) foster an advanced...

...management. Its missions are (1) to preserve the natural resources of the Cidanau watershed; (2) ...

...one river, one planning, and one social and economic ecology in the utilization of natural resources in the Cidanau watershed to these various interests is contained in the vision and mission of FKDC, namely to build a balance ...

...implementation of the PES program begins with unifying the perception that all stakeholders need service users, at service provider’s environment, an ...

...environmental services, (3) Socialization and activities at the FKDC level, at environmental ...

...preparedness for one plot of a group of forest farmers. Land ownership in research areas is relatively low and generally less than one hectare. As an illustration, to reach an area of 25 hectares, it was collected as many as 43 farmers in Karya Muda 2.

...FKDC signed new contracts with FFG Alam Lestari from Cikumbueun Village, Mandalawangi District, Pandeglang Regency, and FFG Agung Lestari in Gunungsari District, Serang Regency for a 5-year contract period until 2013. Yet in 2009, FFG Agung Lestari failed and broke the contract for various reasons. In 2010, FKDC signed new contracts with FFG Karya Muda 3 in Citaman Village and FFG Karya Muda 2 also extend the contract as a result of renegotiation for the success as participants in the PES program. In 2014, the PES implementation in the Cidanau watershed entered its third period (Fig. 3). The main objective of this program, apart from protecting the watershed environment, is also to improve the standard of living of the people in the upstream watershed. The expected impact of the increase in the community’s economic standard is the reduction in the community’s habit of cutting trees on their land or in forest areas when they need cash.

Based on the field conditions, shows that the PES program is considered successful in improving the welfare of forest farmers, so the program has motivated other forest farmers to join this PES program. Due to the limited funds available, the forest farmer groups that will join, are selected based on the priority targets and the readiness of the forest farmer groups to join. The determination of new members for the PES program is determined by the selection of proposals. In the preparation of proposals that are included in the selection of contracts for compensation for environmental services, applying the Participatory Landscape Analysis (PaLA) method that has been developed by ICRAF to identify environmental problems that exist in land or landscapes in a watershed area, and map existing local wisdom to solve these problems. The preparation of proposals and their selection was carried out in a workshop organized by FKDC.

Ha et al. (2011) stated that the background for the development of PaLA by ICRAF was based on the fact that the phenomenon of global population growth, migration between regions, and increasing community welfare had put pressure on the conversion of forest land into agricultural, residential and industrial land. PaLA was designed as an option to combine knowledge and multi-stakeholder perspectives for sustainable land use development from a plot of land towards sustainable agriculture and sustaining people’s lives. PaLA is applied primarily to communities in the upstream watershed. Specifically, the goals of PaLA are: (1) to articulate and study farmers’ perceptions of the relationship between land use and landscape function, (2) to understand farmers’ choices in agricultural land management, (3) to understand the flow of water, sediment, nutrients, and organisms and internal filter functions that determine the function of the landscape based on the diversity of land use practices and interactions between landscape units, and (4) to understand the relationship between the goods and services of each land use decision made.

Fig. 3: Development of FFG as a participant in the PES program.
The implementation of the PES Program in the Cidanau Watershed includes several stages: (1) preparation of program plans and strategies, (2) identification of service providers and users of environmental services, (3) Socialization and activities at the FKDC level, at environmental service users, at service provider’s environment, and (4) implementation of PES program. The implementation of the PES program begins with unifying the perception that all stakeholders need to understand the PES concept in the management of the Cidanau watershed. The unification of these various interests is contained in the vision and mission of FKDC, namely to build a balance of social and economic ecology in the utilization of natural resources in the Cidanau watershed to support sustainable development based on the concepts of one river, one planning, and one management. Its missions are (1) to preserve the natural resources of the Cidanau watershed; (2) to improve the welfare of the community in the Cidanau watershed area; (3) to maintain the sustainability of the water system to support sustainable development, (4) foster an advanced investment climate and have the ability to compete.

The water environment service return scheme was also initiated and encouraged by FKDC which has also been a process dynamic since 2003 until now. In its development, many parties are concerned and contribute to the environmental services process in Cidanau, such as ICRAF which supports FKDC since 2007 and in 2014 awarded an environmental services contract to the group for applicative research. The concept of downstream-upstream payments was through the PES program, schematically shown in Fig. 4.

The PES management model in the Cidanau watershed (Fig. 4) is a model adapted from Leimona et al. (2010) which has been developing for a decade, namely by increasing users of ES. Initially from 2005 to 2010, the ES user who participated as a fund provider was PT KTI. In 2020, there were two additional ES users, namely Ashahimas and Candra Asri who donated funds to FKDC directly. One thing that

![Fig. 4: PES management model in Cidanau watershed.](image)
attracted Candra Asri, apart from donating funds to FKDC, he also developed a biodiversity program in one of FFG’s in the Cidanau watershed.

Positive Impacts of the PES Program

In an activity or program, it is expected that there will be a positive impact under mutually agreed goals. Likewise, the PES program must have a good impact on all parties. In accordance with the main objectives of building and developing PES programs that have been agreed upon and contained in the FKDC, are (1) increasing the value of ecological, social, and economic benefits in a balanced watershed, (2) building community self-reliance to increase economic capacity, through the exploitation of natural resources that environmentally friendly, (3) improve the quality and quantity of water resources and other natural resources in the Cidanau watershed, and (4) build the synergy and integrity of integrated management based on the master plan and strategic plan for the management of the Cidanau watershed. In designing, building, and developing the PES program, it is necessary to refer to the above objectives, especially with regard to the fourth goal, namely to build synergy and integrity that affects all parties involved in it (Leimona et al. 2010).

Environmental services beneficiaries: KTI as an ES user, through this PES program, expects financial benefits in the form of raw water supply to be processed into clean water. In line with industrial growth in Cilegon City, which continues to increase, it is necessary to increase the water supply as well. Water is needed in industry as a component in the production process (such as cooling, as a mixture, etc.), and also serves as a supporter to meet the domestic needs of the employees. After the PES program, the average annual discharge of the river remained relatively constant in the range of 6 m³/second to 12 m³/second. The number and average river discharge are influenced by the amount of rainfall that occurs and land cover by vegetation in the upstream watershed. Land cover with dense vegetation provides an opportunity for rainwater to seep.

Environmental services provider: The PES program aims to increase the value of ecological, and socio-economic benefits of watersheds in a balanced manner, and build community empowerment to increase environmentally friendly economic capabilities. The PES program must be able to lift economic capabilities and improve the welfare of poor farming families.

The PES program has a positive impact on forest farmers (Sunaedi et al. 2019a), including (1) an increase in income, the most significant increase in income is not from PES but from the sale of fruits and spices from hetero plants cultures that have a high selling value, such as durian (Durio zibethinus), melinjo (Gnetum gnemon), cloves (Syzygium aromaticum), and so on; (2) increasing family welfare, increasing the family’s economic capacity has encouraged families to repair their homes and buy goods for family needs such as motor vehicles, electronics, and so on; (3) new job opportunities, this occurs at harvest time which provides opportunities for the emergence of traders of fruits and other commodities as well as the emergence of home industries for processing crops; and (4) the ability to send their children to school for farmer families participating in the PES program.

In the context of improving the watershed environment, the PES program must have the courage to change the order of farmers’ activities for the better. Gorgens et al. (2021) used two approaches to PES implementation: (1) compensation for land that is discontinued from production, targeting low agricultural capacity, and (2) payment for low-capacity land already covered by natural vegetation. Facts showed that land is “sacrificed” for watershed conservation has increased productivity. Monoculture farming is more susceptible to crop failure compared to multicellular farming models which provide the possibility of choosing commodities that have high economic value without leaving the aspect of environmental preservation (Manhães et al. 2018).

PES Program and poverty alleviation: Landowners provide a variety of environmental services, from air services to biodiversity and carbon sequestration (Landell-Mills & Porras 2002, Pagiola et al. 2005). However, they often do not benefit from environmental conservation efforts, so forest farmers are tempted to convert their land to intensify agriculture that is less environmentally friendly. Initially, the PES Program was not a poverty alleviation program; rather it aims to address environmental issues and sustainable natural resource management. To achieve this goal, poverty cannot be used as a Criterion for Participation. However, the perception that areas with very high poverty rates are spatially correlated with areas that provide environmental services raises the expectation that PES programs can contribute to poverty reduction (Pagiola et al. 2010).

The PES program has the potential to reduce the poverty of farming communities that inhabit upstream watersheds. Some of the reasons that the PES program can improve welfare include: (1) the cash flow of funds received by the community participating in the PES program or a broad sense creates opportunities for land owners to convert natural capital into financial flows, (2) PES can provide opportunities for additional income other than land products to local communities, and (3) help reduce community vulnerability through the diversity of income sources (Tangisujit & Barnwal 2009).

Obtaining direct funds in the form of cash from agricultural land that is included in the PES program. The range of income earned varies from around a few hundred thousand
rupiahs to less than 1 million rupiahs which are paid twice a year. This is due to relatively narrow land ownership, which is less than 1 ha. Generally used to meet daily needs, more to pay for monthly electricity. According to several farmer sources, the amount of money obtained is not sufficient for their daily needs. However, greater income is obtained from the harvest of fruit and vegetable crops.

Currently, the income of group members is increasing because fruit and vegetable crops have started to produce. Durian (*Durio zibethinus*) is a superior fruit with a high selling price. In addition, dry cloves are extraordinary commodities that have advantages compared to other commodities, namely that they can be stored for a relatively long time and serve as savings for farmers. When the price of cloves is low, farmers store the cloves first and when the price is high they will sell them. To meet their daily needs, farmers rely on vegetable crops, such as petai (*Parkia speciosa*), jengkol (*Archidendron pauciflorum*), and melinjo (*Gnetum gnemon*). The melinjo plant can be used for fruit crackers and the leaves are processed into vegetables. The advantage of the melinjo plant is that it can be harvested almost every day. Thus, the existence of the PES program has increased community incomes in the upstream watershed (Sunaedi et al. 2018). Recently, many types of intercropping plants that have high economic value have been cultivated, namely the porang plant (*Amorphophallus muelleri*). Porang is a type of tuber plant that can live under the shade of a tree, so it does not interfere with the structure and composition of existing plants. The results of this study confirm findings written by other researchers who state that non-economic factors, such as trust and participation in designing schemes, have an important role in determining decisions made by land owners about whether to participate in PES schemes sustainably or not (Matheus et al. 2014, Khanal & Devkota 2020).

**CONCLUSIONS**

The implementation of the PES program is inseparable from the participation of all parties who consciously and voluntarily realize the common ideal of integrated watershed management so that the environmental services it produces can be enjoyed sustainably. The concept developed upstream and downstream watershed relationship through the PES mechanism is based on the principle of voluntary agreement and awareness of maintaining the Cidanau watershed ecosystem. The parties involved are (1) KTI who act as users who can enjoy directly and benefit from environmental services, (2) environmental maintenance communities living in upstream watersheds and acting as providers, (3) local governments and technical institutions/bodies that act as policymakers, and (4) FKDC which acts as liaisons among the three.

The PES program in the Cidanau watershed has been running well and has benefited all parties such as (1) guaranteed raw water supply for urban communities as ES users to meet industrial and domestic needs, (2) increased socio-economic welfare for forest farming communities as ES providers, (3) the realization of government programs in preserving the watershed environment, and (4) increasing the carrying capacity of the watershed environment towards a sustainable green economy.

Experience in implementing an environmental services program in the Cidanau watershed managed by FKDC is the best practice to build environmental services. FKDC implements the program with the entire process of developing PES with the principle of integrated management through one river, one plan, and one management approach.

This field research is qualitative it takes a long time to discover new things. Researchers experienced several difficulties, such as determining competent sources and qualitative research data that must be analyzed in depth based on comprehensive and up-to-date references. These conditions provide opportunities for quantitative research with other variables.
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ABSTRACT
Natural hazards are inevitable which required proper monitoring and application of mitigation measures to reduce vulnerability and risk. Flood is one of the most common natural hazards in Malaysia. The present study was conducted to identify vulnerable flood zones using flood vulnerability and risk indices and to minimize flood damage by suggesting mitigation measures. Four sub-districts of the Kelantan state, Peninsular Malaysia were selected based on the availability of the data and flooding history. For this purpose, demographic, social, economic, and flood event data were collected to develop flood vulnerability and risk index. Descriptive and inferential statistics were used to analyze the results. The results revealed that developed flood vulnerability and risk indices accurately predict high-priority zones. Overall, it was found that flood risk is relatively higher in a rural area compared to an urban area.

INTRODUCTION
Flooding is a frequent natural hazard that causes the loss of human lives and the economy. Spatio-temporal patterns of flooding can be influenced by uncontrolled construction of buildings and land-use changes. The primary cause of the flooding is a storm which is due to high rainfall in a short duration. In high rainfall conditions, the intensity of flood is generally accelerated by settlements along the floodplains. Additionally, other factors include topographic variation, geomorphological changes, dense drainage networks, engineering structures, and dynamic climatic conditions.

Flooding is common in Malaysia which causes 90 percent losses due to natural hazards. The average annual flood damage is approximately US$100 million (Chan 2015). In the state of Kelantan, the Kelantan River bank periodically overflow from November to February. Under the 50-year flood situation at Kusial Bridge, the projected flood volume is around 6 billion m3. In 1926 and 1967, significant flooding occurred and in the year 1967 floods, 84 percent of the population of Kelantan (537,000 people) was badly affected (Hassan & Rozi 2006). About 125,000 individuals have been evacuated and 38 have drowned.

Resilience principles must be implemented to provide adequate protection against the rising trend of flash flooding and its effects on civilization. To create a clear theoretical and practical foundation for flood resilience, the idea of flood vulnerability in flood-prone areas needs to be addressed. Although, several methods of flood impact assessment have been developed (Penning-Rowsell et al. 2005, Yahya et al. 2016). Adaptation and advancement of theory, methodology, and practice in vulnerability assessment involve sudden changes in the present city areas. Although the definition of vulnerability is closely linked to susceptibility, impact assessment begins with a quantitative approach. This applies not only to retrospective evaluations but even to a large degree to prospective cases where future flood impact assessments can address the disruption of the socio-economic backbones of society and their effects on regional, national, and even transnational networks, due to the increasing availability of data. Due to the influence of several factors, vulnerability varies in different conditions (Ibrahim et al. 2017). The cumulative impact of several factors can be assessed using a vulnerability index. The primary task of vulnerability index development is to identify the most vulnerable area to flooding which is an important tool in flood management.

A significant unit of the population is affected by flood risk in Peninsular Malaysia. Rapid increment in settlement on floodplains causes exposure of a large number of people and property to flooding risk (JICA 1982). Vulnerability increases due to inaccurate responses from the public living in floodplains. Flood mitigation should be able to address severe risks in an area. Information about the level of danger,
exposure, and vulnerability is required for priority action in overcoming flood problems. Flood damage can be reduced by identifying flood-prone areas and applying proper mitigation measures (Lee & Choi 2018). Therefore, the objectives of the study are to identify vulnerable flood zones using flood vulnerability and risk indices and to minimize flood damage by suggesting mitigation measures.

MATERIALS AND METHODS

Location and Details of the Study Area

This work was conducted in the Kelantan state of Peninsular Malaysia. The area of the state is approximately 15000 km² (Anees et al. 2019). The highest elevation is 2187 m above mean sea level. The northern part of the state is surrounded by the South China Sea. Gua Musang Town of the district Gua Musang, Kuala Krai Town of the district Kuala Krai, and its two sub-districts such as Manik Urai and Kuala Pergau were selected based on administrative similarities in status and flooding exposure among locations (Fig. 1).

The area has a tropical and humid climate with mean variation in temperature as 20 to 30°C. High precipitation is generally recorded from November to January, while low precipitation is in June and July. The mean annual precipitation is 3020 mm while the mean daily annual wind speed is 1.50 m.s⁻¹ (Anees et al. 2018).

Data Used

Primary data was collected directly from main sources through interviews, surveys, and questionnaires. Whereas, secondary data was collected from the literature. Secondary data is accessible through different public and government records and online sources. The summary of the data is given in Table 1.

Methodology

Primary Data Collection

Primary data include field surveys, field photographs, interviews with regional government offices, and household surveys with GPS locations. The survey was conducted within flood-prone areas. Factors considered for sampling were the vicinity of the flood-prone area, past flood records, and tenancy by infrastructure, land properties, and settlements in collaboration with community leaders.

- Interviews were conducted with representatives of stakeholders consisting of experts relating to floods, local government, and communities in various circles. Interviews were conducted with 200 respondents.
• Documentation study, which is to collect and study data or documents that support research, at least several relevant agencies such as the Malaysian Meteorological and Public work

• The questionnaire was given to 200 residents who experienced this disaster to find out their condition and response to the flood. The questions given in the questionnaire are important variables in analyzing flood risk. The components of the question are Flood hazard experience, related to depth, duration, and other flood characteristics such as distance from rivers and physical impressions. All questions are expected to become significant data in discussing flood hazards. Flood exposure, about the elements at risk that are affected around the respondent, especially those of vital value to the respondent, and flood vulnerability, which relates to the economic and social impacts of the respondent due to the flood, either directly or indirectly while flood risk, concerning vigilance and action in anticipation of floods.

**Development of Flood Risk Classification**

Flood Risk is analyzed and grouped into four parameters, namely flood hazard, exposure, and vulnerability. The analysis was carried out with 2 analytical methods, namely spatial analysis, and scoring analysis. These results are then converted spatially using the Weighted Linear Combination (WLC) method to ensure that the weighted translations of different variables derived from the Analytic Hierarchy Process (AHP) equation can be converted into maps in a relevant way. The WLC is the most common methodology in multi-scale evaluation analysis.

Development of spatial risk index using spatial layer overlay for all areal units (Census Tract) of each flood hazard region. The operation was between the hazard and the spatial layers of flood impact. Based on the spatial vulnerability intersection and exposed layers, the impact layers were formed. The Raster multiplication technique was used for the spatial intersection. The calculation of index value and map ranking for all raster grid cells were based on created index values (Rucinska 2014). Therefore, “the flood risk (RF) map” is the “spatial intersection of flood hazard, social (population) and exposure vulnerability” (Equation 1).

\[
RF = HF_i \cap VP_i \cap VE_i
\]  

(1)

where HF is a spatial layer of flood hazard which is equal to \( \cap \) HF_i, HF_i is the several flood hazards related to areal components, VP is a spatial layer of social vulnerability which is equal to \( \cap \) VP_i, VP_i is different population vulnerabilities related to the areal components, VE is a spatial layer of vulnerability due to infrastructure exposure which is equal to \( \cap \) VE_i, VE_i is different infrastructure related to the areal components.

Scoring is a decision-making technique in a process that involves factors together by assigning a value to

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Parameter/Variable</th>
<th>Frequency</th>
<th>Duration</th>
<th>Source/Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic data</td>
<td>Population Size</td>
<td>Study Area</td>
<td>2014, 2015</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td>Social Data</td>
<td>Household size</td>
<td>Household-level</td>
<td>N/A</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td></td>
<td>Gender of household</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economy</td>
<td>Household income</td>
<td>Household</td>
<td>N/A</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td>Flood events</td>
<td>Flooding, flood extreme, flood hazard, exposure, and vulnerability.</td>
<td>Flood events in Kelantan and Malaysia</td>
<td>Various periods and time</td>
<td>Previous researcher, publication, and government records</td>
</tr>
<tr>
<td>Data Type</td>
<td>Parameter/Variable</td>
<td>Frequency</td>
<td>Duration</td>
<td>Source/Remark</td>
</tr>
<tr>
<td>Demographic data</td>
<td>Population Size</td>
<td>Study Area</td>
<td>2014, 2015</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td>Social Data</td>
<td>Household size</td>
<td>Household-level</td>
<td>N/A</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td></td>
<td>Gender of household</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economy</td>
<td>Household income</td>
<td>Household</td>
<td>N/A</td>
<td>Questionnaire Survey</td>
</tr>
<tr>
<td>Flood events</td>
<td>Flooding, flood extreme, flood hazard, exposure, and vulnerability.</td>
<td>Flood events in Kelantan and Malaysia</td>
<td>Various periods and time</td>
<td>Previous researcher, publication, and government records</td>
</tr>
</tbody>
</table>

Table 1: Summary of data used in this study.
each factor. In determining the scoring assessment can subjective scoring is carried out, namely by setting a score based on certain considerations and based on an understanding of the process, or objective scoring is by statistical calculations.

The scoring process is useful for assigning a score to each score parameter that affects flooding. The greater the influence, the higher the score. For scoring, a score of 1 is given to parameters that have a minor effect and a score of 5 is given to the parameter which has a major effect on flooding.

The procedure of the decision-making method using AHP analysis for the appropriate site selection zone is as follows:

- Hierarchy building at several levels. Hierarchy designing for all parameters of flood hazard, exposure, and vulnerability.
- Based on the couple, element comparison of the decision to reduce the decision-making concept.
- Determination of parameters by the normalization of the Eigenvector associated with the maximum Eigen matrix ratio. Comparison matrix couples are shown in Table 2.
- Calculation of each parameter weight using pair ratio with an assumption. If the consistency ratio (CR) value is 0.10, then the judgment is inconsistent or bad sensitivity value.

Spatial analysis is the aggregation weights relative that has been produced in the previous stage to produce composite weight as the final score of spatial decision making.

**Statistical Analysis**

In general, the analysis used in this research is quantitative analysis techniques based on statistical analysis. This analysis is divided into two groups, namely:

- Use descriptive statistics to analyze collected data to avoid general conclusions or generalizations. The analysis is only in the form of an accumulation of basic data and descriptions, in the sense that it does not seek or explain relationships, test hypotheses, make predictions, or draw conclusions. For example, in analyzing questionnaire data, field measurement data, and secondary data from Hyetograph and Hydrographs.

- Inferential statistics: It is concerned with drawing conclusions and making assumptions based on observations, such as correlational analysis and comparative analysis, that have been carried out. Correlational research is to find an association or effect between the Independent Variables and the Dependent Variables. Comparative Analysis Comparative analysis is a method of mathematical analysis aimed at comparing the circumstances between two or more types. The measurement methodology used is often quite varied, depending on the type of data size and the number of categories, and the application of these analysis techniques. For example, the relationship between facets of floods, such as flood risk, exposure, and vulnerability, is studied.

**RESULTS AND DISCUSSION**

In this study, flood vulnerability has been defined as a combination of three types of distinctive vulnerabilities such as economic, infrastructure, and social. Each of these three types can further be categorized in Table 3. To determine Infrastructure, a social and economic vulnerability that was impacted by the flood in 2014, a survey using a questionnaire and interviews with 200 respondents, as illustrated in figure (Fig. 2), was undertaken. The questionnaire containing seventeen questions was provided to the community of Gua Musang, Kuala Krai, Kuala Pergau, and Manik Urai to those who experienced the flood occurrence in 2014. The Analytic Hierarchy Process (AHP), a quantitative analysis technique, is used to compare flood vulnerability index components like the social vulnerability index, economic vulnerability index, and infrastructure vulnerability index, especially in determining the weight of all associated parameters.

**Economic Vulnerability**

Economic vulnerability (EV) is represented by total loss data including losses in transportation, buildings, household, shop, and farms. For this study, economic vulnerability is classified into 3 classes based on the below calculation:

\[
\text{Total loss (RM)} = \frac{(\text{high total loss}) - (\text{low total loss})}{3 \text{ (classes)}} \quad \text{(2)}
\]

Based on data survey in the study areas (Gua Musang, Kuala Krai, Kuala Pergau dan Manik Urai), three classes of economic vulnerability can be determined - High total loss (H), Medium loss, and Low loss. Where, H > RM 100 000, M < RM 100 000 and > RM 50 000, and Low (L) < RM 50 000.
The results of the classification study Economic vulnerability in the 4 study areas can be seen in the graph (Fig. 3):

Based on the data above, economic vulnerability by area is calculated in Table 4:

### Social Vulnerability

The focus of social vulnerability on occupation, gender, and age is shown in Fig. 4. These factors have important physical or mental characteristics which affect a person’s ability to take preventive measures against flooding.

Fig. 4 shows that, in December 2014 Kelantan flood, people below the age of 20 years are exposed more. It also showed that young people are more vulnerable to flooding than older people. In Fig. 4, fewer gender differences mean no effect in identifying the flood-level social vulnerability during the flood.

Fig. 5 shows the Respondents’ classification based on their occupation. Based on collected data, most people are involved in the business which affects more during the flood. Additionally, unemployed people experienced the same. Overall results showed that flood vulnerability can be determined based on the impact experienced by the type of

<table>
<thead>
<tr>
<th>Category</th>
<th>Theme</th>
<th>Types</th>
</tr>
</thead>
</table>
| Economics | Total loss | 1. Transportation  
2. Household  
3. house,  
4. shop business  
5. farm |
| Social    | Age    | 6. 19 years and below  
7. 20 years-39 years  
8. 40 years-60 years  
9. 61 years an above |
| Occupation|        | 10. Business  
11. Farmer  
12. Government  
13. Housewife  
14. Labor  
15. Pensioner  
16. Private  
17. self-employed, unemployed  
18. student |
| Gender    |        | 19. Male  
20. Female |
| Physical  | Facilities | 21. Roads  
22. Railways  
23. Bridges  
24. schools and  
25. hospitals |

Table 3: Categorization of distinctive vulnerabilities.

<table>
<thead>
<tr>
<th>Area</th>
<th>Total Lost</th>
<th>EV Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang</td>
<td>2,600,000.00</td>
<td>Medium</td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>5,100,000.00</td>
<td>High</td>
</tr>
<tr>
<td>Dabong</td>
<td>2,795,000.00</td>
<td>Medium</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>4,140,000.00</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 4: Economic vulnerability by area.
work. Furthermore, high flood vulnerability was experienced by business occupational people.

Calculation of the Social Vulnerability Index (SVI) is the result of accumulating all vulnerability parameters into the following equation:

\[
SVI = \left( \frac{weight \times ratio F}{M} \right) + (weight \times range of age) + (weight \times occupation) \ldots (3)
\]

Through calculations using AHP, the weight of each SVI parameter is shown in Table 5.

\[
SVI = (0.24 \times ratio gender) + (0.54 \times range of age) + (0.21 \times occupation) \ldots (4)
\]

By combining all elements of social risk, including multipliers, the overall score results are obtained as shown in Table 6.

**Physical Vulnerability**

The final category is infrastructure vulnerability, which includes road networks, railways, bridges, hospitals, and schools. Infrastructure is one of the basic requirements for population, communication, and safety which can be affected by floods. Schools can be used as evacuation places or centers of aid during a flood. Hospitals require special protection during floods. If hospitals get affected by flooding, it could worsen the treatments. As to be concluded, critical facilities tend to give special attention to vulnerability analysis to provide a more accurate estimate of the flood.

---

**Table 5: Weight of elements of social vulnerability.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gua Musang</th>
<th>Kuala Krai</th>
<th>Kuala Pergau</th>
<th>Manik Urai</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>40.00</td>
<td>46.00</td>
<td>48.00</td>
<td>47.00</td>
<td>0.54</td>
</tr>
<tr>
<td>Gender</td>
<td>1.00</td>
<td>1.04</td>
<td>1.08</td>
<td>1.13</td>
<td>0.24</td>
</tr>
<tr>
<td>Occupation</td>
<td>2.25</td>
<td>1.75</td>
<td>1.00</td>
<td>1.00</td>
<td>0.21</td>
</tr>
</tbody>
</table>

**Table 6: Social vulnerability score, classification of social vulnerability, and social vulnerability class.**

<table>
<thead>
<tr>
<th>Area</th>
<th>Score</th>
<th>SV Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang</td>
<td>22</td>
<td>High</td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>26</td>
<td>High</td>
</tr>
<tr>
<td>Dabong</td>
<td>26</td>
<td>High</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>26</td>
<td>High</td>
</tr>
</tbody>
</table>

---

Fig. 4: Percentage of age and gender composition by area.

Fig. 5: Percentage of occupation composition by area.
The results of data processing related to physical vulnerability are shown in graphic images that represent each component (Fig. 6).

The physical vulnerability weight or index calculated by using the AHP method can be seen in Table 7. The following method is used to calculate physical vulnerability across the entire study region. It adds up all components of physical risk, in this example, generally referred to as physical infrastructure, such as buildings, roads, railroads, and bridges, and multiplies them by their weights, $PV = (0.411 \times \text{building}) + (0.288 \times \text{road}) + (0.185 \times \text{railways}) + (0.411 \times \text{bridges})$ ...(5)

The results of calculations using Eq. 5 produce a total score as shown in Table 8.

Table 8 shows the physical vulnerability score from all areas based on their weight. Physical vulnerability is classified as Low (<8333), Medium (>8333 and <16666), and High (>16666). Based on the classification, Bandar Kuala Krai obtain the biggest score followed by Gua Musang, Kuala Pergau, and Manik Urai. The results of the analysis shown in Table 8 also conclude that urban areas, Kuala Krai and Gua Musang Town are more vulnerable in terms of physical aspects than rural areas in Manik Urai and Kuala Pergau areas. By using the classification method in the table above, the level of Physical vulnerability can be determined as in Table 9.

Flood Vulnerability Classification

To determine the vulnerability index for the entire study area, the method used is in principle the same as the method used in calculating vulnerability in the portion of the study area. Based on calculations made, a comparison of the overall vulnerability class area can be seen in the following Table 10.

While the Total Vulnerability Index in the study area is shown in Table 11. Total vulnerability is obtained by adding up all the vulnerability component indexes throughout the blood of the study.

Since the index value is known, then the vulnerability index classification is determined from the entire study area. The vulnerability was classified as Low (<33), Medium (>33 and <66), and High (>66). Based on the classification, it is

Table 7: Physical vulnerability weight.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gua Musang</th>
<th>Kuala Krai</th>
<th>Kuala Pergau</th>
<th>Manik Urai</th>
<th>PV weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building</td>
<td>1.171</td>
<td>1.890</td>
<td>455</td>
<td>1.031</td>
<td>0.411</td>
</tr>
<tr>
<td>Road</td>
<td>68.629</td>
<td>101.984</td>
<td>15.047</td>
<td>56.192</td>
<td>0.185</td>
</tr>
<tr>
<td>Railways</td>
<td>11.445</td>
<td>5.407</td>
<td>7.742</td>
<td>8.074</td>
<td>0.170</td>
</tr>
<tr>
<td>Bridge</td>
<td>17</td>
<td>12</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Physical vulnerability score.

<table>
<thead>
<tr>
<th>Sub-district</th>
<th>Building</th>
<th>Railways</th>
<th>Road</th>
<th>Bridge</th>
<th>PV Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang Town</td>
<td>481</td>
<td>1.945</td>
<td>15.647</td>
<td>3</td>
<td>18,076</td>
</tr>
<tr>
<td>Bandar Kuala Krai</td>
<td>776</td>
<td>9.20</td>
<td>23.252</td>
<td>2</td>
<td>24,950</td>
</tr>
<tr>
<td>Kuala Pergau</td>
<td>187</td>
<td>1.316</td>
<td>3.430</td>
<td>0.3</td>
<td>4,933.3</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>423</td>
<td>1.372</td>
<td>12.811</td>
<td>0.7</td>
<td>14,606</td>
</tr>
</tbody>
</table>

Table 9: Physical vulnerability class.

<table>
<thead>
<tr>
<th>Area</th>
<th>PV Score</th>
<th>PV Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang</td>
<td>18.076</td>
<td>High</td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>24.950</td>
<td>High</td>
</tr>
<tr>
<td>Dabong</td>
<td>4.933</td>
<td>Low</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>14.606</td>
<td>Medium</td>
</tr>
</tbody>
</table>
known that the Kuala Krai and Manik Urai areas are in the classification of areas with a high-level classification, while Dabong and Gua Musang are in the middle of the face in the Kelantan flooding event in 2014 (Table 12).

In terms of the economic impact at the community level, in remote rural areas, the loss of service facilities and shops can have a major impact on the community’s economy. Urban areas typically see less of an economic impact than rural areas, in part because there are more options for amenities that can boost the local economy there.

The social impacts are discussed in two ways. First by direct examination of relationships between scarcity and density. Second particular social impacts indirect relationships between key demographic variables.

The population of old people is large in rural areas. Among them, mostly living alone increases flood vulnerability. Those people who migrate from urban to rural areas have less knowledge of flooding. It will also increase flood vulnerability. Migration, in general, is a key issue for both urban and rural areas.

**Risk Assessment**

Flood risk is defined in this study as a function of flood hazard, Flood exposure, and Flood vulnerability. The risk assessment was done based on the flood hazard model simulation results, flood exposure data, and the identified vulnerable elements at risk. Two factors were considered while the assessment i.e., the magnitude and the probability of occurrence of the risk. Flood risk assessment is calculated qualitatively according to a certain class level and then spatially presented as a Flood Risk Map.

**Quantitative Risk Assessment**

Flood risk can be considered as the actual threat. The estimation of flood risk results either in monetary or loss of life units, if the losses are measurable, or in qualitative terms (e.g. allocation in classes) in the case of intangible damages (social, environmental, cultural) to the affected areas. However, not all the values for the quantification of risk were available.

Based on flood hazard and the flood vulnerability for the different study areas using classes the qualitative assessment of risk was performed. The risk classes were weighted according to their level of importance. Follow the equation below:

\[
Flood\ Risk = \Sigma FH + \Sigma FV + \Sigma FE \tag{6}
\]

The Flood Risk value of the data processing results shown in Table 13 shows that the greatest flood risk during the Kelantan extreme floods in 2014 based on the selected study area occurred in the Kuala Krai area, especially in terms of flood vulnerability.

Based on these data, flood risk is classified according to value into 3 classes High, Moderate and Low levels. Based on the classification, the class interval was obtained from Eq. (6):

\[
Class\ Interval = \frac{273 - 0}{3} = 91 \tag{6}
\]

The highest flood risk value is 273, the lowest flood risk is 0. Flood risk in extreme flood conditions can be classified into 3 levels Low (0 to 91), Moderate (91 to 182), and High (>182). Based on the data collected, Gua Musang comes under the class Moderate while the rest is in the class High.

Based on Table 13, it can be said that flood risk is relatively higher in the rural area compared to the urban area as shown in Fig. 7. Risk assessment refers to the tolerability estimation based on the local society’s acceptability criteria. The estimated risk comparison was based on the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gua Musang</th>
<th>Kuala Krai</th>
<th>Kuala Pergau</th>
<th>Manik Urai</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>22</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>0.541</td>
</tr>
<tr>
<td>Economy</td>
<td>1.00</td>
<td>1.04</td>
<td>1.08</td>
<td>1.13</td>
<td>0.241</td>
</tr>
<tr>
<td>Physical</td>
<td>2.25</td>
<td>1.75</td>
<td>1.00</td>
<td>1.00</td>
<td>0.211</td>
</tr>
</tbody>
</table>

Table 10: Vulnerability scores and vulnerability index of areas.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gua Musang</th>
<th>Kuala Krai</th>
<th>Kuala Pergau</th>
<th>Manik Urai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>22</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>Economy</td>
<td>16</td>
<td>51</td>
<td>28</td>
<td>41</td>
</tr>
<tr>
<td>Physical</td>
<td>18</td>
<td>24</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>56</td>
<td>101</td>
<td>59</td>
<td>81</td>
</tr>
</tbody>
</table>

Table 11: Total Vulnerability scores in all study areas.

<table>
<thead>
<tr>
<th>Area</th>
<th>Score</th>
<th>VI Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang</td>
<td>56</td>
<td>Medium</td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>101</td>
<td>High</td>
</tr>
<tr>
<td>Dabong</td>
<td>59</td>
<td>Medium</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>81</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 12: Vulnerability level by areas.

<table>
<thead>
<tr>
<th>Area</th>
<th>FH</th>
<th>FV</th>
<th>FE</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gua Musang</td>
<td>41</td>
<td>56</td>
<td>69</td>
<td>166</td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>68</td>
<td>101</td>
<td>123</td>
<td>292</td>
</tr>
<tr>
<td>Manik Urai</td>
<td>63</td>
<td>59</td>
<td>129</td>
<td>251</td>
</tr>
<tr>
<td>Kuala Pergau</td>
<td>71</td>
<td>81</td>
<td>121</td>
<td>273</td>
</tr>
</tbody>
</table>

Table 13: Flood Risk value in the study area.
risk of the particular affected system and risk reduction application.

Research on economic flood impacts at the community level is lacking. As was already said, remote rural areas with little amenities and services were anticipated to have suffered greater economic losses. These setbacks further deplete rural residents’ motivation to rebuild their businesses. It may also harm people’s perceptions of the country as a desirable location for investments.

Before 2014, Kelantan experienced extreme flooding at least three times, in 1886, 1926, and 1967. However, because there was a lack of information at the time, it was unable to adequately prepare for the 2014 floods, which resulted in a loss of life and property. It may also be that the period between flood events is very long. The results of the survey and interviews only included one respondent who experienced severe floods in 1967. When there is extreme flooding, response actions should be expedited based on priority. This project is a methodical approach to addressing the flood issue in the field. It is vital to establish a specific value, whether it be the index, score of the extreme flood formula, or quantity, to ensure that this priority applies equally to all. All aspects of floods, including hazards, exposure, and vulnerability, should be covered by this value.

In the case of extreme flooding, deforestation is not the main factor. It can be ascertained that deforestation in Kelantan in 1967 or earlier was still at a low stage, or not yet significant, and extreme flooding occurred. The results of the analysis show that the main cause of extreme flooding in Kelantan is the high intensity of rainfall. When a flood happened, the intensity of the rainfall in some places was very high. On the slopes of Mount Gagau, rainfall intensity of up to 515 mm.day$^{-1}$ was recorded for 3 days before the flood occurred.

**CONCLUSION**

Three vulnerability classes such as economic, social, and physical were assessed using a questionnaire that contain 200 respondents’ (flood 2014 affected people) interviews. In terms of economic vulnerability, Kuala Krai and Manik Urai are classified as High while Gua Musang and Kuala Pergau are classified as Medium. The social vulnerability which is focused on age, gender, and occupation, for all studies are classified as high. Physical vulnerability score from all areas shows Bandar Kuala Krai obtain the highest score followed by Gua Musang, Manik Urai, Kuala Pergau.
Kuala Krai and Bandar Gua Musang. Gua Musang Town is more vulnerable in terms of physical aspects than rural areas in this case the Manik Urai and Kuala Pergau areas. Total vulnerability is obtained by adding up all the vulnerability component indexes and the result is Kuala Krai and Manik Urai areas are in the high-level class, while Dabong and Gua Musang are in the medium class.

The risk classes were weighted according to their level of importance. The Flood Risk Value data processing results show that the greatest flood risk during the Kelantan extreme floods in 2014 based on the selected study area occurred in the Kuala Krai area, especially in terms of vulnerability. Flood risk is relatively higher in rural areas as compared to urban areas.
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