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ABSTRACT

The MEWOU river, which crosses the town of Bafoussam, is one of the main sources of drinking water and irrigation for the populations who live there. It is subject to intense agricultural and industrial activity all along its banks. Soap and refined oil factories generate pollution in the form of liquid effluents which are discharged without any form of treatment. The objective of this study is to assess the impact of the soap factory effluent discharges on the quality of the surrounding water. In total, seven samples were analyzed during March, April, and May of the year 2021. The results we obtained were analyzed according to the regulatory requirements recommended by the Directives for the quality of drinking water and the Algerian standard relating to the limit values of the physico-chemical parameters. The results we obtained showed significant pollution in particular: chemical oxygen demand (COD: 125.32-959 mg.L−1), 5 days biochemical oxygen demand (BOD5: 23-99 mg.L−1), turbidity (2-520 NTU), TDS (130-13430 mg.L−1), Nitrite (4.96-21327.44 mg.L−1) and many other parameters greatly exceed those required by the international standard, we also noted strong pollution with heavy metals: chromium (35.76-1381.08 mg.L−1), lead (0.21 - 2.49 mg.L−1), iron (0.28- 17.82 mg.L−1), and cadmium (0.03-0.19 mg.L−1) which are above the values prescribed by the WHO. These highly polluted effluents released into the natural environment are harmful to the environment, biodiversity, and human health. This state of affairs requires urgent intervention to preserve the ecological balance. Otherwise, it can constitute a risk for public health in the short term by deteriorating the quality of the underground reservoir known as the main source of water supply for neighboring populations.

INTRODUCTION

Water pollution results from the introduction of foreign matter capable of deteriorating the quality of the water in a body of water, thus posing negative effects on human life and health. Industrial effluents represent a point source of water pollution (Awomeso et al. 2010). While strict waste management and control policies have existed for years in developed countries, the implementation of the same model Regulation is struggling to take effect in developing countries like Cameroon, thus making it difficult to assess the current situation or compare and contrast its performance with other places/nations.

Based on a 2005 analysis of global urbanization prospects (INS 2004, ONU 2006) more than half of Africa’s population is expected to live in cities by 2030. In Cameroon, 50% of the population lives in cities; The urban population increased from 28.5% of the total population to 52.8% between 1976 and 2003. By 2030, it is expected to reach over 70% of the population. During the same 1976 – 2003 period, the population density in Cameroon increased from 16.4 to 35.7 inhabitants per km2 (INS 2004). In the large urban centers of the city of Bafoussam, the population density per square kilometer is high, the same is true for the cities of Douala, Yaoundé, and Garoua. This increase in the demographic pressure of cities like Bafoussam combined with the increase in population and the intensification of industrial activities makes the issue of controlling industrial effluents even more important.

In the town of Bafoussam, rivers are one of the main sources of freshwater supply, however, they are also vulnerable to both point and diffuse types of pollution. Wastewater discharges from industries around the town of Bafoussam deteriorate the quality of surface and underground water and soils (Gouafo & Yerima 2013). The effects of water pollution are often different depending on the mode of contamination. For humans, this is done by ingestion, contact, or consumption of contaminated fish from polluted waters. For example,
fish contaminated with biogenic elements such as copper and cadmium are highly toxic to humans. The presence of chromium and cadmium makes water unsuitable for domestic and agricultural use due to their toxicity (Kankou 2004).

The presence of toxic chemicals in industrial effluents can pose a threat to human and animal health as well as contaminate water quality (WHO 2008). The objective of this study is to assess the impacts of effluent discharges from soap production on the quality of nearby water by analyzing certain physicochemical parameters of the discharge water leaving this soap factory.

**MATERIALS AND METHODS**

The physico-chemical parameters analyzed in this study were the following: pH, temperature, turbidity (NTU), Electrical conductivity (μS.cm$^{-1}$), TDS, calcium, magnesium, potassium, sodium, bicarbonates, carbonate, nitric nitrogen, nitrate, nitrogen ammoniacal, ammonium, nitrite, chlorine, sulphate, sulfur, soluble phosphorus, aluminum, cadmium, copper, chromium, iron, lead, zinc, dissolved oxygen (mg.L$^{-1}$), chemical oxygen demand (COD) and 5 days of biochemical demand in oxygen, required by national standards, to qualify the sources of pollution with a global view of the chemical quality of the effluents discharged. The analysis of the physico-chemical parameters was carried out at the Soil Analysis and Environmental Chemistry Research Unit, FASA, University of Dschang (Cameroon)

**Presentation of the Soap Production Plant (Cameroonian Company of Soap Factory)**

This is a large soap production plant located in Bafoussam, Kamkop (in the western Cameroon region). The western region has the city of Bafoussam as its capital. It is located in the mountainous region of West Cameroon, in the Mifi Sud watershed, between 9°30’ and 10°35’ East longitude and between 5° and 6° North latitude. It is at an average altitude of 1450 meters and extends over the highlands of the western mountain range. The expansion of the SCS plant in 2013 also boosted its production to 500 tonnes of refined oils every day. The SCS soap production plant releases a volume of raw polluted effluents of between 80 and 100 m$^3$/day into the environment

**Sampling and Physico-Chemical Analyses**

**Sampling Conditions**

For the results to be valid, special care must be taken when taking a water sample. First, the sample taken must be homogeneous, representative, and obtained without altering its
microbiological or physicochemical characteristics. (Rodier et al. 2009).

The water samples used for the physico-chemical analysis were taken according to the method described by Rodier et al. (2009) in sterile disposable plastic bottles and stored at +4 °C, then to be analyzed within 24 h following sampling, with the exception of two parameters, pH and temperature, which were measured on-site.

Samples were taken in the morning, and the used vials were held directly and extended to a depth of 30 to 50 cm from the surface of the polluted effluent of the SCS, a total of 7 samples were collected and analyzed (Table 1).

**Physico-Chemical Analyses**

All the physico-chemical parameters analyzed were based on the standard methods given by the American Public Health Association (Rice et al. 2017) as follows:

- The temperature and the hydrogen potential (pH) were measured respectively by a thermometer and a pH-meter (Thermo-scientific ORION STAR 225)
- The electrical conductivity was determined using a conductivity meter. The result was expressed in micro siemens per centimeter (µS.cm⁻¹);

**Assessment of Organic Pollution of SCS Effluents**

For a better evaluation of the organic pollution of the discharged water, the parameters that indicate biodegradabilities such as the ratio BOD5 / COD, and the coefficient K = COD / BOD5, are of great importance. The use of these characterization parameters is an excellent way to estimate the level of pollution of the raw effluents discharged and also to optimize the physicochemical parameters of these industrial effluents to propose a suitable wastewater treatment method.

**Interpretation of Physicochemical Results**

Thanks to the analysis of physico-chemical and bacteriological parameters, it is possible to determine the sources and the pollutant load of wastewater. Before being released into the natural environment, they must meet the standards established to protect the receiving environment against pollution. The limit values are given in the Official Journal of the Algerian Republic and by those of (OJAR n.26, 2006, WHO 2008).

**Statistical Analyses**

The experiment was repeated three times where the results obtained were presented as the mean ± SD, calculated using the MATLAB software from whose representations have been given in the form of curves.

**RESULTS AND DISCUSSION**

**Physico-Chemical Analyses**

**Temperature**

Water temperature is an important factor as it governs the types of aquatic organisms that inhabit it. Its role is, among other things, to dissolve the gases in water, and to separate the dissolved salts, its measurement is necessary. Here the
temperature of the industrial SCS discharges analyzed shows a variation from one sampled point to another (Fig. 3). The highest value was recorded for sample P1 (24.8°C) and the minimum value for sample P4 (22.8°C), with an average value for all samples, analyzed equally to 23.61 °C vs. These values are lower than the limit set by the Algerian standard (Table 2).

The effluent temperature varied from 22.9 to 24.8°C. This factor plays a very important role in the solubility of salts and gases (in particular O2) in water as well as the determination of the pH and the speed of chemical reactions. High temperatures induce additional pollution, thus affecting biological cycles (Gueddah 2003) by reducing the activities of dissolved oxygen, which can cause serious sewage disposal problems (Shivsharan et al. 2013). These values are the result of using hot water. The water produced by the pre-rinsing and washing operations is carried out at very high temperatures up to 70°C (Sayad 2015).

**Turbidity**

The chemical and biological particles in suspension, which are the causes of turbidity, can have implications for both the aesthetics and the safety of the drinking water supply. Alone Turbidity does not systematically represent a direct risk to public health; however, it does highlight the presence of pathogenic microorganisms and is an effective indicator of potentially hazardous events throughout the water supply system, from abstraction to point of use. For example, high turbidity of water sources can harbor microbial pathogens, which can attach to particles and interfere with disinfection; high turbidity in filtered water may indicate poor elimination of pathogens; And an increase in turbidity in distribution systems may indicate flaking of biofilms and oxide scales or the penetration of contaminants through faults such as power outages (WHO 2017).

The effluents studied have turbidity values ranging from 2 to 520 NTU, due to the presence of colloidal materials from palm oil used for soap production. These results are close to those found by (Gouafo & Yerima 2013) which were from 37.4 to 105.5 NTU.

**Hydrogen Potential (pH)**

The hydrogen potential (pH) of water provides information on its acidity or alkalinity (Rodier 1998). The pH of the industrial effluents studied reveals a high value for sample P3 (13.2), and a minimum value for the sample P7 (7.4); with an average value for all the samples analyzed equally to 10.53; which exceeds the range required by the national and international regulations.

The industrial effluents analyzed were characterized by a hydrogen potential (pH) ranging from 7.4 to 13.2 very alkaline, and located beyond the recommended standard (OJAR n.26 2006, WHO 2008). These variations in pH are

---

Table 1: Description of study sites.

<table>
<thead>
<tr>
<th>Sampling Point</th>
<th>Districts</th>
<th>Characteristics</th>
<th>Geographical locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Kamkop</td>
<td>Effluent discharge point</td>
<td>Longitude: 10°23'11&quot;  Latitude: 5°29'43&quot;</td>
</tr>
<tr>
<td>P2</td>
<td>Kamkop</td>
<td>Furnished, proximity Dwellings</td>
<td>Longitude: 10°23'15&quot;  Latitude: 5°29'41&quot;</td>
</tr>
<tr>
<td>P3</td>
<td>Kamkop</td>
<td>Points of contact between a river and effluents</td>
<td>Longitude: 10°23'14&quot;  Latitude: 5°29'39&quot;</td>
</tr>
<tr>
<td>P4</td>
<td>Kamkop</td>
<td>Unfinished, nearby dwellings used as laundry point</td>
<td>Longitude: 10°23'17&quot;  Latitude: 5°29'39&quot;</td>
</tr>
<tr>
<td>P5</td>
<td>Kamkop</td>
<td>Under a scupper</td>
<td>Longitude: 10°23'20&quot;  Latitude: 5°29'25&quot;</td>
</tr>
<tr>
<td>P6</td>
<td>Kamkop</td>
<td>Meeting with the MEWOU river</td>
<td>Longitude: 10°23'21&quot;  Latitude: 5°29'19&quot;</td>
</tr>
<tr>
<td>P7</td>
<td>Kamkop</td>
<td>MEWOU river</td>
<td>Longitude: 10°22'48&quot;  Latitude: 5°29'10&quot;</td>
</tr>
</tbody>
</table>

---

Fig. 3: Average effluent temperature values.
Table 2: Limits of the physicochemical parameters of industrial liquid effluent discharges from the SCS.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Limit</th>
<th>Reference</th>
<th>Physicochemical analysis results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minimum value</td>
</tr>
<tr>
<td>pH</td>
<td>8.5 - 6.5</td>
<td>(OJAR n.26 2006)</td>
<td>7.4</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>30</td>
<td>(OJAR n.26 2006)</td>
<td>22.9</td>
</tr>
<tr>
<td>Turbidity [NTU]</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Electrical cond [µS.cm⁻¹]</td>
<td>-</td>
<td>-</td>
<td>320</td>
</tr>
<tr>
<td>TDS [mg.L⁻¹]</td>
<td>0.2</td>
<td>(WHO 2008)</td>
<td>130</td>
</tr>
<tr>
<td>COD [mg.L⁻¹]</td>
<td>120</td>
<td>(OJAR n.26 2006)</td>
<td>125.32</td>
</tr>
<tr>
<td>COD / BOD₅</td>
<td>-</td>
<td>-</td>
<td>3.79</td>
</tr>
<tr>
<td>BOD₅ / COD</td>
<td>-</td>
<td>-</td>
<td>0.0508</td>
</tr>
<tr>
<td>Calcium [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>2.4</td>
</tr>
<tr>
<td>Magnesium [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>3.4</td>
</tr>
<tr>
<td>Potassium [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>13.31</td>
</tr>
<tr>
<td>Sodium [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>3.8</td>
</tr>
<tr>
<td>Bicarbonate [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>2135</td>
</tr>
<tr>
<td>Carbonate [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>Nitrite nitrogen [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>1.12</td>
</tr>
<tr>
<td>Nitrate [mg.L⁻¹]</td>
<td>50</td>
<td>(WHO 2008)</td>
<td>4.96</td>
</tr>
<tr>
<td>Ammoniacal nitrogen [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>1.12</td>
</tr>
<tr>
<td>Ammonium [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>3.7</td>
</tr>
<tr>
<td>Nitrite [mg.L⁻¹]</td>
<td>3</td>
<td>(WHO 2008)</td>
<td>3.67</td>
</tr>
<tr>
<td>Chlorine [mg.L⁻¹]</td>
<td>5</td>
<td>(WHO 2008)</td>
<td>39.05</td>
</tr>
<tr>
<td>Sulphate mg L-1 [mg.L⁻¹]</td>
<td>1000 ~1200</td>
<td>(WHO 2008)</td>
<td>1049.6</td>
</tr>
<tr>
<td>Sulfur [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>346.37</td>
</tr>
<tr>
<td>Soluble Phosphorus [mg.L⁻¹]</td>
<td>10</td>
<td>(OJAR n.26 2006)</td>
<td>5.64</td>
</tr>
<tr>
<td>Aluminum [mg.L⁻¹]</td>
<td>3</td>
<td>(OJAR n.26 2006)</td>
<td>3.67</td>
</tr>
<tr>
<td>Cadmium [mg.L⁻¹]</td>
<td>0.003</td>
<td>(WHO 2008)</td>
<td>0.03</td>
</tr>
<tr>
<td>Copper [mg.L⁻¹]</td>
<td>0.5</td>
<td>(OJAR n.26 2006)</td>
<td>0</td>
</tr>
<tr>
<td>Chromium [mg.L⁻¹]</td>
<td>0.7</td>
<td>(WHO 2008)</td>
<td>35.76</td>
</tr>
<tr>
<td>Iron [mg.L⁻¹]</td>
<td>3</td>
<td>(OJAR n.26 2006)</td>
<td>0.28</td>
</tr>
<tr>
<td>Lead [mg.L⁻¹]</td>
<td>0.01</td>
<td>(WHO 2008)</td>
<td>0.21</td>
</tr>
<tr>
<td>Zinc [mg.L⁻¹]</td>
<td>3</td>
<td>(OJAR n.26 2006)</td>
<td>0.51</td>
</tr>
<tr>
<td>Dissolved oxygen [mg.L⁻¹]</td>
<td>-</td>
<td>-</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Strongly influenced by the use of palm oil, chemicals such as nitric acid, and caustic soda (NaOH) in the operations of soap production, cleaning, and disinfection of equipment and facilities, industrial piping circuits, which can influence the pH of the receiving environment (Rodier 2005).

**Electrical Conductivity (EC)**

The electrical conductivity of water is a direct indicator of its salinity. This is an essential factor to follow when considering the reuse of wastewater for irrigation (agricultural fields) (Shilton 2006). A maximum value of the electrical conductivity of the effluents was recorded for the sample P4 (19980 µS.cm⁻¹), and a minimum value of 320 µS.cm⁻¹ for the sample P7 (Fig. 6), with an average value for all the samples, samples analyzed equally to 9490 µS.cm⁻¹ (Table 2).

The ability of water to conduct an electric current...
corresponds to its conductivity, which is an indirect measure of the ionic content of the water. In reality, dissonant measurements of an environment highlight the existence of zones of pollution, infiltration, or mixing. (Ghazali 2013). The electrical conductivity of the industrial effluents studied was between 320 and 19980 µS.cm⁻¹, which can be explained by the mineral composition of the soap and also by the use of NaOH. These values were higher than those cited by (Gouafo & Yerima 2013), for industrial effluents from the SCS, with turbidity values ranging from 355 to 1859 µS.cm⁻¹.

**Total Dissolved Solids Content (TDS)**

Total Dissolved Solids (TDS) is the parameter used to describe inorganic salts and very small amounts of organic matter that are present in the water. The main building blocks are essentially cations, anions, potassium, hydrogen carbonate, magnesium, sodium, potassium, carbonate, chloride nitrate, and sulfate (WHO 2008).

The TDS parameter of the effluents analyzed showed a significant Variation from one sample to another (Fig. 7), where the highest value indicated a TDS content of 13430 mg.L⁻¹ for sample P2, and content in the lowest TDS was equal to 130 mg.L⁻¹ for sample P7. The mean TDS value of all samples analyzed was 5362.86 mg.L⁻¹.

**Nitrate Content (NO₃⁻)**

Nitrate concentrations in surface water can change rapidly due to surface runoff, uptake by phytoplankton, and denitrification by bacteria, but groundwater concentrations generally show relatively slow changes (WHO 2008). The nitrate...
content of the SCS effluents varies from 4.96 to 21327.44 mg.L$^{-1}$ with an average content of 5037.09 mg.L$^{-1}$ (Fig. 7).

In surface water, Nitrate concentrations can vary rapidly due to uptake by phytoplankton, denitrification by bacteria, and surface runoff, but concentrations in groundwater generally show relatively slow changes. Some groundwater can also be contaminated with nitrates due to the leaching of natural vegetation (WHO 2008). The nitrate content ranged from 4.96 to 21327.44 mg.L$^{-1}$; this is probably due to the use of nitric acid as a chemical disinfectant for closed pipeline circuits (Hamdani et al. 2005), by the nitrification reaction of the organic nitrogen present in industrial effluents at the basin level. In reality, nitrification is a two-step reaction in which ammoniacal nitrogen is oxidized to nitrates (NO$_2^-$) and then to nitrates (NO$_3^-$) (Chachuat 2001).

**Nitrite Content (NO$_2^-$)**

The nitrite ion is considered to be the intermediate between ammoniacal nitrogen and nitrate, which justifies its low content in aquatic environments (Rodier et al. 1978). The nitrite contents were between 4.96 and 21327.44 mg.L$^{-1}$, with an average content of 3727.44 mg.L$^{-1}$ (Table 3; Fig. 9).

The origin of the accumulation of nitrite may be linked to the inhibition of nitrification, incomplete denitrification or even decoupling of the activities of the various reducing enzymes in the denitrification (Philips et al. 2002). The values obtained which ranged from 3.67 to 15782.3 mg.L$^{-1}$ were 5,000 times higher than the prescribed standards (WHO 2008).

**Sulfate Content (SO$_4^{2-}$)**

Sulfates occur naturally in many minerals and are used commercially, primarily in the chemical industry. They are released into the water in industrial wastes and by atmospheric

---

Table 3: variation of organic pollution indicators in the MEWOU river.

<table>
<thead>
<tr>
<th>samples</th>
<th>DO [mg.L$^{-1}$]</th>
<th>COD [mg.L$^{-1}$]</th>
<th>BOD5 [mg.L$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1.92</td>
<td>959</td>
<td>71</td>
</tr>
<tr>
<td>P2</td>
<td>1.28</td>
<td>555.3</td>
<td>99</td>
</tr>
<tr>
<td>P3</td>
<td>1.28</td>
<td>217.5</td>
<td>34</td>
</tr>
<tr>
<td>P4</td>
<td>1.28</td>
<td>333.5</td>
<td>55</td>
</tr>
<tr>
<td>P5</td>
<td>0.96</td>
<td>260.85</td>
<td>24</td>
</tr>
<tr>
<td>P6</td>
<td>0.64</td>
<td>452.52</td>
<td>23</td>
</tr>
<tr>
<td>P7</td>
<td>0.32</td>
<td>125.32</td>
<td>33</td>
</tr>
</tbody>
</table>

---

Fig. 8: Average values of nitrate of effluents.

Fig. 9: Average nitrate values in effluents.
The sulfate content of the industrial effluents analyzed varied from one sample to another (Fig. 10). The highest content is revealed for sample P3 (9725.2 mg.L\(^{-1}\)) and a minimum value for sample P7 (79.38 mg.L\(^{-1}\)), with an average value of all the samples, analyzed equally to 1049.6 mg.L\(^{-1}\) (WHO 2008).

The sulfate content of the discharged industrial effluents was between 1049.6 and 9725.2 mg.L\(^{-1}\), these values are not tolerable because the WHO suggests that the sulfate content limit should not be higher than 1000-1200 mg.L\(^{-1}\) (WHO 2008).

**Chemical Oxygen Demand (COD)**

The chemical oxygen demand (COD) is an important parameter for determining the organic load in the water. In particular, for the operation of wastewater treatment plants, as well as for the characterization of water quality, this parameter is used worldwide and is one of the many directives relating to water quality. (Kolb et al. 2017). The COD values of the liquid effluents analyzed showed high concentrations ranging from 125.32 to 959 mg.L\(^{-1}\) (Fig. 11), with an average value of 414. mg.L\(^{-1}\). These results exceed the recommendations of (OJAR n.26 2006).

The COD values ranged from 125.32 to 959 mg.L\(^{-1}\), these values were much too high compared to the limits prescribed by the regulations (OJAR n.26 2006). These high concentrations were due to the high pollutant loads of organic matter released by the water since the production of soap involves the use of large quantities of palm oil (Félix et al. 2017). These results are similar to those reported by (Gouafo & Yerima 2013) 122-958 mg.L\(^{-1}\). An industrial effluent with such a high COD can pose serious problems with reducing the oxygen concentration in waterways.

**Biochemical Oxygen Demand (BOD5)**

The need for the oxygenation factor of water is very clear as the presence of oxygen modulates the aerobic decomposition reaction of organic matter and more generally affects the biological balance of aquatic environments. The organic pollution values expressed in BOD5 show significant variations from one sample to another (Fig. 12). The recorded BOD5 values vary from 33 mg.L\(^{-1}\) (minimum value) to 99 mg.L\(^{-1}\) (maximum value) with an average value of 48.43 mg.L\(^{-1}\) (Table 2).

The BOD5 values obtained by the analysis of industrial effluents indicated an average value of 48.43 mg.L\(^{-1}\). This result is close to that found by (Gouafo & Yerima 2013) which ranged from 34 to 71 mg.L\(^{-1}\) whose high BOD5 values could be explained by the abundance of organic matter. The chemical oxygen demand is the quantity of oxygen used by the materials present in the water which, under defined operating conditions, will oxidize. Indeed, its determination corresponds to an estimate of the oxidizable matter present in the water since its origin (Rodier 2005).

**Organic Pollution Assessment**

Biodegradability provides information on the ability of an effluent to be decomposed or oxidized by microorganisms involved in the biological process of water purification. It is expressed by the coefficient K.

- If (K <1.5): This means that the oxidizable materials are largely made up of highly biodegradable materials.

![Fig. 10: Average sulfate values in effluents.](image1)

![Fig. 11: Average COD values of effluents.](image2)
COD values of the liquid effluents analyzed showed high concentrations ranging from 125.32 to 959 mg.L⁻¹ (Fig. 12, Table 2). For the operation of wastewater treatment plants, as well as for the characterization of water quality, these values were much too high compared to the limits prescribed by the regulations (OJAR n.26 2006). These high concentrations were due to the high pollutant loads contained in these effluents.

The industrial effluents studied have a K coefficient that varies from 3.79 to 19.67, which corresponds to that of industrial wastewater having a COD/BOD5 ratio greater than 3 (Rodier 1998). In addition, the average BOD5 / COD ratio of 0.14 reflects the low biodegradability of the substances contained in these effluents.

The COD / BOD5 ratio according to (Messrouk et al. 2014, Tardat-Henry & Beaudry 1992) can make it possible to deduce whether the effluents are directly discharged into the receiving environment have the characteristics of domestic wastewater. this COD / BOD5 ratio is greater than 3 in our case, which means that the oxidizable materials that were released are not biodegradable. It can be deduced that the low biodegradability of this industrial wastewater from SCS may be associated with the presence of certain inhibitor products, such as palm oil heavily used for soap production, or with a high load of organic matter.

**Metal Concentrations**

The values of the metals in the sample stream varied as follows: chromium (35.76-1381.08 mg.L⁻¹), zinc (0.51-1.98 mg.L⁻¹), lead (0.21-2.49 mg.L⁻¹), potassium (13.31-26.53 mg.L⁻¹), iron (0.28-17.82 mg.L⁻¹), copper (0-0.04 mg.L⁻¹), and cadmium (0.03-0.19 mg.L⁻¹); the presence of lead is noted here with values greater than the WHO prescription, i.e. 0.01 mg.L⁻¹ in drinking water. The health risks of an elevated lead concentration include kidney damage, anemia, and brain edema (WHO 2008). Only the values of copper and Zinc were within the admissible standards; other heavy metals were clearly and unequivocally above allowable standards; which allowed us to establish a definite link between the contamination of the Mewou River with heavy metals and the discharge of industrial effluents from the SCS.

**CONCLUSIONS AND RECOMMENDATIONS**

In view of the results that we obtained, it is clear that the industrial effluents of the SCS analyzed were highly polluted,
in particular in heavy metals (lead, chromium, and cadmium), and in organic matter, underlined in particular by high values of turbidity, COD and BOD₃. All these indicators, witnesses of undeniable pollution, indicate that these effluents constitute a source of contamination of the receiving environment and present a threat to the ecosystem and public health.

This situation is caused by the lack of an industrial effluent treatment procedure at the production site. Finally, the following practices are recommended to limit the volume as well as the polluting load of liquid effluents:

- Beyond its position as a major economic actor (employers and producers of goods) that the soap production company SCS plays in the city of Bafoussam, these managers must become aware of the social responsibility incumbent on them and set up an effluent treatment unit.
- Develop practices that will make it possible to minimize discharged effluents as much as possible, in an approach of “Cleaner production techniques”, focused on the use of good practices to minimize water consumption;
- Set up anaerobic basins much more adapted to hot climates With relatively short retention times of only a few days, which can reduce the organic load by 40 to 70% (Shilton 2006).
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ABSTRACT

The National Railway Master Plan, it is stated that the target of developing the railway network in South Sulawesi Province is to connect areas that have the potential for transporting passengers and goods to support the development of integration between districts. The construction of the railway line has the potential to reduce air quality and health risks to the community around the location. This study aims to assess air quality and its risks during the construction of the railway line from Makassar to Parepare as a reference for environmental management and monitoring plan documents. Air sampling was made using multiple impinger and dust with a hi-volt dust sampler and then analyzed in the laboratory and compared with the Air Pollution Standard Index. Analysis of potential pollutants on health was carried out using the Environmental Health Risk Assessment method. The results showed that the air quality at the time of the study was still below the threshold value, and the environmental health risk assessment was still below the value with RQ > 0.1 except for SO2 in adults. The conclusion of the study shows that the air quality at the time of the construction of the railway line is still relatively good, and environmental management and monitoring have been carried out quite well based on the direction of the environmental management and monitoring plan including implementing a green open space management program.

INTRODUCTION

Rail transportation is a cheap and safe mode of land transportation, so it is very suitable for developing economic countries such as Indonesia, but in reality, in the land transportation system, the current rail transportation mode is relatively underdeveloped compared to other land transportation modes, this is due to inadequate supporting infrastructure (Saremi 2020). The development of railway infrastructure in Indonesia needs to be developed in all parts of Indonesia so that economic development can develop properly and evenly to all corners of the region which will have a significant impact. have impact on the condition of the national economy (Siagian 2017). Based on the South Sulawesi provincial government regulation number 0003/P2T-BKPM/9.24.N/VII/04/2015 in the implementation of the construction of the railway line, it is necessary to study the monitoring and management of the Makassar-Parepare railway line referring to the Environmental Impact Analysis document. which has been compiled. and declared worthy (Isworo 2019). Refers to environmental monitoring and management documents, especially in assessing the impact of air quality and health risks around the construction site (He et al. 2009).

The government regulation concerning the Air Pollutant Standard Index is officially used for determining air quality standards, this is in accordance with the decree of the Minister of the Environment number: KEP 45/MENLH/10/1997 concerning Indonesia’s Air Pollutant Standard Index. The parameters used are particulates (PM10), sulfur dioxide (SO2), carbon monoxide (CO), ozone (O3), and nitrogen dioxide (NO2) (Istiqomah & Marleni 2020)

The studies on the impact of air quality on the construction of the Makasar-Parepare railways need to be supported by a study of environmental health risk analysis as one of the environmental management tools used to protect the public health due to the effects of poor air quality. The Environmental health risk analysis is used as an environmental impact approach which is a tool to identify, understand, and predict the conditions and characteristics of pollutants that have the potential to pose health risks (Khan 2018).

This study aims to determine the condition of air quality and the level of health risk of residents living at the construction site of the Makassar-Parepare railway so that it can be input for stakeholders in formulating environmental management and health risk control.
MATERIALS AND METHODS

The air quality parameters measured are: Total Suspended Particulate, Sulfur Dioxide (SO₂), Nitrogen dioxide (NO₂), Carbon monoxide (CO), Pb (Lead), and Hydrocarbons (HC) based on the predetermined Air Pollutant Standard Index parameters by the Ministry of Environment and Forestry of the Republic of Indonesia (Putra & Sitanggang 2020).

Sampling locations and air quality sampling were carried out at location points covering 5 districts in South Sulawesi Province. Sampling locations that represent the location of settlements, public facilities, as well as trade, and services are given in Table 1.

Fig. 1 is the sampling location. Primary data on ambient air quality was collected by air sampling, measurement, and laboratory analysis. Air samples were taken with the Multiple Impinger tool. This air sample is then given a preservative

Table 1: Data collection methods and justification for air quality sampling period 1 (August 2019) and period 2 (October 2019).

<table>
<thead>
<tr>
<th>Location</th>
<th>Coordinate</th>
<th>Number of measurement points</th>
<th>Method</th>
<th>Technical justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Makassar</td>
<td>S: 05°06'40.72&quot; E: 119°26'18.49&quot;</td>
<td>1 sample point at the location of New Port Makassar</td>
<td>24 hours sampling, laboratory analysis</td>
<td>Air quality sampling locations are representative:</td>
</tr>
<tr>
<td>Maros</td>
<td>S: 05°02'19.32&quot; E: 119°32'24.15&quot; (Period 1) and S: 05°00'54.35&quot; E: 119°32'57.49&quot; (Period 2)</td>
<td>2 sample points at Marussu and Mandai locations</td>
<td>24 hours sampling, laboratory analysis</td>
<td>a) Location of paths traversed by equipment and material mobilization vehicles</td>
</tr>
<tr>
<td>Pangkep</td>
<td>S: 04°52'22.74&quot; E: 119°35'04.35&quot; (Period 1) and S: 04°49'54.64&quot; E: 119°34'11.65&quot; (Period 2)</td>
<td>2 sample points in Minasa Te’ne and Pangkajene locations</td>
<td>24 hours sampling, laboratory analysis</td>
<td>b) Residential settlements around the project site</td>
</tr>
<tr>
<td>Barru</td>
<td>S: 04°49'54.64&quot; E: 119°34'11.65&quot; (Period 1) S: 04°24'07.32&quot; E:119°37'48,52&quot;(Period 2)</td>
<td>2 sample points on Baru and Sepee locations</td>
<td>24 hours sampling, laboratory analysis</td>
<td></td>
</tr>
<tr>
<td>Parepare</td>
<td>S: 03°59'26.37&quot; E:119°38'45.65&quot;</td>
<td>1 sample point in the location area of Soreang</td>
<td>24 hours sampling, laboratory analysis</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1: Sampling location.
(H$_2$SO$_4$ or HgCl$_2$) and then analyzed in the laboratory, for dust particles, samples are taken with a dust sampler (hi-volt tool) and then analyzed in the laboratory (Sahu & Sahu 2019). The air quality parameter analysis methods are presented in Table 2.

Analysis of air quality parameter data by comparing the data from the sample analysis with the applicable ambient air quality standards, while the calculation of health risks refers to the Environmental Health Risk Assessment guidelines of the Indonesian Ministry of Health (Gusti & Yurnal 2019). Risk calculation is performed on the elements Total Suspended Particulate, NO$_2$, SO$_2$, and Pb as follows (Licina et al. 2017):

$$I = \frac{C \times R \times tE \times fE \times Dt}{Wb \times tavg}$$

Where:
- $I$: Intake
- $C$: Concentration
- $R$: Intake rate ($m^3\cdot hr^{-1}$)
- $tE$: Exposure time per day ($hour\cdot day^{-1}$)
- $fE$: Frequency of exposure in a year ($day\cdot year^{-1}$)
- $Dt$: Duration of exposure, realtime (30 years projection)
- $Wb$: Weight (kg)
- $tavg$: average period, 30 years $\times$ 365 days/year (non-carcinogenic) or 70 years $\times$ 365 days/year (carcinogenic)

The level of risk of non-carcinogenic effects is expressed in the notation Risk Quotient ($RQ$) which is obtained through the following equation (Das 2020). The Table 3 provides information on non-carcinogenic risk rate.

$$RQ = \frac{Ink}{RFC}$$

RESULTS AND DISCUSSION

The study was conducted on the existing condition of the Makassar-Parepare railway line which includes several segments, namely the ongoing segment and the completed segment. Segment 1: The construction of railroad crossings in Barru Regency, with a length of $\pm$ 20 km KM 76+200 to KM 92+300 has been completed. Segment 2: The construction of the railway line that crosses Barru-Palanro Regency along $\pm$ 40 km, in the process of completion at KM 73+600 to KM 76+200 and KM 92+300 to KM 119+150 along 28 km. Segment 3: The construction of a 62.95 km railway crossing in the Barru-Mandai district in the development plan. Management and monitoring studies are carried out periodically so that the construction of the railway line is completed.

Air Quality

Based on a review of the environmental impact analysis document that during the construction phase of the railway line construction, especially in land clearing, material transportation, excavation, or soil stockpiling, the construction of flyovers can cause a decrease in ambient air. Fig. 2 is the source of the impact of activities that cause a decrease in air quality.

Table 4 shows the results of the comparison between air quality.
quality during the preparation of the environmental baseline for the 2014 environmental impact analysis activity and the results of monitoring period I (1 August 2019) and period II (17 October 2019) and then carried out health risk analysis on Pb, Total Suspended Solid, SO$_2$ and NO$_2$ (Table 5). Environmental Management standard indicators, based on government regulation no. 41 of 1999 concerning air pollution control (Maryati 2012), and regulation of the governor of South Sulawesi No. 69 of 2010 concerning quality standards for environmental damage criteria (Zakaria & Aly 2020) and air quality index EPA (Bishoi et al. 2009). Fig. 3 is the air quality measurement activity.

Air quality monitoring activities were carried out in Barru Regency as a sampling location to monitor construction activities that have been carried out since 2018 and the construction of the “fly over” railroad since 2019, while air quality monitoring activities were carried out in Maros regency, Pangkep regency, Makassar city, and Parepare regency aim to monitor pre-construction stage activities since 2019.

The results of the comparison of air quality measurements during the preparation of the initial environmental assessment environmental impact analysis (2014) and environmental monitoring periods 1 and 2 (2019) in Makassar, Maros, Pangkep, Maros, Baru, and Parepare, for the parameters of Total Suspended Particulate, Carbon Monoxide (CO), Sulfur Dioxide (SO$_2$), Nitrogen Dioxide (NO$_2$), Hydrocarbon (HC), Lead (Pb) the results are below the quality standard index, even the results of air quality measurements in environmental monitoring activities are lower than the results of measurements in when preparing environmental baselines for environmental impact analysis activities (Istiqomah & Marleni 2020)

Temperature is one of the meteorological factors that affect the dispersion of pollutants in the ambient air. The temperature range at the location of the air quality sampling ranged from 28.1°C-36.2°C. This condition is relatively in the uncomfortable zone > 27.1°C (Indonesian Thermal Comfort Standard SNIT-14-1993-03). However, all workers involved in the construction of the railway line have used protective equipment to deal with thermal discomfort due to temperature, while the community around the project location has adapted to the tropical temperature (Ussiri & Lal 2017). Wind speed is also one of the meteorological factors that affect the dispersion of pollutants in the ambient air. The measurement results based on table 4, the wind speed values at the study site ranged from 0.5 m.s$^{-1}$ - 4.9 m.s$^{-1}$, including the rather calm category (Beaufort scale) so they are relatively unobtrusive (Hasan et al. 2017). Air humidity affects the dispersion of pollutants in the ambient air. Sampling results show that humidity ranges from 36.2% - 58.98% (warm comfortable category). Standard Procedures for Energy Conservation Technical Planning in Buildings is 60% still meets the requirements (Huang et al. 2020). The results of CO measurements at the sampling locations ranged

---

Fig. 2: Activities of land clearing, material transportation, flyover construction, excavation or stockpiling of soil and excavators.

Fig. 3: Measurement of air quality for period 1 and period 2.
Table 4: The comparison of air quality in the preparation of environmental baselines environmental impact analysis (2014) and environmental monitoring Period 1 (August 2019), and Period 2 (October 2019).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Air temperature</td>
<td>°C</td>
<td>33</td>
<td>31.85</td>
<td>31.4</td>
<td>35.1</td>
<td>30.75</td>
<td>31</td>
<td>28.9</td>
</tr>
<tr>
<td>Humidity</td>
<td>%</td>
<td>44.3</td>
<td>40.8-65.9</td>
<td>63.3</td>
<td>39.7</td>
<td>44.4-60.2</td>
<td>46.6-50.7</td>
<td>58.98</td>
</tr>
<tr>
<td>Wind velocity</td>
<td>Km/h</td>
<td>4.9</td>
<td>1.6</td>
<td>0.9</td>
<td>4.45</td>
<td>1.25</td>
<td>0.85</td>
<td>0.9</td>
</tr>
<tr>
<td>Dust (TSP)</td>
<td>µg/Nm³</td>
<td>96.46</td>
<td>212</td>
<td>153</td>
<td>96.83</td>
<td>209</td>
<td>204</td>
<td>60</td>
</tr>
<tr>
<td>Carbon Monoxide (CO)</td>
<td>µg/Nm³</td>
<td>755.73</td>
<td>&lt;1150</td>
<td>7450</td>
<td>754.65</td>
<td>&lt;1150</td>
<td>1150</td>
<td>1198</td>
</tr>
<tr>
<td>Sulfur Dioxide (SO₂)</td>
<td>µg/Nm³</td>
<td>72.86</td>
<td>&lt;8.28</td>
<td>150</td>
<td>73.34</td>
<td>&lt;8.28</td>
<td>&lt;8.28</td>
<td>35</td>
</tr>
<tr>
<td>Nitrogen Dioxide (NO₂)</td>
<td>µg/Nm³</td>
<td>37.06</td>
<td>&lt;6.5</td>
<td>2</td>
<td>38.76</td>
<td>&lt;6.5</td>
<td>&lt;6.5</td>
<td>&lt;0.4</td>
</tr>
<tr>
<td>Hydrocarbons (HC)</td>
<td>µg/Nm³</td>
<td>-</td>
<td>29.8</td>
<td>10</td>
<td>-</td>
<td>&lt;30.5</td>
<td>29.4</td>
<td>2</td>
</tr>
<tr>
<td>Lead (Pb)</td>
<td>µg/Nm³</td>
<td>&lt;0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>Baru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parepare</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air Pollution Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:
EIA = Environmental Impact Assessment

Quality standards based on government regulation no. 41 of 1999, regulation of the governor of South Sulawesi No. 69 of 2010, and air quality index EPA.
from 755.73 g.Nm\(^{-3}\) - 5230 g.Nm\(^{-3}\), this value is still below the threshold value of the Air Pollution Standard Index, which is 10.000 g.Nm\(^{-3}\). Carbon monoxide (CO) gas above the threshold value is an inhibitor of the respiratory chain, an inhibitor of oxidative phosphorylation, and breaks the oxidative phosphorylation circuit in cells (Stucki & Stahl 2020). NO\(_2\) and SO\(_2\) levels in the air if they are above the Air Pollution Standard Index will have a negative impact, which can cause respiratory tract irritation and increased mucus secretion in the lungs. The NO\(_2\) measurement results ranged from 0.4 g.Nm\(^{-3}\)-38.11 g.Nm\(^{-3}\) below the threshold value of 150 g.Nm\(^{-3}\) and the SO\(_2\) measurement results ranged from 8.28 g.Nm\(^{-3}\)-150 g.Nm\(^{-3}\) (threshold value of 230 g.Nm\(^{-3}\) (Agus 2020). Exposure to total suspended particulate in humans for a long time can irritate the respiratory system and can even enter the lungs, depositing in the alveoli, causing a chronic obstruction. The measurement results at the sampling location ranged from 56 g.Nm\(^{-3}\) - 209 g.Nm\(^{-3}\), this value is below the threshold value of 230 g.Nm\(^{-3}\) (Gusti & Yurnal 2019). Pb levels can cause lead poisoning caused by the accumulation of these substances in human body tissues, even Lead (Pb) can be biomagnified in food web systems and is carcinogenic. The measurement results ranged from 0.01 g.Nm\(^{-3}\) - 0.004 g/Nm\(^{3}\) below the threshold value of 0.5 g.Nm\(^{-3}\) (Ali et al. 2019).

Environmental Health Risk Analysis

Environmental Health Risk Analysis is one of the risk management tools used to protect public health due to the impact of poor air quality (Glasson & Therivel 2019). The legal basis for Environmental health risk analysis in the study of environmental impacts is the Minister of Environment Regulation No. 05 of 2012 (Susanto & Mulyono 2018). Environmental health risk analysis used as an environmental impact assessment approach is a tool to identify, understand, and predict environmental conditions and characteristics that have the potential to pose health risks (Cohrsen & Covello 1999) The results of a public health survey of 80 residents in the study area showed that in the last 6 months as many as 25% of the population had complaints of health problems, while the remaining 75% said they had no complaints of illness. Most complaints related to influenza (10.0%), cough (8.75%) and fever (6.25%). Incidents of flu and cough symptoms specifically related to construction activities occurred in Barru Regency, where residents lived around the flyover construction site. Further evidence is needed on the correlation between improved air quality and public health conditions around the railway line construction site by conducting an environmental health risk analysis (Glasson & Therivel 2019).

Based on Tables 5 and 6, the health risk assessment is still in the good category, at the Risk Level Value < 1 (RQ < 1), and the impact of air quality does not need to be controlled. The possible health risk in a small population is the SO\(_2\) parameter that indicates the potential risk to the adult population (Irianto & Kusumayati 2020).
Table 5: The results of the risk analysis at the Makassar-Parepare railway construction site in the monitoring period 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man</td>
<td>Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Woman</td>
<td>Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Children</td>
<td>Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Man</td>
<td>TSP</td>
<td>212</td>
<td>0.06</td>
<td>0.02</td>
<td>209</td>
<td>0.06</td>
<td>0.02</td>
<td>204</td>
<td>0.06</td>
<td>0.02</td>
<td>184</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Woman</td>
<td>TSP</td>
<td>212</td>
<td>0.07</td>
<td>0.03</td>
<td>209</td>
<td>0.07</td>
<td>0.03</td>
<td>204</td>
<td>0.07</td>
<td>0.03</td>
<td>184</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Children</td>
<td>TSP</td>
<td>212</td>
<td>0.03</td>
<td>0.01</td>
<td>209</td>
<td>0.03</td>
<td>0.01</td>
<td>204</td>
<td>0.03</td>
<td>0.01</td>
<td>184</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Man</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
<td>8.28</td>
<td>0.00</td>
<td>0.00</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Woman</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Children</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>Man</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Woman</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Children</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Period 1  | Pangkajene, Pangkep | Banu, Barru | Soreang, Parepare

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
<th>Concentration ([\text{mg/Nm}^3])</th>
<th>Intake ([\text{mg/kg-day}])</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man</td>
<td>Pb</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Woman</td>
<td>Pb</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Children</td>
<td>Pb</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Man</td>
<td>TSP</td>
<td>194</td>
<td>0.05</td>
<td>0.02</td>
<td>225</td>
<td>0.06</td>
<td>0.03</td>
<td>226</td>
<td>0.06</td>
<td>0.03</td>
<td>226</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Woman</td>
<td>TSP</td>
<td>194</td>
<td>0.07</td>
<td>0.03</td>
<td>225</td>
<td>0.08</td>
<td>0.03</td>
<td>226</td>
<td>0.08</td>
<td>0.03</td>
<td>226</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Children</td>
<td>TSP</td>
<td>194</td>
<td>0.03</td>
<td>0.01</td>
<td>225</td>
<td>0.03</td>
<td>0.01</td>
<td>226</td>
<td>0.03</td>
<td>0.01</td>
<td>226</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Man</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
<td>8.28</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Woman</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
<td>8.28</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Children</td>
<td>SO₂</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
<td>8.28</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>Man</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
<td>6.50</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Woman</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
<td>6.50</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Children</td>
<td>NO₂</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
<td>6.50</td>
<td>0.00</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table 6: The results of the risk analysis at the Makassar-Parepare railway construction site in the monitoring period 2.

<table>
<thead>
<tr>
<th>Period 2</th>
<th>Makassar</th>
<th>Palantikang, Maros</th>
<th>Mandai, Maros</th>
<th>Pangkep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>Parameters</td>
<td>Concentration [µg. Nm⁻³]</td>
<td>Intake [mg. kg⁻¹ day⁻¹]</td>
<td>Risk Level</td>
</tr>
<tr>
<td>Man Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Woman Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Children Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Man TSP</td>
<td>153</td>
<td>0.04</td>
<td>0.02</td>
<td>60.0</td>
</tr>
<tr>
<td>Woman TSP</td>
<td>153</td>
<td>0.05</td>
<td>0.02</td>
<td>60.0</td>
</tr>
<tr>
<td>Children TSP</td>
<td>153</td>
<td>0.02</td>
<td>0.01</td>
<td>60.0</td>
</tr>
<tr>
<td>Man SO₂</td>
<td>150</td>
<td>0.04</td>
<td>1.58</td>
<td>35.0</td>
</tr>
<tr>
<td>Woman SO₂</td>
<td>150</td>
<td>0.05</td>
<td>2.01</td>
<td>35.0</td>
</tr>
<tr>
<td>Children SO₂</td>
<td>150</td>
<td>0.02</td>
<td>0.89</td>
<td>35.0</td>
</tr>
<tr>
<td>Man NO₂</td>
<td>2.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.40</td>
</tr>
<tr>
<td>Woman NO₂</td>
<td>2.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.40</td>
</tr>
<tr>
<td>Children NO₂</td>
<td>2.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.40</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Period 2</th>
<th>Pangkajene, Pangkep</th>
<th>Baru, Barru</th>
<th>Soreang, Parepare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>Parameters</td>
<td>Concentration [µg. Nm⁻³]</td>
<td>Intake [mg. kg⁻¹ day⁻¹]</td>
</tr>
<tr>
<td>Man Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Woman Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Children Pb</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Man TSP</td>
<td>66.0</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Woman TSP</td>
<td>66.0</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Children TSP</td>
<td>66.0</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Man SO₂</td>
<td>56.0</td>
<td>0.02</td>
<td>0.59</td>
</tr>
<tr>
<td>Woman SO₂</td>
<td>56.0</td>
<td>0.02</td>
<td>0.75</td>
</tr>
<tr>
<td>Children SO₂</td>
<td>56.0</td>
<td>0.01</td>
<td>0.33</td>
</tr>
<tr>
<td>Man NO₂</td>
<td>0.40</td>
<td>0.00</td>
<td>0.1</td>
</tr>
<tr>
<td>Woman NO₂</td>
<td>0.40</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Children NO₂</td>
<td>0.40</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Policymakers will carry out air quality management activities by implementing a green open space management program with a minimum area of 10% (Maryanti et al. 2017). Some references that the Angsana plant (Pterocarpus indicus) can reduce CO\textsubscript{2} to up to 70% SO\textsubscript{2} to up to 50% (Laksono & Damayanti 2015) and; the Tamarind plant (Tamarindus indica) can reduce CO\textsubscript{2} up to 80% and SO\textsubscript{2} up to 90% and the umbrella plant Tiara (Felicium decipiens) can reduce CO\textsubscript{2} up to 70% and SO\textsubscript{2} up to 60% (Kusminingrum 2008).

**Air Quality Management**

Air quality management at the Makassar-Parepare railway construction site has been carried out properly through compliance evaluation so that all air quality parameters are below the threshold value. Management is carried out by regularly watering locations that have the potential to generate dust, limiting vehicle speed to a maximum of 40 km.h\textsuperscript{-1}, especially when passing through residential areas, installing traffic signs for speed limiting, avoiding material spills during the transportation process by covering the material with tarpaulins and every wheel of the vehicle that will leave the project site is cleaned in the cleaning poo (Fig. 4).

Caption: a) Periodic watering in potential locations. b) Installation of traffic signs around construction activity sites c) Material transport trucks have used tarpaulin covers on the tailgates, d) Cleaning up spilled material. e) Placing traffic control officers when transporting materials

**CONCLUSIONS**

Parameters Total Suspended Particulate, Carbon Monoxide (CO), Sulfur Dioxide (SO\textsubscript{2}), Nitrogen Dioxide (NO\textsubscript{2}), Hydrocarbons (HC), Lead (Pb) are below the quality standard Air Pollution Index, and the level of health risk (RQ) < 1.
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ABSTRACT

The present work introduces a new methodology in the production of biodiesel from pork-lard waste having high cholesterol content and discusses its improved performance and emissions in a diesel engine. The traditional method of transesterification does not work with cholesterol due to the absence of triglycerides, therefore, the new improved method oxidizes cholesterol to fatty acids and then converts it to biodiesel ester. The procedure includes an acid reagent to break cholesterol and a renewable basic catalyst from seashells, for catalyzing the production. The acid-base system maintains the overall pH while yielding 95.6% conversion at the optimized conditions. The morphology of the produced catalyst was analyzed through FESEM and confirmed through XRD and EDX analyses. The physicochemical and ASTM properties were determined and the calorific value of the 20% biodiesel blend was found to be comparable with that of diesel. From the engine performance analysis, the thermal efficiency of the engine was observed to be higher and the exhaust emissions showed a maximum of 75% reduction in CO and 42.2% reduction in CO₂ emissions, proving it to be an environment-friendly fuel. Additionally, a 32.7% reduction in smoke opacity was also observed, thus decreasing the concentration of particulate matter in the atmosphere.

INTRODUCTION

The rate of urbanization and industrialization is growing more rapidly than ever, and so is energy consumption. Due to the same, the dependency on fossil fuels has increased and is seen to be exhausting over these years (Judith et al. 2015). Although a good source of energy, fossil fuel consumption results in extensive environmental problems such as global warming and greenhouse effects (Asri et al. 2018). This increased dependency and associated environmental concerns have raised global energy security issues and the urge for alternate fuels (Shahid & Jamal 2020). A few of the most promising and environmentally benign energy resources are solar, geothermal, wind, hydroelectric, and biomass energy (Cynamon & Bouwer 2015, Shahid & Jamal 2020).

Among these a potential option to replace or supplement the conventional petro-diesel is biodiesel. Unlike the latter, biodiesel does not contain any aromatic or sulfur compounds thus reducing the amount of CO, SO₂, and Hydrocarbon particulates (Karmakar et al. 2010). Additionally, it is a renewable source of energy, and it is relatively less toxic (Atadashi et al. 2011, Mofijur et al. 2016). Since the carbon emissions are equal to or lesser than the amount in the atmosphere, they can be considered carbon neutral (Pua et al. 2012). With these under consideration, biodiesel would be an ideal replacement or a possible supplement to conventional high-speed diesel (Sharma & Singh 2009, Rakopoulos et al. 2008).

Biodiesel is usually produced from biomasses such as vegetable oils, edible/non-edible oils, and animal wastes (Mureed et al. 2018, Verma & Sharma 2016). Biodiesel production has become a topic of growing interest over the past few years, however, the consumption of edible or value-adding biomass as a source for these productions has questioned food security globally (Awolu & Layokun 2013, Živković et al. 2017, Choudhury 2014). Hence, non-edibles such as animal wastes from slaughter houses, for example, pork lard (Boruagadda & Goud 2014, Baskar & Aiswarya 2016, Robert & Girish 2020, Živković et al. 2017) poultry waste (Adewale et al. 2015, Verma & Sharma 2016), beef tallow (Adewale et al. 2015, Andersen & Weinbach 2010, Verma & Sharma 2016), fish waste (Hong et al. 2013, Kara et al. 2018), etc. are considered.

Different methods of biodiesel production include transesterification and/or esterification, thermal cracking, pyrolysis, and micro-emulsions (Boruagadda & Goud 2014). Transesterification among these is the most followed method. However, biodiesel can be produced through direct esterification as well (Zaher & Soliman 2015). Moreover, the nature and composition of the feed decide the method to be followed.
Transesterification is usually adapted when triglycerides are present in appreciable amounts. Triglycerides are branched ester compounds; transesterification converts one ester to a different ester (biodiesel) (Atadashi et al. 2013). If the feed oil under consideration contains more FFAs (free fatty acids), the production of biodiesel usually gets hindered by soap formation, if a basic catalyst is used (Atadashi et al. 2011, Shahzadi et al. 2018). The loss in yield is complimented by the complexity in biodiesel purification (Nakatani et al. 2009). An ideal method to overcome this drawback would be to employ an acidic catalyst. This would prevent soap formation.

Certain oils extracted from fats contain cholesterol. Regardless, the methods mentioned above do not account for converting cholesterol to biodiesel. The current work tries to develop a method to convert cholesterol along with the fatty acids into biodiesel esters. The method includes a single-stage reaction in two steps where an acidic catalyst would convert/oxidize cholesterol to fatty acids coupled with the conversion of fatty acids to biodiesel through an esterification reaction.

Nitric acid was carefully chosen as the oxidizing agent. The proposed conversion would follow the reaction shown in Eq. (2).

\[ \text{Cholesterol} \xrightarrow{\text{H(NO}_3\text{)}} \text{LONG CHAIN FATTY ACID} \quad \text{...(1)} \]

\[ \text{CHOLESTEROL} \xrightarrow{\text{propanol+Ca(OH)}_2} \text{PROPYLesters} + \text{H}_2\text{O} \quad \text{...(2)} \]

Esterification in step 2 was carried out using isopropanol in the presence of a calcium hydroxide (Ca(OH)$_2$) catalyst as shown in Eq. (3). Since the first step involves a strong acid, the resultant would be highly acidic. Therefore, Ca(OH)$_2$ in the second would help maintain the overall pH as well while serving as a catalyst.

Biodiesel usually has a higher viscosity than conventional diesel (Monirul et al. 2017). Higher viscosities would lead to issues such as the clogging of fuel injection elements (Venkatesan & Nallusamy 2020). This could be overcome by blending biodiesel with conventional diesel (Babu et al. 2018). Recent developments in biodiesel have shown its potential by subjecting these blends to different combustion and emission analyses.

The biodiesel produced from pine oil and soap nut oil was blended in different proportions and it was studied that Brake thermal efficiency (BTE) improved while smoke, hydrocarbons, and carbon monoxide emissions decreased (Monirul et al. 2017). Pongamia pinnata biodiesel–diesel blends when used as fuel in engines up to 40% blending showed higher BSFC values and emissions of CO, CO$_2$, HC, NO$_X$ in exhaust gas improved (Sureshkumar et al. 2008). A similar study on Pongamia pinnata biodiesel blend with Butanol and Diethyl ether (DEE) as additives was conducted by Yadav et al. It was found that the BSFC could be decreased with addition of butanol and DEE in biodiesel-diesel blends (Yadav et al. 2018). Imdadul et al. (2017) from the experiments on biodiesel blends of candle nut oil of 10%, 20%, and 30% composition drew a conclusion that engine performance parameters such as BSFC increased to a value 1.5% and BTE decreased to 1.4% respectively. The emission parameters such as hydrocarbons and CO decreased reasonably and NO$_X$ increased to 2.4% with respect to diesel (Imdadul et al. 2017). The potential of Glaucia seed as feed stock for biodiesel blends was explored by Vijayaragavan et al. (2019), and blending was prepared with diesel and ethanol. It was reported that with biodiesel–diesel blends BTE and BSFC increased. But with ternary blending comprising of biodiesel–diesel–ethanol, the BSFC value decreased when compared to biodiesel–diesel blends (Vijayaragavan et al. 2019). The research conducted on canola oil biodiesel and its blends found that even with a 5% biodiesel blend showed that CO emission decreased to 14%. Thus the process proved to be environment friendly and reducing pollution (Roy et al. 2013).

Another study conducted by Alagu et al. used biodiesel-diesel blends with low concentrations of anti-oxidants additives such as butylated-hydroxytoluene (BHT) and butylated-hydroxyanisole (BHA). The experiments found that the BTE can be improved when additives are used in small proportions and it was effective in the blend (Alagu & Nagappan 2018). The efficacy of pentanol as an additive in cashew nut shell biodiesel blends were analysed by Devarajan et al. (2017) and reported that significant increase in BTE and reductions in CO, HC, NO$_X$, and smoke emissions. But BSFC values were compromised (Devarajan et al. 2017). Bragadewaran et al. (2018) also conducted experiments using additive Methyl tertiary butyl ether in Calophyllum inophyllum biodiesel blends to improve the engine performance. It was noticed that HC, CO and NO$_X$ decreased by 63.9%, 6.4% and 3.37% respectively. Therefore, the results proved that the addition of MTBE improved the fuel combustion and reduced HC, CO, and NO$_X$ emissions (Bragadewaran et al. 2018). Waste cooking oil was utilized to produce biodiesel and blends of 10% and 15% were prepared with diesel. It was studied that the composition of CO, CO$_2$ and HC emis-
sions in exit gas reduced to appreciable levels. However, the NO\textsubscript{X} emissions were reported higher when compared with diesel emission (Babu et al. 2018). Mahua oil and its various blends were prepared and the performance and emissions were investigated by Godignur et al. The study indicated that CO and HC emissions reduced as biodiesel in the blend increased (Godignur et al. 2009). A study on orange oil biodiesel blends in engine at different compression ratios (CR) 17, 17.5 and 18:1 were conducted to check the engine performance. From the experimental findings, improved BTE and BSFC values were observed along with reduced CO and HC emissions (Karthickeyan et al. 2017). Thus, it can be concluded that limited literature is available on the study of engine performance and emission characteristics by using biodiesel obtained especially from animal waste as the feedstock. By doing this, it addresses two issues such as waste disposal management as well as finding a potential supplement to the existing fuel needs.

Thus, the present work attempts to produce biodiesel from pork lard waste which is a high cholesterol-containing fat using calcium hydroxide (Ca(OH)\textsubscript{2}) as the catalyst, produced from sea shells. The work was carried out by oxidizing the cholesterol to fatty acid, and the resultant fatty acid was then esterified to propyl esters. The produced biodiesel was blended with commercial diesel in different proportions to check the calorific value. Based on the preliminary results obtained, the biodiesel blend having the better calorific value was used as fuel and the engine performance and emission characteristics were investigated.

In the previous work, ethyl biodiesel was produced while carrying out a direct esterification reaction (Robert & Girish 2020). The current study takes into account the chemistry that was concluded in the first research and worked towards a better fuel while using a prepared basic catalyst from a renewable source. While the first study was focused on developing a method to convert cholesterol-containing fats to biodiesel, the current work supplements the previous study by developing a better fuel with improved production yield. This study also tests the performance and emissions of the newly developed fuel in an engine, and compares the values with conventional diesel, hence proving the potential of the environmentally benign fuel. While most of the research focuses on using methyl or ethyl alcohol, the current study aims to show that isopropyl alcohol can also be used to produce biodiesel from waste animal fats. Additionally, the study also aims to show that Ca(OH)\textsubscript{2} can also be used as a basic catalyst for esterification instead of conventional KOH or NaOH. Furthermore, this research focuses on developing a fuel that would contribute lesser towards the emissions while producing a better energy output.

### MATERIALS AND METHODS

#### Materials

The feedstock, pork lard fat was directly obtained from the local market in Hebri, Udupi, India. The semi-soft white solid fat was taken from the loin and the intestinal area. The solid fat was dry and heated in an open pan and the molten fat or liquid fat is collected and is used for the reaction as described elsewhere [18]. The molten pork lard rich in cholesterol was pale yellow, with a foul smell, and has a density of 0.790 g/cc. The catalyst, Seashells used for the synthesis of the catalyst was collected from the coastal area of Malpe, Udupi, India. Other reagents used in the experiments are Isopropyl alcohol (99%, Finar chemicals) and Nitric acid (Fisher chemicals) (assay 70%).

#### Catalyst Preparation

The seashells collected from the seashore were washed thoroughly with distilled water to remove any sand or salt present in the shells. After the thorough wash, the seashells were dried in a hot air oven at 90°C.

The shells were subjected to calcination at 900°C for 2.5 h. Before subjecting it to calcination inside the muffle furnace, the shells were crushed using a ball mill to increase the surface area for calcination. Calcination reaction converts the calcium carbonate [Ca(CO\textsubscript{3})] to calcium oxide (CaO). The obtained CaO was then mixed with an excess of water to convert CaO to calcium hydroxide (Ca(OH)\textsubscript{2}). The slurry obtained was heated in the oven at 90°C overnight to remove moisture. The calcium hydroxide obtained was directly used in the esterification process.

#### Characterization of Sea Shell Catalyst

The surface morphology of the catalyst prepared from seashells was studied using Scanning Electron Microscopy (SEM), Zeiss Company, Germany. The detection of calcium and carbon ions was carried out by Energy Dispersive X-ray (EDX) analysis.

The formation of calcium hydroxide in the catalyst was confirmed by the powder XRD technique (Rigaku X-ray diffractometer) with a high-intensity Cu K\textalpha radiation (\(\lambda = 1.54 \text{ Å}\)) at 40 kV and 20 mA. The measurement was conducted at a 2\theta angle between 10\degree to 80\degree at a scanning rate of 2°C min\textsuperscript{-1} or with 0.0130° increasing step size.

#### Esterification

Before the esterification process, the feed which is initially a regular animal fat was heated in an open pan till the entire
caul fat melted. The remains of the fat were filtered out from the melted fat and this was used for the process.

The experimental setup consists of a 3-necked flask fitted with a reflux distillation column. One end of the three-neck is fitted with a thermometer and the other end was sealed using a glass cork. The experimental setup is shown in Fig. 1.

A given amount of pork caul fat (10 g) was taken in the 3-necked flask and was heated up to 60°C, and 1g of nitric acid was added to the fat. The reaction was allowed to carry out at 60°C for 15 min for the complete conversion of fat to long-chain fatty acids. The oxidized fat was then subjected to an esterification process with 6 g of isopropyl alcohol and 0.1 g of Ca(OH)2 as a catalyst.

The required amount of the catalyst was added to the oxidized fat taken in the flask. The alcohol was separately heated to 60°C and this was added to the fat-catalyst mixture once the catalyst had completely diffused into the fat. The reaction time found to be 6 h for complete conversion to fatty acid propyl esters.

**Purification**

The propyl ester thus formed was impure with the presence of undesired products such as soap, water, and other possible side products or even excess catalyst. The reaction mixture was transferred to a decanter for gravity separation for over 6 h. This was followed by wet washing of biodiesel using warm distilled water (Atadashi et al. 2011). Washing was continued until the bottom layer produced a transparent layer. Any cloudiness in the bottom layer shows the presence of impurities in the biodiesel. The sample was allowed for gravity separation overnight as shown in Fig. 2, flash heated, and then immediately stored in airtight containers for further analysis.

**Characterization of Biodiesel**

The physiochemical properties of the pork lard biodiesel (propyl ester) were calculated according to standard testing procedures prescribed under ASTM (American Standard for Testing and Materials) and IS (Indian Standard). Density (IS 1448-P16), Viscosity (IS1448), Flashpoint (IS1448-P21), Water by distillation (IS1448[P:40]:2014), and Copper corrosion (IS1448 P-15) were measured following the IS 1448 standard procedures. ASTM standards were used for evaluating properties such as Acid number (ASTM D664), the elements (ASTM D7111-2016), and the Calorific value (ASTM D4809), and later all the values were compared with the standard values. Calorific value was found using Bomb Calorimeter (Rajdhani Scientific Instruments Co., New Delhi).

The feed oil composition, oxidation of cholesterol to long-chain fatty acids, and the conversion to fatty acid propyl esters were examined and confirmed by gas chromatography (Robert & Girish 2020). The gas chromatograph-mass spectroscopy instrument (Agilent GC model 7890A and MS model 5975C MSD) equipped with a column DB 5 MS having dimensions (30 mL x 0.25 mm ID x 0.25 um film thickness) was employed for the analysis. The mass spectrometer was operated in the electron impact ionization mode
at 70 eV in the scan range of 30–700 m/z. Helium was used as the carrier gas flowing at a rate of 1 mL/min. The sample was diluted with hexane and 1μL of the sample is injected into the instrument at an inlet temperature of 260°C. The column initial temperature was at 40°C and was later raised to 290°C at 6°C/min with a total run time of 47 min. The temperature of the transfer line and ion source was kept at a value of 300°C and 230°C respectively. Peaks obtained from the analysis were identified by comparing with standards of mass spectra from the NIST libraries 2011. The yield of biodiesel obtained after the reaction was calculated as in Eq. (4) (Nabora et al. 2019):

\[
\% \text{ yield} = \frac{\text{weight of biodiesel obtained}}{\text{weight of feed oil taken}} \times 100
\]  

(4)

Blending of Biodiesel, Engine Performance, and Emission Analysis

Various blends were prepared by adding the required amount of biodiesel to commercial diesel. The experiments were done by preparing different blends such as B20, B50, and B80. For example, B20 blending was prepared by adding 20 g of biodiesel to 80 g of diesel in a 3-necked flask and subjected to stirring for 1 hour at 60°C. Then the calorific values of all the blends were measured using the standard method (ASTM D4809). Then depending on the preliminary studies obtained from the calorific values, the B20 blend was selected for measuring engine performance and emission characteristics. Under engine performance, parameters such as brake-specific fuel consumption (BSFC) and brake thermal efficiency (BTE) were calculated. The emission characteristics such as carbon monoxide (% vol), hydrocarbon (in ppm), carbon dioxide (% vol), NOX (in ppm), and smoke (%) were measured. Moreover, the blends with a higher ratio of biodiesel will significantly increase BSFC and decrease BP and BTE (Nirmala et al. 2020), and have lower calorific values and higher densities which is not ideal for fuel (Raheman et al. 2013). The readings obtained from the engine performance and emission characteristics for the B20 blend were compared with high-speed commercial diesel (B0). These properties are measured to analyze the fuel performance when running a diesel engine in real-time.

The engine used in this experimental setup was the Kirloskar TV1 vertical model IC diesel engine having the power of 3.5KW @1500 rpm equipped with a single-cylinder, four strokes, constant speed, and water cooled. It has other features such as a cylinder bore of 87.50 mm, a stroke length of 110.00 mm, connecting rod length of 234.00 mm, a dynamometer arm length of 185.0 mm, and the CR ranging from 12:1 to 18:1 was used to test the fuel. The samples were subjected to the fuel line to test the performance and emission characteristics of B0 and B20 blends. Engine loads were varied from 0-12Kg to perform the test on the fuel and its blend. The fuels were loaded into the engine’s fuel line without any modifications and the engine was run at CR of 17.5 and 18 configurations. The engine was run for 3-5 min at each load to attain stability and then the readings such as engine speed, emission parameters, and fuel consumed were noted down. The exhaust gas analyzer (AVL DiGas 444) was used to measure the emission parameters such as HC, CO, CO2, NOX and oxygen and the smoke meter (AVL 437C) was used for measuring the opacity of polluted air in diesel exhaust gases i.e. smoke of the fuels.

Calculations

The parameters BSFC and BTE were calculated using the formulae

\[
\text{Engine power (kW)} = 2\pi NT \times 10^{-3}
\]  

(5)

\[
T = (\text{load in Kg} \times 9.81 \times r)
\]  

(6)

\[
\text{Fuel mass flow rate} \left( \frac{\text{g}}{\text{s}} \right) = 3600 \times \text{fuel vol flow rate} \left( \frac{\text{ml}}{\text{s}} \right) \times \text{fuel density} \left( \frac{\text{g}}{\text{ml}} \right)
\]  

(7)

\[
\text{BSFC} = \frac{\text{Fuel mass flow rate}}{\text{Engine power}}
\]  

(8)

\[
\text{BTE} = \frac{3600 \times C_p}{\text{BSFC} \times \frac{9}{\text{kWh}}}
\]  

(9)

C is the calorific value of the fuel (MJ/Kg)

Results and Discussion

Characterization of Sea Shell Catalyst

The scanning electron microscopic image of the calcium hydroxide catalyst is shown in the figure. The pictures were taken at 1μm (40.0KX). Fig. 3A shows the images of calcium carbonate as observed similarly by (Tshizanga & Fumilayo 2017). Fig 3B shows the produced calcium hydroxide catalyst. The comparison between the two images shows the change in morphology between the raw material and prepared catalyst.

From EDX analysis, it was found that calcium is present as the main component of the catalyst. The higher percentage of oxygen shows the presence of calcium hydroxide, calcium oxide, and some traces of unconverted calcium carbonate which is shown in Fig. 4.
Fig. 3A: SEM image of seashell before calcination

Fig. 3B: SEM image of the seashell catalyst

Fig. 4: EDX analysis of the seashell catalyst.

Fig. 5 shows the XRD patterns of the calcium hydroxide catalyst prepared from seashells. It can be seen that the peaks obtained from the XRD patterns are matching with those reported from the ICSD standard diffraction file. The distinct peaks were observed for the catalyst between 2θ=10–80°. The intensities of the major peaks for calcium hydroxide (ICSD Reference No:01-081-2041) namely [001], [100], [101], [102], [110], and [111] corresponds to the position at peaks 18.05°, 28.70°, 34.11°, 47.13°, 50.84° and 54.39° respectively with hexagonal structure. Other minor components quartz low silica oxide (ICSD Reference No: 01-070-2538) at 59.70° with hexagonal structure and calcium oxide (ICSD Reference No:01-075-0264) at 32.38° with the cubic structure were observed.

**Effect of Reaction Parameters**

The yield of biodiesel produced depends upon the parameters such as the amount of catalyst, alcohol to oil ratio, the temperature of the reaction, and the time taken to complete the reaction. To produce a maximum yield, the reaction has to be optimized while consuming fewer reagents to keep
the cost and energy of production as low as possible. The range of the parameters for esterification has been selected from the preliminary experiments. It has to be considered that all the reagents for the reaction have been measured in terms of mass rather than volume. Since the experiments were carried out over a long period of time due to external weather conditions, the volume of the reagents could vary. Hence, the mass has been taken as the base of measurement, since it would be more reliable.

To study the significance of each reaction parameter, experiments were carried out by varying one parameter while keeping the other parameters constant (Fadhil et al. 2017).

**Effect of Propyl Alcohol**

The influence of propyl alcohol on biodiesel yield was observed by varying the amount of alcohol to oil ratio in the range of 3:10 to 8:10. The temperature was maintained at 68-70°C for 6 h and 0.1 g of Ca(OH)₂ catalyst was used. It was observed that as the amount of alcohol increased the yield also increased up to 95% at an alcohol to oil ratio of 6:10. This is because the increase in alcohol continuously converts fat to propyl esters (Saravanan et al. 2019). It was found that increasing the amount of alcohol beyond 6g shows a small decrease in yield as the propyl esters are being formed as shown in Fig. 6.
long chain fatty acid + propyl alcohol $\rightarrow$ propyl ester

\[
R_1 - COO - H + C_3H_7 - OH \xrightarrow{\text{catalyst}} R_1 - COO - C_3H_7 + H_2O
\]

This small decrease in yield may be because of the shift in reaction to attain an equilibrium (Maneerung et al. 2016). Another possible explanation for this decrease in yield is a potential interaction between excess isopropyl alcohol and the catalyst which would decrease the amount of catalyst available for the reaction (Asri et al. 2018).

**Effect of Catalyst Loading**

The optimum dosage of catalyst determines the maximum extent of biodiesel conversion. The effect of catalyst loading was observed by varying the amount of Ca(OH)\(_2\) used from 0.1 to 0.5 g with respect to 10 g of oil under esterification at 68-70°C for 6 h. A maximum yield of 92% was observed at 0.1 g of catalyst as shown in Fig. 7. For every increase after 1 g, the yield decreased significantly to an extent where no yield was observed as thick viscous mass and emulsions were found. The decrease in yield could be due to poor diffusion of reagents (Viola et al. 2012). This poor diffusion is due to the increased viscosity of the mixture in the presence of an excess catalyst (Ezebor et al. 2014). Hence, there is a significant mass transfer resistance that affects the reactant system. Similar findings were observed by the authors on the effect of catalyst loading (Ashok et al. 2018). Since the reaction deals with fatty acids and not triglycerides, the formation of soap can be ruled out (Zhang & Jiang 2008).

**Effect of Temperature**

The effect of temperature on esterification was carried out with 10g of oil, 6g of IPA, and 0.1 g of Ca(OH)\(_2\) for 6 hours. The temperature was varied between 30°C and 80°C and their corresponding yields were observed in the experiments. With an increase in temperature up to 65-70°C, there was a marginal increase in yield. It was observed that 65-70°C was optimum and the maximum yield of 95.6% was reported. It was also observed that beyond 70°C the yield decreased noticeably. The readings are reported in Fig. 8.

The initial increase in yield is because of the accelerated diffusion of the catalyst into the reactant system (Ning & Niu 2017). This is because the mass transfer rate is directly proportional to temperature (Stamenković et al. 2008). Further heating of the reaction system beyond 70°C causes the vaporization of IPA in the reaction system as its volatile even under room temperature. This causes a lowering of IPA concentration in the reaction system which leads to poorer conversion and hence a low yield was obtained. A similar trend of results was reported in the work (Maneerung et al. 2016, Ning & Niu 2017, Ashok et al. 2018).

**Effect of Reaction Time**

The effect of reaction time on biodiesel yield was investigated by varying the reaction time between 4hr to 10 h and by taking 10 g of oil, 6 g of IPA, and 0.1 g of Ca(OH)\(_2\) catalyst. As the reaction time increased, the yield increased to give a maximum of 95.6% at 6 hours. Beyond 6 hrs, there was a
small decrease in yield and thereafter it gave constant yield. The effect of reaction temperature on yield is represented in Fig. 9.

The small decrease in yield may be due to the equilibrium of the system. This may cause the reaction to shift towards the reactant side (Nabora et al. 2019) and in turn, decrease the number of propyl esters to maintain equilibrium. The yield values remained consistent beyond 6 hrs showing that the system has reached equilibrium and all possible conversions had taken place (Asri et al. 2018). Similar results were discussed in the work (Niju et al. 2015).

Characterization of Biodiesel

Gas chromatography analysis of biodiesel (propyl esters): GC results provide peaks that help to identify different compounds present along the x-axis, the retention time. This qualitative analysis provides a technique to test the purity of the produced biodiesel and most importantly, a method to track the reaction conversion at each step of the production methodology (Gupta et al. 2018). The presence of cholesterol in the feed and the oxidation of cholesterols to fatty acids are reported as well with relevant GC-MS support. The GC profile for the fat has been presented in table 1. Similarly,
Table 1: Feed oil composition obtained using a gas chromatograph.

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Feed oil composition</th>
<th>Molecular formula</th>
<th>Molecular weight</th>
<th>Content [%]</th>
<th>Retention time, min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hydroperoxide, 1-methylhexyl</td>
<td>C₇H₁₆O₂</td>
<td>132.2</td>
<td>5.704</td>
<td>4.166</td>
</tr>
<tr>
<td>2</td>
<td>2-Heptenal, (E)-</td>
<td>C₇H₁₂O</td>
<td>112.16</td>
<td>4.510</td>
<td>7.618</td>
</tr>
<tr>
<td>3</td>
<td>Nonanal</td>
<td>C₈H₁₈O</td>
<td>142.2</td>
<td>2.250</td>
<td>11.408</td>
</tr>
<tr>
<td>4</td>
<td>2-Decenal, (E)-</td>
<td>C₁₀H₁₆O</td>
<td>154.24</td>
<td>6.686</td>
<td>15.304</td>
</tr>
<tr>
<td>5</td>
<td>2,4-Decadienal</td>
<td>C₁₀H₁₈O</td>
<td>152.23</td>
<td>8.366</td>
<td>16.629</td>
</tr>
<tr>
<td>6</td>
<td>Heptadecane, 2,6,10,14-tetramethyl-</td>
<td>C₂₁H₄₄O</td>
<td>296.57</td>
<td>1.394</td>
<td>20.581</td>
</tr>
<tr>
<td>7</td>
<td>E-14-Hexadecenal</td>
<td>C₁₆H₃₂O</td>
<td>238.40</td>
<td>1.565</td>
<td>24.102</td>
</tr>
<tr>
<td>8</td>
<td>3-Trifluoracetoxydodecane</td>
<td>C₁₄H₂₅F₂O₂</td>
<td>282.34</td>
<td>2.122</td>
<td>31.856</td>
</tr>
<tr>
<td>9</td>
<td>Butanamide</td>
<td>C₄H₉NO</td>
<td>87.12</td>
<td>2.302</td>
<td>32.460</td>
</tr>
<tr>
<td>10</td>
<td>Hexadecanoic acid, 2-hydroxy-1-(hydroxymethyl)ethyl ester</td>
<td>C₁₉H₃₈O₄</td>
<td>330.50</td>
<td>5.577</td>
<td>34.227</td>
</tr>
<tr>
<td>11</td>
<td>Unknown</td>
<td></td>
<td>1.973</td>
<td></td>
<td>36.608</td>
</tr>
<tr>
<td>12</td>
<td>E,E-1,9,17-Docosatriene</td>
<td>C₂₂H₄₀</td>
<td>386.65</td>
<td>50.053</td>
<td>44.521</td>
</tr>
</tbody>
</table>

the peaks from the ester GC profile were analyzed and the presence of Isopropyl Palmitate, i-Propyl 9-octadecenoate, and Isopropyl stearate in major proportions were confirmed in Fig. 10. This finding was in accordance with the expected chemical reaction presented in Eq. (10). The conversion of cholesterol to fatty acids and further conversion to corresponding propyl esters are reported in Tables 2 and 3 respectively. The average molecular weight of the biodiesel was estimated to be 316.54 g.mol⁻¹.

Table 2: The composition of nitric acid-treated feed oil using gas chromatography

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Feed oil composition</th>
<th>Molecular formula</th>
<th>Molecular weight</th>
<th>Content [%]</th>
<th>Retention time, min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pyridine</td>
<td>C₅H₅N</td>
<td>79.10</td>
<td>6.03</td>
<td>4.268</td>
</tr>
<tr>
<td>2</td>
<td>n-Hexadecanoic acid</td>
<td>C₁₆H₃₂O₂</td>
<td>256.4</td>
<td>17.28</td>
<td>19.898</td>
</tr>
<tr>
<td>3</td>
<td>2-octyl-Cyclohexane</td>
<td>C₁₃H₂₈</td>
<td>196.3</td>
<td>3.39</td>
<td>21.575</td>
</tr>
<tr>
<td>4</td>
<td>9-Octadecenoic acid, (E)-</td>
<td>C₁₈H₃₄O₂</td>
<td>282.4</td>
<td>46.65</td>
<td>21.63</td>
</tr>
<tr>
<td>5</td>
<td>Octadecanoic acid</td>
<td>C₁₈H₃₆O₂</td>
<td>284.4</td>
<td>16.58</td>
<td>21.77</td>
</tr>
<tr>
<td>6</td>
<td>Allyl octadecyl ester</td>
<td>C₂₀H₄₂</td>
<td>382.5</td>
<td>5.93</td>
<td>22.34</td>
</tr>
<tr>
<td>7</td>
<td>9-Octadecenal, (Z)-</td>
<td>C₁₉H₃₄O</td>
<td>266.4</td>
<td>4.15</td>
<td>23.89</td>
</tr>
</tbody>
</table>

Determination of physicochemical properties of biodiesel:
The different properties of the produced biodiesel were determined as per standard procedures and are shown in Table 4. The properties such as density, viscosity, water content, acid number, flash point, presence of sodium, potassium, and calorific value were evaluated.

Flashpoint is very significant from the safety aspects when storage and transportation of fuel are under considera-

Table 3: Fatty acid propyl ester composition from GC-MS analysis

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Fatty acid propyl ester composition</th>
<th>Molecular formula</th>
<th>Molecular Weight [g.mol⁻¹]</th>
<th>Fatty acid ester [%]</th>
<th>Retention Time, min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Isopropyl Palmitate</td>
<td>C₁₉H₃₈O₂</td>
<td>298.5</td>
<td>27.638</td>
<td>21.086</td>
</tr>
<tr>
<td>2</td>
<td>i-Propyl 9-Octadecenoate</td>
<td>C₂₁H₄₈O₂</td>
<td>324.5</td>
<td>51.338</td>
<td>22.692</td>
</tr>
<tr>
<td>3</td>
<td>Isopropyl stearate</td>
<td>C₂₁H₄₄O₂</td>
<td>326.6</td>
<td>21.024</td>
<td>22.923</td>
</tr>
</tbody>
</table>
tion. The higher flashpoint for a fuel shows that the fuel has a larger storage capacity and less risk of fire accidents (Chavan et al. 2017, Sánchez-Arreola et al. 2019). The acid value shows the corrosiveness of the fuel because the engine and storage tanks having fuels with high acid values corrode fast (Al-Muhtaseb et al. 2018). The increase in viscosity affects fuel injection into the engine chamber and this affects the quality of combustion (Mazaheri et al. 2018, Sánchez-Arreola et al. 2019). The moisture content is to be maintained as low as possible to enhance the combustion (Chavan et al. 2017). All the physicochemical properties evaluated were within the range specified by the Standard procedures and have satisfied ASTM standards.

**Determination of calorific value of biodiesel and its blends:** Calorific value is a measure of the fuel’s ability to generate energy on combustion. Therefore, for a given amount of fuel, the power output will be high for fuel with a high calorific value (Kakati et al. 2017). The calorific value of fuel affects the BSFC and BTE of the diesel engine (Jena et al. 2010).

From the experiments, it could be seen that the calorific value of B100 was 35.7 MJ.kg\(^{-1}\) when compared to diesel which was 43.6 MJ.kg\(^{-1}\) (Shankar et al. 2017). As the ratio of biodiesel in the blend increases, the calorific value decreases. The calorific value was in accordance with the standard EN 14213 range which is 35MJ.kg\(^{-1}\) (Shankar et al. 2017).

---

**Table 4: Physico-chemical properties of biodiesel.**

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Property</th>
<th>Units</th>
<th>Method</th>
<th>Result</th>
<th>Std Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Density at 15.0°C</td>
<td>g.mL(^{-1})</td>
<td>IS 1448-P16</td>
<td>0.863</td>
<td>0.86 - 0.88</td>
</tr>
<tr>
<td>2</td>
<td>Kinematic viscosity at -40°C</td>
<td>cSt</td>
<td>IS 1448</td>
<td>11.93</td>
<td>8 to 12</td>
</tr>
<tr>
<td>3</td>
<td>Flash point</td>
<td>°C</td>
<td>IS 1448 – P21</td>
<td>52</td>
<td>35 to 65</td>
</tr>
<tr>
<td>4</td>
<td>Calorific Value</td>
<td>MJ/Kg</td>
<td>ASTM D4809</td>
<td>35.7</td>
<td>&gt;35</td>
</tr>
<tr>
<td>5</td>
<td>Water by distillation</td>
<td>%</td>
<td>IS 1448 [P:40]:2014</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>6</td>
<td>Copper corrosion (3h at 50°C)</td>
<td>mg KOH.g(^{-1})</td>
<td>IS 1448 P-15</td>
<td>1a</td>
<td>Not worse than class 1.</td>
</tr>
<tr>
<td>7</td>
<td>Acid number (Inflection end –point)</td>
<td>mg KOH.g(^{-1})</td>
<td>ASTM D664 (Method A)-2017a</td>
<td>9.3</td>
<td>5 to 20</td>
</tr>
<tr>
<td>8</td>
<td>Elements by ICP</td>
<td></td>
<td>ASTM D7111-2016</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>mg.kg(^{-1})</td>
<td></td>
<td>&lt;1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Potassium</td>
<td>mg.kg(^{-1})</td>
<td></td>
<td>&lt;1</td>
<td></td>
</tr>
</tbody>
</table>
decreases. Similar conclusions were drawn by researchers (Mofijur et al. 2015). Although the calorific value decreased with blend ratio, the B20 blend had a closer and comparable value when compared to diesel. Hence B20 was selected for engine performance and emission analyses. The decrease in calorific value is because of the increase in oxygen content (Patel & Sankhavara 2020) and frictional losses due to the increased density of the fuel mixture (Dash et al. 2010).

**Engine Performance Analysis**

Brake-specific fuel consumption (BSFC) and brake thermal efficiency (BTE) are the parameters used to quantify the significance of the fuel performance in the engine.

**BSFC:** An ideal engine should produce high brake power while consuming less fuel (Zaher & Soliman 2015). Generally, as the load on the engine increases, the BSFC value decreases. This is because BSFC is the ratio of total fuel consumption to brake power and as the load increases brake power increases more generously than the total fuel consumed and thus bringing down the overall ratio of BSFC (Nirmala et al. 2020, Sureshkumar et al. 2008). From the results, it could be seen from Fig. 12A, that at a CR of 17.5, BSFC for all loads was higher than or nearly equal to that of commercial diesel B0. A similar trend of results was reported by the authors in previous works (Sureshkumar et al. 2008, Teoh et al. 2019). It could be observed that at a load of 12 kg, the readings for B20 and B0 were almost coinciding with an increase of just 16g.KWh⁻¹. Although the BSFC at CR17.5 were high for B20, the difference between the readings was not more than an average of 3.7%.

However, at CR 18 the B20 blend produced better BSFC when compared to B0 as shown in Fig. 12B. There was an average decrease of 5.1% BSFC over the range of loads. A similar trend of results with lower BSFC readings was reported by the authors (Asri et al. 2018). Lower BSFC describes the fuel to be more efficient during burning with improved combustion characteristics (Rosha et al. 2019). At CRs biodiesel blends perform better than commercial diesel as combustion characteristics increases due to improved mixing of the fuel and air (Rosha et al. 2019).

Another possible reason for the lower BSFC may be the synergistic effect of biodiesel with diesel. It was justified that, the oxygen present in the biodiesel must have helped the overall blend achieve better combustion (Raheman et al. 2013). On the other hand, few researchers explained that the BSFC increases as a result of leaner combustion due to the presence of increased oxygen content in the blend. When the combustion becomes extra lean, more fuel may be required to achieve a given power output (Kadir et al. 2020). The present work produced biodiesel which consists of esters in the range C16-C20 when compared to other works, the amount of oxygen does not increase enormously when the blend ratio increases. Therefore, it can be concluded that the increase in oxygen in B20 blend is ideal enough to improve the combustion characteristics at higher CR and also not contribute to extra lean combustion.

**BTE:** It is the ratio of total brake power to the chemical energy from the fuel (Mishra et al. 2020). It evaluates the potential of a given fuel in transforming its chemical energy into useful work (Sivaramakrishnan 2018). It was observed that BTEs were at an average of 1.1% less for B20 when compared to B0. The small difference in BTE is due to the lower calorific value and higher density of the B20 blend. However, as the load increases, the BTE of B20 was coinciding with B0 and at the highest load of 12 kg, the value was higher for B20 (BTE(B20)- 26.79%, BTE(B0)- 26.62%) (Fig. 13A). This is because of the reason that at higher loads, BTE increases because of increased brake power (Sundar & Udayakumar 2020).
For CR of 18, BTE was observed to be higher for B20 than commercial diesel B0 for all the loads. There was an average increase of 8.2% on all loads and as discussed with respect to CR of 17.5, at a maximum load of 12 Kg highest increase in BTE was observed (BTE(B20)- 26.80%, BTE(B0)- 24.06 %) as shown in Fig. 13B. This increase in thermal efficiency at higher CR is because of the improved combustion due to the increase in cylinder temperature and expansion work (Dash et al. 2020).

Exhaust Emission and Combustion Analysis

The exhaust gas from the engine during the B20 and B0 run was analyzed for its emission characteristics ranging from the composition of the gaseous mixture and smoke opacity. The significance of these analyses is aimed to prove that the current fuel under study contributes lesser towards the emission of greenhouse gases and air pollution. Researchers have shown that even low blends of biodiesel can bring down the emission to a significant level (Mofijur et al. 2016).

Anderson & Weinbach (2010) had shown that although there was a slight increase in fuel consumption for the biodiesel blend, there could be a potential decrease in CO₂ emissions and it was an appreciable finding. Moreover, the B20 blend had comparable calorific value with commercial diesel it was subjected to emission analyses as well.

CO and CO₂ emissions: Fig. 14A and Fig. 14B show the combined CO and CO₂ percentage emissions over varying loads at CR 17.5 and 18 respectively. CO emission corresponds to incomplete combustion i.e., partial-oxidation of the fuel. Over the ranges of load for both CRs, the CO emission for the blend B20 was very much less than that of pure diesel B0. At CR 18, the analyzer recorded an average of 75% reduction in CO emission when compared to CR 17.5, which was 46%. The reduced CO emission is because the increased biodiesel ester composition enriches the fuel with more oxygen. Since these extra oxygen molecules promote further oxidation, there will be an improvement in combustion characteristics with the increase in blend ratio (Tüccar et al. 2014).
Furthermore, in comparison of these emissions over CRs, it could be concluded that at a higher CR of 18.0, both CO and CO₂ emissions were appreciably lesser than the emissions at a CR of 17.5. At higher CRs as discussed earlier, the pressure, as well as the temperature in the cylinder, is relatively high.

Hence, combustion characteristics are enhanced due to this elevation in temperature (Kaisan et al. 2017). With respect to CO₂ emissions, at CR 17.5 an average reduction of 42.2% was observed whereas, at CR18, it was recorded as 41.2 %. From the above results obtained from CR 17.5 and CR 18, it could be proved that blending has decreased the overall CO₂ and CO emissions. The reduced CO₂ emissions are because of the decrease in carbon atoms present in the fuel blend compared to diesel (Babu et al. 2018).

NOₓ: NOₓ corresponds to different oxides of Nitrogen. It was reported by the researcher that most biodiesel and its blends produce NOₓ emissions which are more than that produced by commercial diesel (Nirmala et al. 2020). Biodiesel contains more oxygen and this sums up to a better and improved combustion. Hence, more NOx emissions are recorded due to this increased combustion (Imdadul et al. 2017). Similar observations were recorded in the present study as given in Fig. 15.

At higher CRs, as concluded earlier with respect to CO emissions, there is an increase in temperature and therefore, combustion advances, and more NOₓ gases are released (Rahman et al. 2014). Similar findings were observed in the present work as well. As a general trend for all CRs, with an increase in load, NOx emissions increase due to increased fuel consumption at higher loads (Nguyen et al. 2020).

Although NOₓ emissions are recorded to be higher for B20 at both CRs, the magnitude of the increase may not be accounted is considering the emissions are in ppm levels. For CR 17.5 and 18.0, the average increase in NOₓ emissions is 0.25% and 3.35% respectively signifying that NOₓ emissions for B20 and B0 are comparable.

HCs: The emission of lesser hydrocarbon (HC) corresponds to better and cleaner combustion (Imdadul et al. 2017, Godigunar et al. 2009). HC at all loads and CRs are lower for the B20 blend than for B0, and the reason for this decrease...
attributes to the complete or enhanced combustion of the fuel mixture (Rahman et al. 2013). With the increasing amount of biodiesel in the blend, the concentration of oxygen increases. Therefore, enhanced combustion is observed due to the better oxidation of hydrocarbons (Sivaramakrishnan 2018). As load increases, for all CRs, the HC emission increases.
significant. To maintain the engine speed at higher loads, more fuel is consumed. Hence more combustion takes place resulting in the release of more hydrocarbons irrespective of fuel blend. From the data reported in Fig. 16, it could be concluded that at CR 17.5 and CR 18, there were an average decrease of 21% and 9% HC emissions respectively. It is also very important to observe that at CR 18, the HC emissions were lower than that at CR 17.5. The reason behind this observation is common to those reported earlier under other emission parameters as elevated temperature and pressure contribute towards better combustion.

Smoke Opacity: The lack of air or oxygen in the combustion chamber causes smoke during combustion. In addition to this, an increased C/H ratio in fuel and accumulation of fuel can also cause increased smoke in the chamber (Jeevanantham et al. 2019). The variation in Smoke Opacity with increasing loads is presented in Fig 17. It could be observed that with an increase in load, the smoke opacity also increases. It was also observed that the smoke opacity for B20 was lesser compared to B0 for all CRs. An average decrease of 19.3% and 32.7% in smoke opacity was found between B0 and B20 at CR 17.5 and CR 18 respectively. This decrease
between B0 and B20 is because of the oxygenated fuel mixture as discussed earlier as well as in the work (Kakati & Gogoi 2016). The enrichment of oxygen in fuel facilitates combustion and the presence of more oxygen oxidizes further soot in the combustion chamber (Can 2020, Rosha et al. 2019). As far as CRs are concerned, smoke opacity decreased with increased CR from 17.5 to 18.

**CONCLUSION**

Waste pork fat from the slaughterhouse was used as the feedstock for producing biodiesel. Due to the presence of high cholesterol content, the traditional method of producing biodiesel could not be carried out because of the absence of triglycerides. Hence, an economical way of producing biodiesel using seashells as a potential renewable catalyst was explored. The presence of calcium hydroxide in the produced catalyst was confirmed through XRD and FESEM-EDX analysis. The idea behind Ca(OH)₂ as the catalyst proves the chemistry that any basic compound with available OH⁻ ions can act as the catalyst. This significantly means that any potential source with the ability to produce a basic compound can be used as the catalyst. The influence of operating parameters such as alcohol to oil ratio, temperature, amount of catalyst, and reaction time on the biodiesel yield was investigated. From the esterification reaction, the maximum yield of 95.6% was obtained and the optimum conditions were found to be alcohol to oil ratio of 6:10, 0.1 g Ca(OH)₂ catalyst, temperature 65-70°C, and reaction time of 6 h. The presence of propyl esters in the produced biodiesel after esterification was confirmed through the peaks obtained from GC-MS analysis. Since the biodiesel produced had promising and satisfactory parameters in accordance with ASTM standards, further investigations were required to check the potential of biodiesel blending. Hence the produced B20 blend showed a similar calorific value to that of commercial diesel (B0). The promising B20 blend was further subjected to engine tests to analyze its performance and emission characteristics.

During the investigation, different operating conditions such as variable loads and CR of the engine were tested with the B20 blend as the fuel and compared with B0. The experimental findings portray the B20 blend as a promising fuel and the results are reported as follows.

The BSFC at CR 18 was lower by 5% for the B20 blend when compared to B0. However, at CR 17.5 the BSFC rating was higher for the B20 blend. BSFC of the engine decreases with increased compression, as higher CRs favor efficient combustion.

- The Brake Thermal efficiency (BTE) of the engine, was recorded higher at CR18. Nonetheless, at CR17.5, the BTE values were almost the same for B20 and B0. At full load conditions, maximum efficiency was observed.
- A gas analyzer recorded the emissions from the engine exhaust and significant improvements in the emissions were projected. This is a result of the advanced combustion of the better-oxygenated fuel.
- At both, the CRs, CO, and CO₂ emissions were very much lower for B20 than for B0. The average reductions in CO₂ emissions were 41.2% and 42.2% at CR 17.5 and CR18 respectively. Similarly, the average decrement in CO emissions was found to be 46% and 75% at CR17.5 and CR18 respectively.
- The hydrocarbon emissions also followed the above trend producing emissions which are 21% and 9% lesser for B20 at CR 17.5 and CR18 respectively. The NOₓ emissions were higher at both the CRs and the increase was only 0.25% and 3.35% at CR 17.5 and CR18 respectively. The smoke emissions were also recorded at appreciable low levels at B20 loading compared with B0. An average reduction of 19.3% and 32.7% in smoke opacity was obtained at CR 17.5 and CR 18 respectively.

With the above findings, it could be easily concluded that B20 served as a better fuel. At both the engine configurations, especially at CR 18, B20 was found to be more efficient while consuming lesser fuel. This projects the potential scope of supplementing the future energy requirements. Complementing this, B20 also addresses an important concern regarding greenhouse gases, global warming, and air pollution since the fuel stands out remarkably as the emission levels are appreciably low. By commercializing the pork lard biodiesel, problems related to waste disposal from slaughterhouses can be resolved. Also, the biodiesel produced is less toxic and non-hazardous, thus the approach can be considered an environmentally benign process.
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ABSTRACT

The fundamental purpose of this study was to evaluate the technical feasibility of incorporating fly ash (FA) and dyeing sludge (DS) in the production of brick. An attempt was taken to replace 10% to 100% clay by DS and FA in brick-making by volume. A brick firing kiln was used to burn the uniform-shaped bricks after replacing clay with DS and FA. Size and shape, hardness, soundness, water absorption, efflorescence, dry density, loss of ignition, firing shrinkage, specific gravity, compressive strength, and leaching tests were carried out to study the properties of these bricks. The compressive strength of the brick ranged from 6.25 MPa to 0.33 MPa and indicates a decreasing pattern in strength with the increase in the volume of DS and FA. Only 18.8% water absorption capacity was found in control bricks without DS and FA, while a maximum absorption of 40.19% was found for a particular combination of DS and FA. Similarly, dry density decreased with the increase in the volume of DS and FA. Besides, efflorescence in bricks was found within the allowable limits for certain combinations of DS and FA, which exceeded the allowable limits for other combinations. The presence of heavy metals (Ni, Zn, Cr, Cu, and Pb) in the extraction solution was insignificant. Based on the results of this study, we recommend that up to 10% clay can be substituted with DS and FA without substantially affecting the quality of bricks.

INTRODUCTION

The textile sector plays an invaluable role in facilitating job creation, tax collection, and economic growth in many developing countries like Bangladesh. Considering the significant presence of textile industries in Bangladesh and many other countries, it is important to address the adverse environmental effects that these industries. Textile operation includes the refining or conversion, by various methods, of raw resources into finished products that involve the use of high volumes of water and the generation of wastewater that requires treatment before disposal. In Bangladesh, approximately 1500 textile industries produce about 2.82 million cubic meters of effluent daily (Concern 2014). The accelerated growth of the textile industry over the past decades and the discharge of untreated or poorly treated effluent into the environment has become a serious environmental concern. The volume of wastewater from textile industries is projected to cross 349 million m³ by 2021, if traditional dying activities remain in use, from an estimated amount of 217 million m³ in 2016 (Hossain et al. 2018). Earlier research reported that the concentrations of contaminants in textile effluent exceed the national discharge standards (Ahsan et al. 2019).

Apart from effluent from textile industries, the management of sludge generated during the treatment of textile wastewater is also becoming a major concern. Many textile industries are finding it difficult to manage the sludge generated at their effluent treatment plants (ETPs) (Gomes et al. 2012). Textile sludge typically contains high amounts of metal ions and phosphorus, potassium, and nitrogen from chemical agents used in different phases of textile dyeing/processing [in particular aluminum (Al) and iron (Fe) from coagulants, flocculants depending upon the treating process] (Ghaly et al. 2014). Conventional treatment of textile effluent has the potential to contribute approximately 1.14 kg of sludge per cubic meter of effluent treated (Concern 2014). Uncontrolled disposal of textile sludge at landfills or waste dumping sites can, therefore, cause contamination of water and soil (Ashraf et al. 2014).

Diverse approaches for sludge treatment exist in developing nations to minimize sludge mass and decrease possible health risks associated with sludge disposal and treatment. Popular processing and disposal approaches in developing countries include incineration, composting, and landfilling (Guha et al. 2015). Landfilling of textile sludge could significantly contribute to the pollution of air, water, and soil (Iqbal et al. 2014). Incineration of solid sludge necessitates the use of an appropriate furnace, fuel, and specialized/trained personnel; possible air pollution from incineration is a major concern. Landfilling and composting are often not the
preferred sludge management methods due to the presence of heavy metals and volatile organic compounds in sludge (Patel & Pandey 2009). Consequently, appropriate treatment and processing of such sludge are needed for sustainable management (Liew et al. 2004). Research works have been carried out for the treatment/processing of various industrial sludge, including sludge from the paper factory (Goel & Kalamdhad 2017), tannery industries (Juel et al. 2017), water treatment (Ponkarthikeyan et al. 2016), etc. Several studies have been undertaken for processing or stabilizing toxic sludge as a substitute for soil in fired clay bricks and tiles. Balasubramanian et al. (2006) reported that specimens of sludge-cement did not reach the requirements for structural use; however, quality as well as other characteristics of certain products e.g., paving tiles and blocks, are acceptable for non-structural uses. Jahagirdar et al. (2013) proposed that sludge could be used in various building products at a maximum of 15%; the durability was, nonetheless, decreased to near 3.5 MPa. On a lab scale, most of the studies showed favorable outcomes for bricks in a controlled environment, however, limited experiments were conducted to manufacture bricks in the kiln (Juel et al. 2017).

Coal is the world’s most important and plentiful fossil fuel. The fly ash (FA), produced throughout the coal combustion process in the thermal electricity generation, is one of the byproducts which contributes to significant environmental pollution. It has been estimated that the global generation of fly ash is around 0.60 billion tons each year. Its consumption has not matched the growing amount of fly ash generated worldwide. In comparison with their production, the consumption of FA is far less. The most significant and widespread application of fly ash in Bangladesh is the partial substitution in Portland cement, clay, and the production of construction materials. Numerous studies into the utilization of FA as a substitute raw resource in the production of new materials are being undertaken around the World (Behera et al. 2014). Many scholars have researched the application of FA in bricks made from clay (Balasubramaniam et al. 2021, 2006). FA is suitable for 10% lighter brick manufacturing in comparison with clay bricks (Moyo et al. 2019). FA often possesses pozzolanic properties, which further improve durability and decrease absorption of water (Yao et al. 2014). Leiva et al. (2016) reported that FA bricks improved their strength properties at 1000 °C, and claimed that FA bricks have superior heat resistance to traditional clay bricks.

Brick is the most prominent and common building material being used worldwide. A variety of bricks are being used as a building material, e.g., sundried or unburnt clay brick, FA brick, burnt clay brick, sand-lime or calcium silicate brick, and concrete brick. Clay-fired bricks are mostly utilized as a traditional building material in most developing countries. Because burnt clay bricks are stronger than sun-dried clay bricks. Using topsoil of agricultural lands is the traditional method of obtaining the clay needed for the manufacture of bricks (Biswas et al. 2018). Environment-friendly alternatives to clay for brick making might be a solution to maintain soil fertility and topsoil. With the exception of financial growth and the conservation of agricultural fertile land, the replacement of clay with textile dyeing sludge (DS) and FA often achieves the sustainable goal of safe disposal of waste materials (Moyo et al. 2019).

To the best of our knowledge, textile dyeing sludge (DS) and coal fly ash (FA) are not experimented with together in brick making. In the current study, we focused on the use of DS and FA together in brick manufacturing. The prime focuses of this study were (i) sustainable utilization of DS and FA in brick making with the partial replacement of clay, (ii) burning the DS-FA clay bricks in a traditional kiln, and (iii) investigating its influence on several mechanical and durability properties, and (iv) to examine the leaching of heavy metals from the developed bricks.

MATERIALS AND METHODS

Materials Collection

Textile dyeing sludge (DS) and Coal fly ash (FA) have been used as partial replacements for clay for making bricks, and the properties of these bricks have been evaluated to assess the potential use of DS and FA in bricks. DS was collected from the biological effluent treatment plant of Epyllion Fabrics Limited, Gazipur, Bangladesh which has a capacity of dyeing 30000 kg of textile/day. On the other hand, FA was collected from the coal used in a Barapukuria Thermal Power Plant (BTPP), Dinajpur, Bangladesh; clay was collected from the local area of Gazipur, which is used to manufacture bricks in brickfields.

Materials Characterization

Collected DS was dewatered using sunlight for three days, and pulverized followed by oven-drying at 110°C for 24 hours to analyze physical and chemical properties. DS, FA, and clay were diluted by distilled water at a ratio of 1:5 and mixed completely using a mechanical shaker to test physio-chemical parameters. The blend was then filtered by Whatman filter paper and tested for pH and EC using a digital multimeter (Multi 3430). Chloride and sulfate concentrations of the diluted samples were determined by the Mohr method and a Spectrophotometer (HACH DR-2800), respectively. Besides, the physical properties of the samples were determined according to ASTM D854-00 and ASTM D...
Atterberg limits of the mixed materials were computed following ASTM D 4318. Also, the chemical composition of DS, FA, and clay was quantified using X-Ray Fluorescence (XRF) analysis (Shimadzu XRF-1800). Additionally, the concentration of heavy metals in DS was determined using atomic absorption spectrophotometer (AAS). An acid extraction procedure (aqua regia) was employed to digest the solution to quantify the concentrations of heavy metals (Santoro et al. 2017).

**Experimental Design and Brick Making**

Ten different combinations of clay, DS, and FA have been used to fabricate bricks with three replications of each presented in Table 1. A wooden mold of 254×127×76 mm was used to cast and shape the brick. Water was added depending on the nature of the raw material and their plasticity and it was 1920, 1950, 2130, 2240, 2350, 2450, 2660, 2800, 2920, and 3000 ml in C-0, C-1, C-2, C-3, C-4, C-5, C-6, C-7, C-8, C-9, and C-10, respectively. After the formation of brick, they were sun-dried for 6 days to remove the free water and burnt in the conventional brick kiln for 15 days at 2100°F (approximately).

**Field and Laboratory Tests of Brick**

Field tests have been carried out according to ASTM C134-95, ASTM C88, and the fingernail scratch method. The compressive strength and water absorption capacity of fabricated brick were determined according to ASTM C67M-21. After curing, their frog marks were filled and flushed by 1:4 thin cement sand mortar. Then the bricks were cut into two equal pieces along their lengths before tests for compressive strength (Fig. 2). On the other hand, efflorescence and specific gravity (for brick chips or coarse aggregate) were determined following ASTM C67M-20 and ASTM 127-15 methods. Some other physical properties of the fabricated bricks, i.e., loss of ignition (LOI), dry density, firing shrinkage, and thermal conductivity, were determined according to ASTM D7348-13, ASTM C20-00, ASTM C210-95, and ASTM C177-19 methods, respectively. The heavy metal leaching test of brick was tested for all combinations where the European standard method stated at prEN 1744-3:2000 was followed. Leachate was collected on the 1st, 4th, 7th, 15th, and 30th days after curing in distilled water.

![Fig. 1: Brick making, (a) wooden mold, (b) sun-dried bricks, (c) burnt bricks.](image)

**Table 1: Combination of materials for brick fabrication.**

<table>
<thead>
<tr>
<th>Combination ID</th>
<th>No. of replications</th>
<th>Volumetric percentage of material</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Clay</td>
</tr>
<tr>
<td>C-0</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>C-1</td>
<td>3</td>
<td>90</td>
</tr>
<tr>
<td>C-2</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>C-3</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>C-4</td>
<td>3</td>
<td>60</td>
</tr>
<tr>
<td>C-5</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>C-6</td>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>C-7</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>C-8</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>C-9</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>C-10</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>
flushed by 1:4 thin cement sand mortar. Then the bricks were cut into two equal pieces along their lengths before tests for compressive strength (Fig. 2). On the other hand, efflorescence and specific gravity (for brick chips or coarse aggregate) were determined following ASTM C67M-20 and ASTM 127-15 methods. Some other physical properties of the fabricated bricks, i.e., loss of ignition (LOI), dry density, firing shrinkage, and thermal conductivity, were determined according to ASTM D7348-13, ASTM C20-00, ASTM C210-95, and ASTM C177-19 methods, respectively. The heavy metal leaching test of brick was tested for all combinations where the European standard method stated at prEN 1744-3:2000 was followed. Leachate was collected on the 1st, 4th, 7th, 15th, and 30th days after curing in distilled water.

RESULTS AND DISCUSSION

Replacing the clay with more than 70% by DS and FA made the brick too soft at the time of burning, the combination from C-8 to C-10 was found unburnable whereas bricks of other combinations (C-0 to C-7) could be burnt. That is why the results of C-0 to C-7 have been taken, analyzed, and presented in this study.

Characteristics of Materials

The pH of DS, FA, and clay was found to be 6.45, 6.8, and 7.11, respectively, indicating that the pH of all raw materials is in the neutral range. From a previous study, it has been found that pH DS and FA are 6.9 and 6.2, respectively (Gebrati et al. 2019). The EC values of DS, FA, and clay are 4.06, 0.25, and 0.72 mS.cm\(^{-1}\), respectively. The specific gravity of DS, FA, and clay was found to be 1.36, 2.30, and 2.84, respectively. The specific gravity of the DS and FA is less than clay; therefore, the addition of these materials can reduce the subsequent unit weight of the material.

The porosity of DS, FA, and clay was found to be 60%, 48%, and 37%, respectively (Table 2). The porosity of DS and FA has been found comparatively higher than clay, which indicates the liquid limit of DS and FA would be higher than clay. Sulfate concentration in DS and FA was 14.40 mg.kg\(^{-1}\) and 4.80 mg.kg\(^{-1}\), respectively, whereas it was found below the detection limit in the clay. On the other hand, the existence of (Table 2: Characteristics of raw materials.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Dyeing sludge</th>
<th>Fly ash</th>
<th>Clay</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td></td>
<td>6.45</td>
<td>6.80</td>
<td>7.11</td>
</tr>
<tr>
<td>EC</td>
<td>mS.cm(^{-1})</td>
<td>4.06</td>
<td>0.32</td>
<td>0.72</td>
</tr>
<tr>
<td>Specific gravity</td>
<td></td>
<td>1.36</td>
<td>2.30</td>
<td>2.84</td>
</tr>
<tr>
<td>Moisture content</td>
<td>%</td>
<td>89.00</td>
<td>00.03</td>
<td>15.71</td>
</tr>
<tr>
<td>Porosity</td>
<td>%</td>
<td>60</td>
<td>48</td>
<td>37</td>
</tr>
<tr>
<td>Void ratio</td>
<td></td>
<td>1.50</td>
<td>0.92</td>
<td>0.58</td>
</tr>
<tr>
<td>Dry density</td>
<td>kg.m(^{-3})</td>
<td>850.50</td>
<td>1554</td>
<td>2072</td>
</tr>
<tr>
<td>Chloride</td>
<td>mg.kg(^{-1})</td>
<td>182</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Sulphate</td>
<td>mg.kg(^{-1})</td>
<td>14.4</td>
<td>4.8</td>
<td>Nil</td>
</tr>
</tbody>
</table>
of chloride and sulfate indicates the presence of salt that can give rise to efflorescence (Sing et al. 2018).

The major chemical components of brick clay are silica, alumina, iron oxide, magnesia, lime, and alkalis (Šveda et al. 2017). In this study, it has been observed that silica content in clay and FA were 65.40% and 64.19%, respectively, which presents good quality sample characteristics (Punmia et al. 2004). However, the silica content in DS was very low (29.26%) compared to the other two samples (Fig. 3). Besides, alumina determines the plasticity in the soil, where 20 to 30% alumina is suitable for brick. Higher than this range can make the brick too hard or brittle (Punmia et al. 2004). The alumina content in clay, FA, and DS has been found at 12.08%, 22.69%, and 0.70%, respectively. It indicates the unsuitability of DS for brick manufacturing because of the low amount of alumina. The effect of moisture on the plasticity of the pulverized materials has been evaluated by the Atterberg limits test. In the current study, PI decreased with the increase in the volume of DS and FA (Fig. 4). The highest PI was found to be 17.2% in the control combination, whereas the lowest was 9.38% in the combination of 30% clay, 35% in DS, and 35% in FA. In general, a plasticity index (PI) greater than 23 is suitable for good-quality bricks.

Heavy metal content i.e., nickel, zinc, chromium, copper, and lead in dry DS was determined after extraction through acid digestion (aqua regia) by AAS. The concentration of Zn, Cu, Cr, Pb, and Ni were found at 177, 314, 1.0, 2.4, and 10.4 mg.kg\(^{-1}\), respectively (Table 3).

The existence of unwanted heavy metals in brick might be an issue of concern if it comes out with water or leach. It may be a good technique to handle sludge containing heavy metals by brick-making at a low cost if it does not leach metals (Kadir et al. 2018).

**Field Investigations of Brick**

The relative size of a brick (average of 3 combinations) made utilizing FA and DS was almost similar up to combination C-3 compared to the control bricks (Table 4). From visual observation, no porous surface was found in the bricks of

![Fig. 3: Chemical compositions dyeing sludge, fly ash, and clay.](image)

### Table 3: Heavy metal concentration in textile dyeing sludge.

<table>
<thead>
<tr>
<th>Heavy metal</th>
<th>Unit</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>mg.kg(^{-1})</td>
<td>177</td>
</tr>
<tr>
<td>Cu</td>
<td>mg.kg(^{-1})</td>
<td>314</td>
</tr>
<tr>
<td>Cr</td>
<td>mg.kg(^{-1})</td>
<td>1.00</td>
</tr>
<tr>
<td>Pb</td>
<td>mg.kg(^{-1})</td>
<td>2.40</td>
</tr>
<tr>
<td>Ni</td>
<td>mg.kg(^{-1})</td>
<td>10.40</td>
</tr>
</tbody>
</table>
Table 4: Results from field investigation of fabricated brick.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Dimension of brick [mm]</th>
<th>Soundness</th>
<th>Hardness</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-0</td>
<td>241.10 x 113.17 x 69.78</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-1</td>
<td>241.50 x 114.76 x 70.11</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-2</td>
<td>243.28 x 114.60 x 70.12</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-3</td>
<td>246.22 x 116.67 x 70.77</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-4</td>
<td>246.43 x 117.10 x 71.26</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-5</td>
<td>246.50 x 117.59 x 71.67</td>
<td>Metallic</td>
<td>Hard</td>
<td>Non-Porous</td>
</tr>
<tr>
<td>C-6</td>
<td>247.10 x 118.17 x 72.60</td>
<td>Non-Metallic</td>
<td>Not Hard</td>
<td>Porous</td>
</tr>
<tr>
<td>C-7</td>
<td>247.41 x 118.29 x 72.42</td>
<td>Non-Metallic</td>
<td>Not Hard</td>
<td>Porous</td>
</tr>
</tbody>
</table>

combination C-1 to C-5. However, fabricated bricks of combination C-6 and C-7 showed a negligible amount of pore space on their surfaces. The porosity of brick affects not only its strength but also density, thermal conductivity (Fig. 5f), specific gravity, and water absorption capacity (Šveda et al. 2017).

Brick specimens of combination C-0 to C-5 are sufficiently hard when it was tested by the fingernail scratching method, whereas C-6 and C-7 have been found comparatively less when scratch marks were visualized during fingernail scratching.

**Laboratory Test Results of Brick**

It is observed that the water absorption capacity of bricks increased with an increase in the volume of DS and FA (Fig. 5a). It is 18.8% in control, whereas it increased up to 40.2% in the C-7 combination. The recommended water absorption for good brick ranges from 15% to 20%. From a previous study, 14% and 27% water absorption capacity was calculated when mixed by 6% and 30% textile DS, respectively (Baskar et al. 2006).

In this study, it was found that the specific gravity (from brick chips) ranges from 2.40 to 1.99 for combinations of C-0 to C-7, respectively (Fig. 5b). The decreasing pattern of specific gravity of brick chips is in agreement with the previous result during material characterization (Table 2).

The weight loss of the bricks during burning is mostly due to the organic and the inorganic compounds because organic compounds in the compact specimen can gasify and/or oxidize to CO₂ and H₂O while the CaCO₃ decomposes at high temperature (Wang et al. 2011). For a standard clay brick, the maximum weight loss on ignition (LOI) criterion is 15% (Juel et al. 2017), whereas the brick up to C-5 combination reaches the standard in the current study (Fig. 5c).

From the experimental results, it is also observed that dry density ranges from 1.43 g.cc⁻¹ to 0.95 g.cc⁻¹ for combinations C-0 to C-7. Also, the dry density decreased with the increase of the volume of DS and FA (Fig. 5d). A proportional relationship between the dry density and waste materials (FA and DS) has been observed, with the obvious reason being textile DS and FA. The dry density was 1.45 g.cc⁻¹ for bricks made with 35% of sludge with clay in this study, whereas a dry density of 1.80 g.cc⁻¹ was reported in a previous study (Jahagirdar et al. 2013).

Compressive strength is the most significant characteristic for determining a construction material's engineering application. It was observed that compressive strength declined from 6.25 MPa for combination C-1 to 0.33 MPa for combination C-7. The compressive strength of the control combination was found to be 6.64 MPa (Fig. 6).
Fig. 5: Laboratory investigations of manufactured brick; (a) water absorption capacity, (b) specific gravity of brick chips, (c) loss on ignition, (d) dry density of brick, (e) shrinkage due to firing, (f) thermal conductivity of brick.
Besides, it was observed that the strength of the brick specimens declined with the increasing volume of DS and FA in brick. The probable reason for this decreasing strength pattern is that the adhesiveness of the mixture decreased and the internal pore size of the brick increased with the increase of DS and FA gradually. Compressive strength is 6.50 MPa when 10% clay was replaced by waste materials, and this is in agreement with a previous study that 10% replacement of clay by textile dyeing sludge can bring 3.65 to 6.5 MPa compressive strength (Jahagirdar et al. 2013).

Table 5 presents the efflorescence that occurs due to the presence of trapped or dissolved salts in water. It normally finds its way out of the material through the tiny pores after being dissolved in water. In the current study, efflorescence increased with the increase of DS and FA; hence it was contaminated by salts. Outcomes of efflorescence are humid wall leading to multiple damages namely unhygienic conditions, corrosion, insect attack of woodwork, destruction of brickwork, damage to interior decoration decorations, cracking of plaster, etc.

Toxicity Characteristics Leaching Procedure (TCLP) test results of the dyeing sludge are given in Table 6. The leaching test was carried out only for the C-7 combination due to the maximum amount of DS and FA in this combination. An insignificant concentration of Cr and Cu was detected at the combination of 30% clay, 35% dyeing sludge, and 35% fly ash (C-7).

Table 5: Efflorescence status of brick.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Efflorescence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nil</td>
</tr>
<tr>
<td></td>
<td>(No deposition area by salt)</td>
</tr>
<tr>
<td>C-0</td>
<td>√</td>
</tr>
<tr>
<td>C-1</td>
<td></td>
</tr>
<tr>
<td>C-2</td>
<td></td>
</tr>
<tr>
<td>C-3</td>
<td></td>
</tr>
<tr>
<td>C-4</td>
<td></td>
</tr>
<tr>
<td>C-5</td>
<td></td>
</tr>
<tr>
<td>C-6</td>
<td></td>
</tr>
<tr>
<td>C-7</td>
<td></td>
</tr>
</tbody>
</table>
Table 6: Concentrations of heavy metals from leaching test.

<table>
<thead>
<tr>
<th>Comb.</th>
<th>Heavy metals [mg.L⁻¹]</th>
<th>1 day</th>
<th>4 days</th>
<th>7 days</th>
<th>15 days</th>
<th>30 days</th>
<th>Concentration limits (USEPA 1996)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-7</td>
<td>Zn ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>1200</td>
</tr>
<tr>
<td></td>
<td>Pb ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Ni ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Cr 0.00009</td>
<td>0.00009</td>
<td>0.00009</td>
<td>0.00010</td>
<td>0.00110</td>
<td>0.00140</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Cu ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>800</td>
</tr>
</tbody>
</table>

CONCLUSION

Based on experimental findings, we have come to the following conclusions: the highest compressive strength of brick has been obtained in control brick (6.64 MPa), while a range of 6.25 MPa and 0.33 MPa have been measured from combinations C-1 to C-7. Water absorption, loss of ignition, firing shrinkage, and efflorescence increased with the consequent increase in the volume of DS and FA. This is due to the presence of degradable substances in raw materials. However, it appears that up to a combination of C-3 bricks can be used as a non-load bearing structure like partition wall, parapet wall, etc. Besides, the maximum thermal conductivity of the bricks was estimated to be 0.41 Wm⁻¹.K⁻¹ in the control specimen and the minimum was 0.21 Wm⁻¹.K⁻¹ in combination with C-7. A linear relationship between thermal conductivity and the volume of waste materials was observed. However, the addition of DS and FA improved the thermal insulation capacity of the bricks. Therefore, a leaching test was carried out to check the presence of heavy metals extracted from the bricks made with DS and FA. Metal leachate was found insignificant and according to the acceptable sludge regulated limit set by USEPA.
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ABSTRACT
Industrial emissions are a serious environmental problem worldwide due to particulates and toxic gases. This study aims to generate an activity-specific emission inventory and estimate emissions dispersion extent in the vicinity of the coastal industrial village by simulating the existing coke oven and pellet plant emissions using the steady-state plume model. Continuous air quality monitoring results were compared with the predicted consequential emissions for the year 2018-19. The maximum ground-level concentrations of particulate and gases within the modeling simulation domain were observed at 9005 m away from the center. They were predicted to be 116.39 µg.m⁻³, 79.14 µg.m⁻³, 52.97 µg.m⁻³ and 211.86 µg.m⁻³. Data analysis showed that air mass transport from the project to the receptor sites resulted in ambient air concentrations higher than those observed in the other sites. Overall predicted results obtained from AERMOD Cloud simulations were shown to have less bias than the measured results. They recommended considering it as appropriate for the prediction of annual average concentration.

INTRODUCTION
Environmental sustainability plays a critical role in the overall sustainable development of a nation. In this scenario, air pollution has become a severe problem for all countries across the globe. This growing problem concerns and needs urgent attention. Air pollution is caused by industrial activity, processes, and operation and is associated with vehicular movement caused due to fossil fuel burning (vehicular emissions). In addition, Air pollution has increased at an alarming speed due to industrial development proliferating. Air pollution’s impact on health, property, agriculture, and the atmosphere is a significant concern worldwide. Unwanted and excess material, toxic gaseous dust, aerosol soot particles, and harmful hazardous substances are a substantial concern with the population increasing leads to air pollution. According to a study conducted by the World Health Organization (WHO) in 2006, it was found that 25% of deaths in developed countries occur due to air pollution (Tyagi 2015).

The iron and steel sector is the core of the Indian economy. As per the Ministry of Steel, domestic steel production surged from 109.85 Million Tons Per Annum (MTPA) in 2014-15 to 142.24 MTPA in 2018-19, accounting for a 6.8% compounded annual growth rate (CAGR) during these five years (Ministry of Steel 2014). The sector is exceptionally resource-intensive and polluting. The steel industry is part of the European Union’s emissions trade scheme (ETS) for exploring new ways to reduce emissions (Thomas 2021). Since the advent of industry, the steel industry has been a significant emissions source globally, mainly from its furnaces and cupolas (Kim & Worrell 2002, Amadio 2012, Vallero 2014). Used production routes, product mix, production energy efficiency, fuel mix, fuel mix carbon intensity, and electricity carbon intensity account for the steel industry emissions (Arvola et al. 2011). Ferroalloy industries contribute to the economic process and environmental imbalance to express pollution (Reddy et al. 2017). Various air pollution control methods like bag filters, bag Houses, electrostatic precipitators, gas cleaning plants, scrubbers, etc., are applied to control air pollution in integrated steel plants and their effect. Many researchers have contributed to achieving a clean and sustainable environment by reducing exhaust emissions (Li et al. 2019, Smirnova et al. 2020).

Recent studies have shown that a series of models can conduct an air quality assessment pertaining to the study’s objective: e.g. plume rise model, dispersion model, photo-chemical model, meteorological modeling, particle models,
deposition models, odor modeling statistical models are present in the present scenario (CPCB 1998, CPCB 2010a, Gulia et al. 2015, Invernizzi 2020). Modeling the behavior of pollutants in the atmosphere using coupled mathematical equations helps understand the existing air environment. The assimilative capacity for the atmosphere of the study area was studied through pollution dispersion potential by process emission estimation and administered through an air dispersion model (Chaulya 2019).

Meteorological elements such as wind speeds, relative humidity, wind direction, temperature, and others influence the dispersion and transportation of released pollutants from point and non-point sources. Given the same, it is vital to do ambient air monitoring for the different pollutant entities in the vicinity of the plant. The prime steel pockets in India are trying to mitigate the air pollution problem through mathematical modeling and have achieved remarkable results (Govender & Sivakumar 2020). The air pollution emission modeling is a numeric tool for describing the causal relationship between emissions, meteorology, atmospheric concentration, and deposition. The pollutant concentration is mainly affected by ground deposits, diffusion, transportation, and chemical transformation factors (Nuterman & Baklanov 2007). Forecasting is critical in evaluating the overall air quality in any region of the world. The results are vital, mainly related to health concerns regarding growing air pollution in developing countries (Sharma & Parvez 2003, Gogikar 2019). Air pollution dispersion study in an integrated steel plant helps understand the concentration and direction to consider action planning further. Present research estimates emissions dispersion pattern from coke oven and pellet plant operations in Dolvi area of Maharashtra. The investigation accounts for the site-specific meteorological and topographical characteristics. This study aimed to determine the diurnal and spatial variability of pollutant emissions that affect air quality levels.

**MATERIALS AND METHODS**

**Study Area**

The site is a prime steel unit situated in Dolvi village at 73°00'00"-73°05'00" E longitude and 18°40'00" to 18°45'00" N latitude with an average altitude of 1.7 m above MSL. The area is covered in the Survey of India Topo-sheet No. 47 F/2 [1:50000 scale]. The study area proposed in the present study is an integral part of one of the leading steel units in the country. The Dolvi plant caters to several industries: automotive, projects and construction, machinery, oil and gas, consumer durable, etc. The study domain of a 10 km radius is depicted in Fig. 1.

It covers requisite infrastructure, i.e., standalone jetty, rail, and road connectivity. Domain call out shows the current study’s identified point source (stacks) and continuous ambient air quality monitoring stations (CAAQMS). The study area is plain with slightly undulating terrain. Most of the area is gently sloping from East to West and is present in the valley surrounded by small hills of greater than 35% slope gradient. It is located in a valley surrounded by hills having the steepest slope of 57.4°. The study area lies on the bank of River Amba, and there is a sub-creek passing through (Fig. 2). There are six Reserved Forests within a 10 km radius with no major industries in the vicinity.

![Fig. 1: Study Area (10 km) & insight stacks with CAAQMS.](image-url)
Meteorological Background of the Study Area

Meteorological conditions have a considerable impact on pollution concentrations in the environment. Wind speed and direction data determine the extent of pollutant transport, dispersion, and dilution from an emission source to a receptor. The local wind rose pattern leads to an optimum network design of air quality monitoring stations (Mukkanawar et al. 2014). The chemical reactions in the atmosphere are influenced by air temperature and solar radiation, while precipitation permits pollutant concentrations to fluctuate. Variations in meteorological factors have an impact on the concentrations and dispersion of pollutants in the atmosphere. The mean rainfall in winters was substantially higher than in other seasons, according to long-term meteorological data shown in Table 1. Several cross-sectional studies and reports on continuous ambient air quality monitoring have identified significant winter pollutants (Joshi & Mahadev 2011, Sancini et al. 2014, NEERI Technical Report 2019, 2021). Furthermore, due to geographical characteristics and lower wind speeds, air pollution levels tend to be trapped.

The study area follows a typical west coast climate, characterized by abundant and regular seasonal rainfall, humid weather in summer, and high humidity throughout the year. The Indian Meteorological Department climatological data from 1951-1980 at Alibaug shows that January is the coldest month (~17°C) and April-May is the hottest month (~40°C), accounting to be oppressive summer. We also explored a global weather service provider, Meteoblue, to study the regional weather pattern. They operate a series of weather models and integrate open data from various sources into

![Fig. 2: Topographic contour levels of the study area.](image)

Table 1: Dispersion coefficient $s_y$ and $s_z$ for stability class ‘C’.

<table>
<thead>
<tr>
<th>Dispersion co-eff.</th>
<th>Distance from source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400 m</td>
</tr>
<tr>
<td>$s_y$</td>
<td>44 m</td>
</tr>
<tr>
<td>$s_z$</td>
<td>26 m</td>
</tr>
</tbody>
</table>

(Source: Baines & Turner 1969)
the weather database to give valued data. Climate diagrams were based on 30 years of hourly weather model simulations that illustrate typical climate patterns.

Fig. 3 presents 30 km resolution simulated information in graphical format. Here, the minimum annual temperature varies between 17°C to 26°C and the maximum temperature between 27°C to 38°C. Conventionally the wind direction at IMD station at Alibaug is the North-West. At the onset of the monsoon, the winds move the course at 90° south and start blowing from South-West. From June to September, the sky remains moderately covered with clouds heavily.

The summer and cold seasons are the driest part of the year when relative humidity levels vary from 64-90%. The relative humidity is higher in the Southwest monsoon and retreating monsoon season, generally 81-90%. With the onset of the monsoon, the weather becomes slightly more relaxed and continues to be so throughout the monsoon period. The region experiences rainfall for about 75.6 days a year. The analysis of long-term rainfall data indicates July – is a higher rainy month with >300 mm rainfall, followed by August (~250 mm) and June (~200 mm). Average annual rainfall over the district averages 2200-3000 mm on the plains and >5000 mm in the hilly areas. Uran (2197 mm) and Mahad (3360 mm) are comparatively the least rainy northwest regions.

Data Collection and Analysis

The project is part of an integrated steel plant located on the west coast of Maharashtra. The 615.14 ha premises accommodate a series of processing units, i.e. Sponge iron plant, oxygen plant, Sinter plant, Blast furnace, Hot strip mill, Billet caster Bar mill, Coke oven Plant, Pellet plant, etc. We have considered a dedicated coke oven plant and pellet plant, where foremost processing occurs. We have identified potential conventional and non-conventional sources of pollutant emissions and estimated the load. Historical patterns and information about the monitoring station are essential considerations when interpreting air quality data. The unit has five continuous air quality monitoring stations in the region that record ambient pollutant levels at a pre-defined daily interval.

Regional weather data collected from the IMD Alibaug office and onsite weather station helped in site-specific details. The weather in the region is slightly unstable, as stated in IMD data, and the Pasquill atmospheric stability criteria for a wind velocity of one centimeter per second is class C. According to the guidelines on air quality models (PROBES/70/1997-1998), the model employs rural dispersion and regulatory defaults. The current study used meteorological data from one season (October–December) to determine the dispersion of pollution concentrations. The data on the mixing heights were obtained from the atlas of the meteorological monograph of the Indian meteorological department (Attri et al. 2008).

AERMOD’s excellent efficiency for dispersion modeling of air pollutants up to a 50-km diameter of the pollutant

![Image of climatic data]

(Source: https://www.meteoblue.com/en/weather/historyclimate/climatemodelled/18.690N73.040E)

Fig. 3: Typical regional weather phenomenon.
source has been established in several studies throughout the world (Hanna et al. 2001, Cimorelli et al. 2005, Mohan et al. 2011, Gulia et al. 2015, Peter & Nagendra 2021). AERMOD (version 21112) is a steady-state Gaussian Plume Model used worldwide in a single wind field to transport emitted species, and it relates to surface upper air and meteorological observation. It also combines geophysical data (Gulia et al. 2015). AERMOD Cloud® application incorporates popular U.S. EPA air dispersion models AERMOD and ISCST3 into one integrated graphical interface to plot resultant isopleths. The model takes care of the rural dispersion and regulatory defaults options as per guidelines on air quality models (PROBES/70/1997-1998). AERMOD Cloud® algorithm has three separate components: dispersion model – AERMIC, terrain preprocessor – AERMAP, and meteorological preprocessor – AERMET. Standalone integral processors enable smooth data flow across the modules and model. The application is used mainly to comply with the regulatory requirements (Cimorelli et al. 2005, Nagendra et al. 2012).

The primary pollutants of concern are PM$_{10}$, PM$_{2.5}$, Sulphur Dioxide (SO$_2$), and Nitrogen Oxide (NOx). The total emissions from different sources depend upon source configuration, type and amount of fuel used emission factors, combustion/burning process rate, and the performance of control devices. The emission factors are obtained from the secondary sources classified by the end-use, fuel type, and furnace/boiler used in the industries and power plants. An emissions factor describes the link between the number of pollutants emitted into the atmosphere and the number of raw materials processed or fuel used in any polluting process. It is a relationship between the types and amounts of pollutants emitted and production capacity, the amount of fuel consumed, or the number of vehicle miles driven.

The EPA’s emissions factor and process information for more than 200 air pollution source categories has been compiled in the AP-42 database since 1972. The present study refers to the fifth edition of AP-42 and updates in Volume I, Stationary Point and Area Sources (EPA 1995), and Emission Factor Documentation for AP-42 Section 12.2 Coke Production final report (EPA 2008). Stack height calculations referred from Emission Regulations – Part IV, CPCB’86, and the pollution control board consented criteria were implied. The widespread method based on the data available was to use emissions in terms of pollutant mass emitted per second.

**Pollutant Dispersion**

A three-decade-old air quality dispersion model assisted in predicting local or regional air pollution levels in various circumstances, including weather, topographic features, and divergent sources (Venkatram 1979, Weil et al. 1992, US-EPA 1998, Stein et al. 2007, Irwin 2014). When it is technically impossible to measure specific spots or areas due to contaminants from many sources, dispersion models are considered an alternate option (US-EPA 2009, Li et al. 2019).

Ground-level concentrations directly downwind at a distance of x meter from the source are given by following the Gaussian Plume source dispersion equation,

$$C(x,y,z) = \frac{Q}{2\pi \sigma_x \sigma_y \sigma_z} \exp \left\{ \frac{y^2}{2\sigma_y^2} \right\} \exp \left\{ \frac{z^2}{2\sigma_z^2} \right\}$$

... (1)

Where, $C(x,y,z) =$ Concentration at ground level at a distance x meter from the bottom of chimney the downwind direction, µg/s; $X =$ Downwind distance along plume mean center from source (200m to10000m); Q = Emission rate, µg/s; $H =$ (h + Δh), effective height, m; Δh = Plumb rise, m; $H =$ Height of the chimney, m; $s_y =$ standard deviations plume concentration (dispersion co-efficient) in horizontal direction, m; $s_z =$ standard deviations plume concentration (dispersion co-efficient) in Vertical direction, m

The value of the dispersion coefficient is determined by distance x, wind speed, and atmospheric stability conditions. The regional meteorological station determines a stability class. The wind direction fluctuation approach (Slade 1965) estimates hourly stability as suggested by the CPCB (PROBES/70/1997-1998). The determined Dispersion coefficients are given in Table 1.

**Emission Estimation**

An emission inventory summarizes the pollutant emission potential in the immediate region of the proposed project activity under present conditions (Jang et al. 2020). Because they do not account for atmospheric reactions or unequal impacts of air pollutants on a mass basis, emission inventories have limitations (Wang et al. 2020). The plant has two major emission areas: the coke oven plant and the pellet plant having coke oven batteries, boiler, and dusting units attached to sub-units and silos.

Stack parameters considered are; height, diameter, temperature, velocity, volumetric flow rate, and emission rates. Table 2 and Table 3 illustrate stack details and emission estimated. A total of eight stacks were presently attached to their respective equipment through which the emissions are likely to come out.

**Model Input Parameters**

AERMOD Cloud has been used for evaluating the emission scenarios for the proposed project. The inputs to the model are defined in five functional pathways, as represented in the following sections. Each of these operational parameters...
includes several options that may be user-defined or set as default; the details of some of these essential elements used in the model run have given below.

A. Control pathway inputs
- Default option with Rural Setting
- Background concentration
- Averaging period of 24 hrs. as per NAAQS pollutant type

B. Source pathway inputs
- Includes definition of source, its locations
- Stack source parameters include emissions (g/s)

C. Receptors pathway inputs
- Cartesian grid starting at the SE corner of the ward with 2000m increment over X & Y coordinates, thus forming a receptor output grid radius of 13km

D. Meteorology pathways inputs
- One hourly data for the study period was used as an input in the meteorology processor to generate model ready one hourly input surface & profile meteorology files.
- Roughness length of 1m of measurement height, displacement height of 0.2m, Albedo of 0.2 at 10m height above ground
- The minimum wind speed (0.5 m.s⁻¹ lower than 1m.s⁻¹ considered as calm by IMD), predominant wind direction – SW, mixed layer height (900-750 m) denoting slightly unstable, and minimum heat flux 20 W.M⁻².s⁻¹
- The Bowen ratio=Sensible Heat flux/Latent Heat Flux as a function of the month to allow smaller Bowen Ratios during the Indian monsoon season when the ground is wet and latent heat fluxes become significant (from 2 in non-monsoon to 0.5 in monsoon)
- The potential temperature gradient above the mixed layer (0.008 degrees/m)

E. Output Pathway
Model run executed for the pollutant at stipulated average period and compared with NAAQS standards criteria. The contour for 1st highest reading is shown for each pollutant based on the uncontrolled and controlled scenario. Model outputs pollutant spatial distribution isopleths were plotted

Table 2: Stack details.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Stack Attached to</th>
<th>Gas Quantity [kg.h⁻¹]</th>
<th>Height [m]</th>
<th>Diameter [m]</th>
<th>Temperature [°C]</th>
<th>Velocity [m.sec⁻¹]</th>
<th>Pollution Control Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coke Oven (Battery A &amp; B)</td>
<td>3375</td>
<td>145</td>
<td>4.50</td>
<td>200</td>
<td>12.0</td>
<td>Natural Draft</td>
</tr>
<tr>
<td>2</td>
<td>Ground De-dusting system</td>
<td>162000</td>
<td>31</td>
<td>2.50</td>
<td>100</td>
<td>20.0</td>
<td>Bag Filters</td>
</tr>
<tr>
<td>3</td>
<td>Boiler</td>
<td>3475</td>
<td>40</td>
<td>2.00</td>
<td>150</td>
<td>12.0</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Dedusting 1 &amp; 2 (Mixer Unit)</td>
<td>NA</td>
<td>30.5</td>
<td>1.15</td>
<td>50</td>
<td>15.8</td>
<td>Bag Filters</td>
</tr>
<tr>
<td>5</td>
<td>Dedusting 3 (Betonite Unit)</td>
<td>NA</td>
<td>30.5</td>
<td>0.89</td>
<td>50</td>
<td>17.2</td>
<td>Bag Filters</td>
</tr>
<tr>
<td>6</td>
<td>Main ESP (Induration Furnace)</td>
<td>42100</td>
<td>100</td>
<td>6.25</td>
<td>110</td>
<td>20.0</td>
<td>ESP</td>
</tr>
<tr>
<td>7</td>
<td>Dedusting 7 (Hearth Layer)</td>
<td>NA</td>
<td>30.5</td>
<td>1.35</td>
<td>50</td>
<td>15.3</td>
<td>Bag Filters</td>
</tr>
<tr>
<td>8</td>
<td>Dedusting 8 (Final Product Silo)</td>
<td>NA</td>
<td>30.5</td>
<td>2.00</td>
<td>50</td>
<td>15.8</td>
<td>Bag Filters</td>
</tr>
<tr>
<td>9</td>
<td>Dedusting 9 (Final Product Silo)</td>
<td>NA</td>
<td>30.5</td>
<td>0.69</td>
<td>50</td>
<td>15.8</td>
<td>Bag Filters</td>
</tr>
</tbody>
</table>

Table 3: Stack emission estimates (g/sec).

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Stack Attached to</th>
<th>PM₁₀</th>
<th>PM₂.₅</th>
<th>SO₂</th>
<th>NOₓ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coke Oven (Battery A &amp; B)</td>
<td>36.2</td>
<td>24.6</td>
<td>18.1</td>
<td>72.5</td>
</tr>
<tr>
<td>2</td>
<td>Ground De-dusting system</td>
<td>2.9</td>
<td>2.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Boiler</td>
<td>27.1</td>
<td>18.4</td>
<td>13.6</td>
<td>54.4</td>
</tr>
<tr>
<td>4</td>
<td>Dedusting 1 &amp; 2 (Mixer Unit)</td>
<td>1.3</td>
<td>0.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>Dedusting 3 (Betonite Unit)</td>
<td>1.0</td>
<td>0.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Main ESP (Induration Furnace)</td>
<td>19.9</td>
<td>13.5</td>
<td>9.9</td>
<td>39.9</td>
</tr>
<tr>
<td>7</td>
<td>Dedusting 7 (Hearth Layer)</td>
<td>1.6</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Dedusting 8 (Final Product Silo)</td>
<td>2.3</td>
<td>1.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Dedusting 9 (Final Product Silo)</td>
<td>0.8</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

Ambient Air Quality

The ambient air quality (AAQ) in a research region reveals the overall state of the environment. AAQ is a critical requirement for a healthy environment, and its depletion has a variety of long-term health consequences. Only if there are proportionate amounts of natural gases like oxygen and nitrogen and harmful gases like SO\textsubscript{2}, NO\textsubscript{x}, CO, CO\textsubscript{2}, Hydrocarbons, and others, introduced from diverse polluting sources can AAQ be regarded as exemplary. During the 2018-19 year, the study area’s ambient air quality was measured using a network of five dedicated continuous ambient air quality stations located around the campus (Fig. 1). Ambient levels of PM\textsubscript{10}, PM\textsubscript{2.5}, SO\textsubscript{2}, and NO\textsubscript{x} were studied at 24 hourly average. During the study period, the missing information period varies between 0.3% and 33.3%. The maximum variation was mainly due to onsite construction activity disrupting power and communications supply, at times due to routine maintenance. The daily mean concentrations of particulates varied between 17.4-25.1 µg.m\textsuperscript{-3} and 43.7-49.1 µg.m\textsuperscript{-3} for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively. At the same time, the daily mean gaseous concentrations varied between 5.9-9.9 µg.m\textsuperscript{-3} and 7.3-31.8 µg.m\textsuperscript{-3} for SO\textsubscript{2} and NO\textsubscript{x} respectively. The observed levels were compared with the permissible National Ambient Air Quality Standard (NAAQS) stipulated by Central Pollution Control Board, New Delhi (CPCB 2009). A comparative account of observed concentration with the prescribed standards is given in Table 4. The average concentrations were found within the prescribed NAAQS.

Meteorology

The plant has dedicated standalone weather stations installed within premises for uninterrupted meteorological data gathering. The local representative wind data play an essential role in processing the meteorological information. And the same as defined in the AERMOD-AERMET metrological pathway.

Fig. 4 exhibits an annual and seasonal wind rose to integrate the prevailing wind directions for the modeling period. The wind rose was analyzed based on the wind direction, wind speed, and wind blowing frequency (Zelenko & Lisac 1994). Western winds were found dominant in the study area. Annual average winds blow from the southeast direction, i.e. 53% predominantly 132° directions. The study area shows minor variation in the predominant wind direction and does not vary much during the three seasons. Though, the wind flow intensity differs considerably. Post-monsoon winds blow from eastern areas. The annual average wind speed was 1.41 m.s\textsuperscript{-1}, and the seasonal average was 1.84 m.s\textsuperscript{-1}, 1.86 m.s\textsuperscript{-1}, and 0.84 m.s\textsuperscript{-1}, respectively, during pre-monsoon, monsoon, and post-monsoon, respectively. The calm winds’ annual frequency was 11.07%.

The site-specific hourly meteorological data is processed with an AERMET meteorological processor. It generates two different model-ready databases, namely surface (*.sfc) and upper (*.pfl) meteorological profile formats (Cimorelli et al. 2004, Kumar et al. 2021). The AERMAP processor assigns a surface property to the receptor and source locations. Discrete grids assess dispersed pollutants’ impact on the receptors and sensitive points (USEPA 2018). The domain of the study area had complex rural terrain, having process buildings, a river, hill range, etc., in the surrounding area. Air pollution dispersion contour maps are generated as isolines, i.e. modeling study outputs, using both characteristic terrain data and emissions of the identified source. The modeling steps are illustrated (Fig. 5).

Dispersion of Air Pollutants

The dispersion maps of the estimated particle and gaseous ground level concentrations were constructed based on the

<table>
<thead>
<tr>
<th>Location</th>
<th>Station Code</th>
<th>AAQM Station</th>
<th>PM\textsubscript{2.5} [µg.m\textsuperscript{-3}]</th>
<th>PM\textsubscript{10} [µg.m\textsuperscript{-3}]</th>
<th>SO\textsubscript{2} [µg.m\textsuperscript{-3}]</th>
<th>NO\textsubscript{x} [µg.m\textsuperscript{-3}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQ1</td>
<td>Permissible</td>
<td>Residential, Industrial, rural area &amp; other area</td>
<td>60</td>
<td>100</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>AQ2</td>
<td>Residential, Industrial, rural area &amp; other area</td>
<td>60</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>AQ3</td>
<td>Sensitive</td>
<td>Mean±SD</td>
<td>Mean±SD</td>
<td>Mean±SD</td>
<td>Mean±SD</td>
<td>Mean±SD</td>
</tr>
<tr>
<td>AQ4</td>
<td>Kasumata Temple</td>
<td>17.7 ±10.2</td>
<td>49.1 ±21.3</td>
<td>7.3 ±2.3</td>
<td>31.8 ±14.5</td>
<td></td>
</tr>
<tr>
<td>AQ5</td>
<td>Coke Oven Plant</td>
<td>23.3 ±10.2</td>
<td>43.7 ±18.2</td>
<td>5.9 ±4.1</td>
<td>8.8 ±2.1</td>
<td></td>
</tr>
<tr>
<td>AQ6</td>
<td>MSEB Substation</td>
<td>19.5 ±13.0</td>
<td>43.7 ±24.1</td>
<td>7.3 ±2.0</td>
<td>21.7 ±9.3</td>
<td></td>
</tr>
<tr>
<td>AQ7</td>
<td>Goa Gate</td>
<td>25.1 ±9.9</td>
<td>46.7 ±19.5</td>
<td>9.9 ±2.4</td>
<td>15.7 ±6.7</td>
<td></td>
</tr>
<tr>
<td>AQ8</td>
<td>Dolvi Village</td>
<td>17.4 ±9.3</td>
<td>47.7 ±22.5</td>
<td>7.3 ±10.0</td>
<td>7.3 ±2.5</td>
<td></td>
</tr>
</tbody>
</table>
AERMOD analysis results for the highest averages of daily (24 h) concentrations obtained from Cartesian grid receptors. A POST FILE section in the model output pathway gives reporting choices. During the analysis, it uses hourly meteorological data when it calculates daily as 24 h mean. Continuing the maximum daily concentrations by year are reported. A similar algorithm is also used for the annual output, assuming full years and taking a yearly average. The ground-level concentration (GLC) estimates and incremental concentrations with respect to identified sources were mapped within the assigned domain. The daily limits for ambient air pollutant concentrations were compared with
the stipulated NAAQS standards to assess the influence of specified activity.

According to the AERMOD modeling result, it is noticeable that the wind direction was observed from the West for the specific day and time when the maximum daily concentration was predicted.

October 24, 2018, was a highly polluted day at an elevation of 131.9m at a distance of 9,055m to the West of the reference point. The emission source’s hourly modeled concentrations of identified pollutants illustrate the maximum daily peaks (Fig. 6-9). The maximum GLC of pollutants PM\textsubscript{10}, PM\textsubscript{2.5}, SO\textsubscript{2}, and NO\textsubscript{X} is predicted to be 116.39 µg.m\textsuperscript{-3}, 79.14 µg.m\textsuperscript{-3}, 52.97 µg.m\textsuperscript{-3}, and 211.86 µg.m\textsuperscript{-3}, respectively. Particulate matter and oxides of nitrogen have been found to exceed the prescribed limits of 100 µg.m\textsuperscript{-3}, 60 µg.m\textsuperscript{-3}, and 80 µg.m\textsuperscript{-3} respectively (CPCB 2009). The maximum daily concentration of SO\textsubscript{2} from the activity conforms to the official limits. Target unit of an iron and steel industry operates through closed environments, the preparation of raw materials, accumulation of fines in Pellet plant, manufacturing of coke in coke ovens for feeding of burden to blast furnace, conversion of hot metal to steel, and shaping of steel, granulation of slag, recovery of chemicals in by-product plant, etc. All the processes mentioned above impact the surrounding environment (NEERI Technical Report 2019, 2021). Similar observations were reported in iron and steel industry-associated book chapters by Vallero (2014) along with Kumar and Kumar (2016). A concomitant effort is being made in the steel sector to explore the possibilities of using newer technologies to conserve the surrounding environment.

Along with a series of sectors, the Central Pollution Control Board (CPCB), in collaboration with the Ministry of Environment Forest and Climate Change, decreed several rules and regulations for industrial units that run on various fossil fuels and emit harmful emissions gases. The manufacturing activity regulations articulate, that the most regulated process exhaust emissions should pass through an unobstructed, vertical stack. The stack should be of sufficient height to ensure appropriate upward dispersion of the exhaust. It will minimize the ground level concentration of air pollutants where individuals may be exposed (Tadmor 1971, CPCB 1998, Bhanarkar et al. 2002). Also, the upward dispersion will not affect the wind blowing over adjacent buildings or buildings in the closest proximity. This may result in eddies in the downwind building cavity and wake areas, resulting in a significant increase of pollutant GLC and pulling the contaminated air back into the building through air intakes, windows, and doors (Lee & Stern 1973, Schnelle et al. 2015). The nine stacks of the present study have variable heights ranging from 30.5 m to 145 m based on the emission intensity and prescribed limits. The isopleth resultant justifies the phenomenon with a higher process stack accounting for a distant ground-level concentration. This simulation defends the released emissions continually from the stack, resulting in spread out toward further downwind locations, showing the meteorological parameters’ significant influence.
Understanding an atmospheric pollutant dispersion pattern is essential for meeting the stipulated emission reduction goals and minimizing adverse health impacts. Therefore, the emissions inventory and dispersion modeling studies have proven to be instrumental in limiting the environmental effects and responding to related concerns of urban local bodies and societies. The current research was the first to use an independent air quality modeling approach to examine pollutant dispersion discharged into the atmosphere by a coke and pellet mill near a seaside village. The American Meteorological Society/ Environmental Protection Agency Regulatory Model (AERMOD) was used to estimate the causative influence on the surrounding communities. The decade weather data illustrates the prevailing direction is southwestern winds. The source, including all active stacks with requisite air pollution control, devices attached to the coke oven plant, and pellet plant were considered to study dispersion extent. Considering the source effect shows a noticeable determination that the village area was in the background (upwind) of the source. Predicted isopleths were resultant of point source emissions only, and no other area or fugitive sources showed distant GLC during the study. There is always a risk of double-counting or omission of estimating emissions in processes peculiar sectors. It is evident that the emission factor assumes various fuel combustion practices. These were used to produce heat in the charging, sintering, purification, refining, etc. Coke ovens are heated by the mixture of blast furnace and coke oven gas, which is also transferred to the plant’s on-site pellet production processes. The present study put a stage for continual improvement in emission estimation with periodically available contemporary emissions factors. Also, the technological advancements will reduce the efforts and monitory implications for the same.
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ABSTRACT

With rapid urbanization and industrialization, Bhutan is developing at a fast pace due to which solid waste generation is increasing day by day and hence its management has become a great issue. One of the management issues that are faced in the management of landfills is the generation of toxic soup from landfills known as leachate which is one of the causes of water and soil pollution. The landfills in Bhutan lack a proper leachate management system and those that have leachate collection tanks are very uneconomical due to unreliable methods being used to determine the leachate generated amount. Leachate generation from municipal solid waste (MSW) landfills by various methods such as Standard, Rational, and Mass balance methods was determined, analyzed the results and ultimately developed a reliable method for determining the amount of leachate generated by a landfill known as “Fusion method”. The quantified leachate volume from the study area was 4565.98 m$^3$ with the annual precipitation amount being 55156.09 m$^3$ with the developed (fusion) method. Validation of the model was performed on data from Deir Al Balah landfill, Gaza strip, Palestine. The validated amount of leachate generation is about 123,833.08 m$^3$ by the fusion method, while the actual amount of leachate generated was about 114,351 m$^3$ from which the percentage difference between the fusion method and the actual amount of leachate generated was found to be only 8.29%, compared to other methods with % error ranged from 10-55 %.

INTRODUCTION

Bhutan is a small developing country with a total area of 38,394 km$^2$. The country is developing rapidly with exponential population growth and economic progress. The population of the country was estimated to be 771,608 in the year 2020, out of which 45.8% lived in the rural area and 54.2% lived in urban areas (National Statistics Bureau 2018). The National Environment Commission’s (NEC) report has pointed out that, with rapid socio-economic growth, increased population, and urbanization, the country is seeing an increase in the volume of solid waste generated. Hence its management is becoming a great issue with many problems evolving (National Environment Commission 2016). One such problem is the generation of toxic soup from landfills known as leachate which is formed when waste is subjected to biological and physiochemical transformation. These are highly toxic and can pollute the land, groundwater, and waterways. Bhutan has about 25 open dumpsite landfills and almost all of them lack a leachate treatment/management system which was mentioned in the BSE report 2016 by the NEC of Bhutan (National Environment Commission 2016).

Leachate is highly polluted and complex wastewater containing high amounts of dissolved and suspended matter generated from percolated water through the waste in landfills. Leachate treatment is very important as it could threaten the surrounding ecosystem when discharged and mixed with groundwater. The increase in municipal solid waste in the country has led to a major issue. (Raghab et al. 2013) explained the formation processes of the leachate generation. Then the anaerobic treatment of leachate was performed using coagulation and flocculation processes. They utilize natural low-cost materials to enhance the chemical treatment process. The result of the study concluded that the treatment was obtained using alum and accelerator (perlite and bentonite). The leachate generation mainly depends on the precipitation and the moisture contained by the waste. The water balance method has been used to determine the rate of leachate generation and found that the estimated amount by the water balance method is coming close to the actual leachate rate, although using closed landfills was reported as a limitation of the study (Baziene et al. 2013). Also, the moisture content of the waste plays a big role in the production of the leachate. It is the moisture content of the waste which results in the production of leachate generated by the waste itself and the amount of precipitated rainfall entered into the waste. Even though, the leachate generation by waste itself depends on a number of
factors, moisture content by the waste is one of the major factors which contribute to leachate generation (Hashisho & El-Fadel 2014).

Bhutan does not have a proper waste or leachate treatment system. Since the wastes are dumped from different sources and unseparated, leachate generated will consist of different constituents such as highly toxic chemicals and heavy metals (World Bank 2000). Also, Landfill leachate has been one of the most prominent threats to living beings, especially aquatic animals. Studies have been carried out and studied about the social and environmental risk associated with landfill leachate, its deterioration effects on ecosystems and thus proper quantification of leachate generated from a dumpsite if significant to prevent its pollution effect on ground and water (Ololade et al. 2019).

Various methods are implemented for quantifying the amount of leachate generated by a landfill such as the standard method, rational method, and many other conventional methods. But some conventional methods either overestimate or underestimate the amount of leachate which leads to the design of uneconomical tanks for the leachate collection system. Estimation of leachate generation from MSW landfills in Selangor was performed using the formula \( V = 0.15 \times R \times A \) for the calculation of leachate generation. The area (A) of the landfill was calculated using Google Earth and multiplied by annual rainfall (R). Since only two factors are considered, the estimated leachate generated was mostly assumption based. For the calculation of leachate generation, they have selected the closed landfill but most of the landfills are always active. Mainly because of closed landfills the leachate generated by the waste itself was neglected (Ibrahim et al. 2017). Other scenarios could be, the generation of leachate being more and as a result, the tank will overflow during peak season. (Komilis & Athiniotou 2014) have developed a model called as monthly water budget model for the estimation of leachate generation. For the validation of the model, they have used actual leachate generated at the field as they have a record of two years. The main drawback of the model was the negligence of runoff.

This study emphasizes studying various conventional methods and eventually developing a more reliable method and then calculating the leachate generated by a landfill using all of the methods. According to the literature reviews, it was observed that there are a number of parameters that affect the quantification of leachate generation, and all of the above methods that have been reviewed lacked one or more parameters in their method which affects the reliability of the result for calculation of leachate generation. For instance, even if all the parameters are considered for calculation, the complexity increases. Moreover, to obtain some parameters there is a requirement of expensive and complex equipment. Thus, this research aims to develop a model that quantifies the leachate generation considering more onsite parameters and presents less percentage error compared to other methods.

STUDY AREA

Phuentsholing Thromde is located in the south-western foothills of the country with an area of 15.6 sq. km housing a projected population of more than 30,000 including the floating population. The Thromde produces a total amount of 7200 tons of waste annually all being dumped in the only landfill located at Pekarshing (Fig. 1) which is seven km away from the town. Currently, 15-20 tons of waste are dumped at the landfill per day. The waste composition of the landfill is 5% textile, 7% yard, 8% organic material, 6% paper, 12% plastic, 13% Inert Material, 40% Glass, and 9% Metals (Choden et al. 2021).

Through an experimental study, the following data were obtained:

- Field density 14%
- The moisture content of the soil was 12.11%
- The density of the soil was 201.132 Kg.m\(^{-3}\)
- The total area of the landfill is 3030.49 m\(^{2}\)

With a total of 7.2 km\(^{2}\) designated area, only 1.2 km\(^{2}\) area has been used as a landfilling site. The landfill is divided into two parts i.e., an old inactive landfill and a new operational landfill as seen in Fig. 1. The design capacity of the landfill is 24 metric tons per day (Mt.d\(^{-1}\)) with a design period of 10 years. The landfill is an open dumpsite system. The annual precipitation for the year 2020 is 15,156.09 m\(^{3}\) for the landfill area.

![Fig. 1: Pekarshing landfill.](image-url)
MATERIALS AND METHODS

The methodology emphasizes studying various conventional three methods, eventually developing a more reliable method and then calculating the leachate generated by a landfill using all of the methods. All the conventional methods were carefully studied and a new method (fusion) was developed. The calculation for leachate generation by Phuntsholing landfill was done. A model was developed for the quantification process and then the result of the model was compared with conventional results.

Standard Method

A standard method is a simple mathematical model to estimate the amount of leachate generated from municipal solid waste (MSW). It is one of the most used methods or models to estimate the leachate generated in municipal landfills even these days. Many countries in the world adopted this method as it is simple and also has been used for a long time. This method does not consider many parameters. Instead, coefficient 0.15 is taken to consider all the losses in the landfill. The total quantity of leachate is a fraction of the total precipitation (about > 75%) in the active phase and <10% in the closed phase. Peak rate (volume per unit time) is a function of the peak precipitation and height of waste. If the peak precipitation occurs when the waste height/thickness is small, the peak leachate rate is directly proportional to the peak precipitation rate. Whereas if the peak precipitation occurs when the thickness is full of height, the effect is delayed and the peak leachate rate is less than the peak precipitation rate. The relation for the estimation of leachate using this method is shown in equation 1 (Ibrahim et al. 2017).

\[ V = 0.15 \times R \times A \quad \ldots(1) \]

Where;

\( V \) is the volume of leachate discharge in a year (m\(^3\). year\(^{-1}\)).
\( R \) is annual rainfall (m).
\( A \) is the surface area of the landfill (m\(^2\)).

Rational Method

The rational method requires certain parameters to be considered to calculate the amount of leachate generated. The parameters are rainfall precipitation, area of the landfill, and leachate generation coefficient. In the case of coefficient, it is considered based on the nature of the landfill, i.e. if it is a currently used landfill or an old landfill that was disband ed. For an old landfill, the coefficient considered is 0.3 and for a currently operational landfill, the coefficient considered is 0.5. Therefore, the amount of leachate generated is calculated by equation 2 (JICA 2009).

\[ Q = I_j \times C \times A \quad \ldots(2) \]

Where;

\( Q \) is the amount of leachate generated.
\( I_j \) is rainfall mm/month.
\( C \) is the coefficient of leachate generated.
\( A \) is the area of the landfill.

Mass Balance Method

This is one of the conventional methods to calculate leachate generation. It takes into consideration the leachate generated by waste itself. In most of the methods, the leachate generated by waste itself is neglected which leads to incorrect estimation. Unlike the other two conventional methods, it considers more parameters like the amount of waste produced, infiltration, and precipitation (Yang et al. 2015).

Equation 3 is used for the calculation of mass balance:

\[ L = PI + W_S \quad \ldots(3) \]

where;

\( PI \) is the leachate generated from the precipitation infiltrated and it can be calculated from

\[ PI = \sum_{\text{c}} P \times (I_c/100) \times tc \times \frac{1}{\rho \times h} \]

\( P \) represents precipitation in mm per month,
\( I_c \) represents the ratio of infiltration,
\( tc \) is the time period of the top cover,
\( \rho \) is the density of the waste in tons per m\(^3\) and,
\( h \) is the uniform height of the waste in m.

\( PI \) is the leachate generated by precipitation infiltrated in liter per ton.

Phuntsholing thromde produces waste of 450 to 600 tons of waste per month and the uniform height of the waste is considered 3.5 m. The density of the waste on the landfill was found to be 0.202 tons per m\(^3\) and the soil cover c was done every month. The ratio of infiltration in the year 2020 was found to be 35%.

\( W_S \) is the leachate generated by waste itself or the water squeezed from the waste. Now to calculate the \( W_S \) we have:

\[ W_S = IDM \times \left( \frac{IMCDM}{100} - \frac{FCCDM}{100} \right) \times 1000 \]

Where;

- \( W_S \) is the leachate produced by waste itself in liter per ton,
- \( IDM \) is the initial dry mass which is calculated from

\[ IDM = \left(1 - \frac{IMC}{100}\right), \]

- \( IMC \) is the moisture content of the waste,
• IMCDM is the initial moisture content of the dry mass calculated as

$$IMCDM = \frac{IMC}{1-(\frac{IMC}{100})}.$$  

• \(F_{cc}\) is the field capacity of the waste in % and, \(F_{cc}DM\) is the field capacity of the dry mass i.e., \(F_{cc}DM = \frac{F_{cc}}{1-(\frac{F_{cc}}{100})}\).

Since both the PI and WS have the same unit i.e., liter per ton, from which we can observe that the factors directly depend on the waste generation and not on the area of the waste covered which is one of the drawbacks of this method. The mass balance method considers more input parameters compared to the other two conventional methods.

**Fusion Method**

Compared to other conventional methods, this method takes into account, the number of parameters for the calculation of leachate generation. In the standard method and rational method, a certain percentage (15% for standard method, 30-50% for rational method) of precipitation is considered for the leachate generation and in the case of the mass balance method, important parameters such as area of contribution and precipitation are not considered for calculation of the leachate generation.

In this fusion method, all the above problems stated are resolved. It considers all the parameters such as runoff, evaporation, precipitation, leachate generated by waste itself, and area of contribution.

To develop the mathematical model, the water budget equation is used, which states that the continuity equation for water in various phases for a given area is written as:

$$V_i - V_o = \Delta S \quad ... (i)$$

Considering the precipitation as the only source of water entering the landfill and other sources like groundwater and spring water are not considered because the location of the landfill should not be near any water source.

$$V_i = P$$ (precipitation)

It is known that in a given watershed the losses of water are given by runoff (R), evaporation (E), leachate that enters the landfill and comes out (L), and the transpiration (T). Consider the losses due to the transpiration as negligible.

$$V_o = R + E + L$$

Substitute the \(V_i\) and \(V_o\) in equation i;

$$P - R - L - E = \Delta S \quad ... (ii)$$

Now to understand the change in the storage capacity, field capacity is needed, which is the maximum holding capacity of the waste. When there is no water in the waste, it is known as wilting point. The drainable water between the field capacity and saturation point is the liquid that comes as the leachate which is all shown in Fig. 2.

It can be written as;

$$\Delta S = \text{field capacity} - \text{leachate generated by waste itself}.$$  

$$\Delta S = (F_{cc} \times I) - W_S; \text{where I is the infiltration which can be found out by I}= P - R - E$$

Substituting the \(\Delta S\) in equation ii;

$$P - R - L = (F_{cc} \times I) - W_S$$

Making L the subject we get,

$$L = P - R - E - (F_{cc} \times I) - W_S \quad ... (iii)$$

The above equation iii is known as the fusion formula and it is the formula that is being proposed for the calculation of the leachate generation. Since numbers of parameters are considered in this method, less percentage error could be expected.

Table 1 shows the calculation for leachate generation by various methods and Table 2 shows the calculation for leachate generation using the fusion method at the Pekarshing landfill. The total area of landfill is 3030.49 m² and waste generation is 600 tons per month. Leachate generated is 4565.98 m³ which is 30.13% of precipitation, i.e., 15156.09 m³ calculated in Table 3.

**Table 1: Leachate amount by various methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Estimated Leachate generation in Pekarshing landfill in 2020 [m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Method</td>
<td>2273.41</td>
</tr>
<tr>
<td>Rational Method</td>
<td>6095.41</td>
</tr>
<tr>
<td>Mass Balance method</td>
<td>2346.35</td>
</tr>
<tr>
<td>Fusion Method</td>
<td>4565.98</td>
</tr>
</tbody>
</table>
Table 2: Estimation of Leachate generation by fusion method in Pekarshing landfill.

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Parameters</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rainfall (R)</td>
<td>450</td>
<td>75.26</td>
<td>356.32</td>
<td>973.2</td>
<td>650.4</td>
<td>826.2</td>
<td>107.6</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Area (A₁)</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
<td>356.32</td>
</tr>
<tr>
<td>3</td>
<td>Area (A₂)</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
<td>1191.89</td>
</tr>
<tr>
<td>4</td>
<td>Area (A₃)</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
<td>204.68</td>
</tr>
<tr>
<td>5</td>
<td>Area (A₄)</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td>1277.6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Evaporation</td>
<td>0</td>
<td>12.4</td>
<td>22.6</td>
<td>32.8</td>
<td>71.5</td>
<td>67.5</td>
<td>60.3</td>
<td>0</td>
<td>40.8</td>
<td>52.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Runoff Coefficient (C₁)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>Runoff Coefficient (C₂)</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>9</td>
<td>Runoff Coefficient (C₃)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>10</td>
<td>Runoff Coefficient (C₄)</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>11</td>
<td>Field capacity</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>12</td>
<td>Water hold by waste in mm (A₁)</td>
<td>0.00</td>
<td>2.26</td>
<td>7.93</td>
<td>15.72</td>
<td>42.23</td>
<td>142.39</td>
<td>86.93</td>
<td>63.74</td>
<td>75.26</td>
<td>3.24</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>Water hold by waste in mm (A₂)</td>
<td>0.00</td>
<td>0.55</td>
<td>3.18</td>
<td>7.02</td>
<td>19.84</td>
<td>77.32</td>
<td>46.06</td>
<td>36.42</td>
<td>40.56</td>
<td>-1.28</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>14</td>
<td>Water hold by waste in mm (A₃)</td>
<td>0.00</td>
<td>2.26</td>
<td>7.93</td>
<td>15.72</td>
<td>42.23</td>
<td>142.39</td>
<td>86.93</td>
<td>63.74</td>
<td>75.26</td>
<td>3.24</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>Water hold by waste in mm (A₄)</td>
<td>0.00</td>
<td>-0.02</td>
<td>1.59</td>
<td>4.11</td>
<td>12.38</td>
<td>55.62</td>
<td>32.43</td>
<td>27.32</td>
<td>28.99</td>
<td>-2.79</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>Actual leachate generation area 1</td>
<td>0.00</td>
<td>4.95</td>
<td>17.36</td>
<td>34.42</td>
<td>92.44</td>
<td>311.67</td>
<td>190.28</td>
<td>139.51</td>
<td>164.72</td>
<td>7.08</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>Actual leachate generation area 2</td>
<td>0.00</td>
<td>4.02</td>
<td>23.25</td>
<td>51.37</td>
<td>145.29</td>
<td>566.08</td>
<td>337.21</td>
<td>266.67</td>
<td>296.93</td>
<td>-9.39</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>Actual leachate generation area 3</td>
<td>0.00</td>
<td>2.84</td>
<td>9.97</td>
<td>19.77</td>
<td>53.10</td>
<td>179.03</td>
<td>109.30</td>
<td>80.14</td>
<td>94.62</td>
<td>4.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>Actual leachate generation area 4</td>
<td>0.00</td>
<td>-0.18</td>
<td>12.48</td>
<td>32.29</td>
<td>97.16</td>
<td>436.55</td>
<td>254.53</td>
<td>214.39</td>
<td>227.50</td>
<td>-21.89</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>Field capacity</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>IDM</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>25</td>
<td>Precipitation [m³]</td>
<td>0.00</td>
<td>123.64</td>
<td>343.05</td>
<td>628.22</td>
<td>1615.55</td>
<td>4695.44</td>
<td>2949.27</td>
<td>1971.03</td>
<td>2503.79</td>
<td>326.08</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>27</td>
<td>Total amount of waste generated per month [ton]</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>450</td>
</tr>
<tr>
<td>29</td>
<td>Total leachate amount (monthly) [m³]</td>
<td>9.70</td>
<td>21.34</td>
<td>72.76</td>
<td>147.55</td>
<td>397.69</td>
<td>1503.03</td>
<td>901.03</td>
<td>710.41</td>
<td>793.48</td>
<td>-10.42</td>
<td>9.70</td>
<td>9.70</td>
</tr>
</tbody>
</table>
Modeling Using Python Programming

A software is developed using python which directly displays the result of maximum precipitation of the month, total annual precipitation, and the graph showing monthly precipitation vs monthly leachate generation for a year. It has advantages such as:

1. To ease the calculation due to complex input parameters
2. To reduce human error during calculation
3. To cover up the time constraint
4. To make it user-friendly

To develop this software, python programming was used as the software language because it is user-friendly and it contains a wide range of library functions that ease programming. To develop this model, Qt designer is used to enhance programming, and two different types of library functions were also used namely, pyqt5 and matplotlib. Qt Designer is software that is used for making GUI (Graphical User interface) for a developed program. The software that was developed is termed YAKK and it is 58.2 Mb in size. It can be installed in any Windows OS and doesn’t need any additional software like Python or PyCharm etc.

Fig. 3 shows the dashboard of software from which a user can choose the method, they want to use for the calculation of leachate generated by a landfill. Upon choosing a method, the next dialogue box will be displayed, where the user needs to input the required parameters. For example, if a user selects a standard method or mass balance method, Fig. 4 and Fig. 5 dialogue box is displayed respectively.

Now the user needs to input the required parameters and then click ‘OK’ for calculating the amount of leachate generated and the result will be displayed which the user can save for future reference. The displayed result will be as Fig. 6.
Table 3: Estimation of Leachate generation by fusion method in Deir Al Balah landfill.

<table>
<thead>
<tr>
<th>Year</th>
<th>P [mm]</th>
<th>A [m²]</th>
<th>R [mm]</th>
<th>E [mm]</th>
<th>L [m³]</th>
<th>(IMC) [%]</th>
<th>IM - CDM</th>
<th>FC [%]</th>
<th>F F - CDM</th>
<th>IDM</th>
<th>Year</th>
<th>Total amount of waste generated per year [ton]</th>
<th>Leachate generation from waste itself [m³]</th>
<th>Water hold by waste</th>
<th>Total amount of leachate generated in [m³]</th>
<th>Cumulative leachate generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>315</td>
<td>35000</td>
<td>54</td>
<td>221</td>
<td>1400.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>77000</td>
<td>3666.67</td>
<td>224.00</td>
<td>4842.67</td>
<td>4842.67</td>
</tr>
<tr>
<td>1998</td>
<td>217</td>
<td>35000</td>
<td>37</td>
<td>152</td>
<td>980.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>88000</td>
<td>4190.48</td>
<td>156.80</td>
<td>5013.68</td>
<td>9856.34</td>
</tr>
<tr>
<td>1999</td>
<td>132</td>
<td>35000</td>
<td>22</td>
<td>92</td>
<td>630.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>88000</td>
<td>4190.48</td>
<td>100.80</td>
<td>4719.68</td>
<td>14576.02</td>
</tr>
<tr>
<td>2000</td>
<td>255</td>
<td>35000</td>
<td>43</td>
<td>179</td>
<td>1155.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>95000</td>
<td>4523.81</td>
<td>184.80</td>
<td>5494.01</td>
<td>20070.03</td>
</tr>
<tr>
<td>2001</td>
<td>550</td>
<td>35000</td>
<td>94</td>
<td>385</td>
<td>2485.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>90700</td>
<td>4319.05</td>
<td>397.60</td>
<td>6406.45</td>
<td>26476.48</td>
</tr>
<tr>
<td>2002</td>
<td>391</td>
<td>60000</td>
<td>66</td>
<td>274</td>
<td>3060.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>88000</td>
<td>4190.48</td>
<td>489.60</td>
<td>6760.88</td>
<td>33237.35</td>
</tr>
<tr>
<td>2003</td>
<td>373</td>
<td>60000</td>
<td>63</td>
<td>261</td>
<td>2940.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>91000</td>
<td>4333.33</td>
<td>432.00</td>
<td>6601.33</td>
<td>39706.95</td>
</tr>
<tr>
<td>2004</td>
<td>317</td>
<td>60000</td>
<td>54</td>
<td>222</td>
<td>2460.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>82000</td>
<td>3904.76</td>
<td>393.60</td>
<td>5971.16</td>
<td>45678.11</td>
</tr>
<tr>
<td>2005</td>
<td>346</td>
<td>60000</td>
<td>59</td>
<td>242</td>
<td>2700.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>90000</td>
<td>4714.29</td>
<td>508.80</td>
<td>7385.49</td>
<td>66227.33</td>
</tr>
<tr>
<td>2006</td>
<td>245</td>
<td>60000</td>
<td>42</td>
<td>172</td>
<td>1860.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>105000</td>
<td>5000.00</td>
<td>297.60</td>
<td>6562.40</td>
<td>58841.85</td>
</tr>
<tr>
<td>2007</td>
<td>410</td>
<td>60000</td>
<td>70</td>
<td>287</td>
<td>3180.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>99000</td>
<td>4814.43</td>
<td>7153.98</td>
<td>7752.55</td>
<td>73381.31</td>
</tr>
<tr>
<td>2008</td>
<td>373</td>
<td>60000</td>
<td>63</td>
<td>261</td>
<td>2940.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>101103</td>
<td>4814.43</td>
<td>7284.03</td>
<td>80665.34</td>
<td>97272.66</td>
</tr>
<tr>
<td>2009</td>
<td>373</td>
<td>60000</td>
<td>63</td>
<td>261</td>
<td>2940.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>133030</td>
<td>6334.76</td>
<td>8854.76</td>
<td>97272.66</td>
<td>115524.53</td>
</tr>
<tr>
<td>2010</td>
<td>332</td>
<td>60000</td>
<td>56</td>
<td>232</td>
<td>2640.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>116234</td>
<td>5534.95</td>
<td>441.60</td>
<td>8657.35</td>
<td>105930.01</td>
</tr>
<tr>
<td>2011</td>
<td>386</td>
<td>60000</td>
<td>66</td>
<td>270</td>
<td>3000.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>133188</td>
<td>6338.95</td>
<td>416.60</td>
<td>8657.35</td>
<td>105930.01</td>
</tr>
<tr>
<td>2012</td>
<td>353</td>
<td>60000</td>
<td>60</td>
<td>247</td>
<td>2760.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>143273</td>
<td>6822.52</td>
<td>528.00</td>
<td>9594.52</td>
<td>115524.53</td>
</tr>
<tr>
<td>2013</td>
<td>415</td>
<td>60000</td>
<td>70</td>
<td>290</td>
<td>3300.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>122618</td>
<td>5838.95</td>
<td>830.55</td>
<td>123833.09</td>
<td>123833.09</td>
</tr>
<tr>
<td>2014</td>
<td>376</td>
<td>60000</td>
<td>64</td>
<td>263</td>
<td>2940.00</td>
<td>20</td>
<td>25.0</td>
<td>16</td>
<td>19.05</td>
<td>0.80</td>
<td>47.62</td>
<td>122618</td>
<td>5838.95</td>
<td>830.55</td>
<td>123833.09</td>
<td>123833.09</td>
</tr>
</tbody>
</table>

*P: precipitation A: area, R: Runoff, E: evaporation, L: leachate, IMC: moisture content, FC: field capacity, WHC: water holding capacity
Validation of the Model

It is always recommended to validate a model before relying on its accuracy and finding the percentage error. For validation of the Fusion model, the actual amount of leachate generated by a landfill is required along with the necessary parameters but in developing countries like Bhutan, historical data of leachate generated are not found. Moreover, data such as the chemical composition of the leachate and actual leachate generation by landfill are significant. It is necessary for quantifying leachate production and forecasting leachate generation. For this reason, the leachate generation data couldn’t be obtained from any landfill in Bhutan as no records are kept by the concerned authority.

So, for the validation of the formula, the data from the Deir Al Balah landfill, Gaza strip, Palestine was used. They have recorded the data for leachate generated by the landfill for 18 years from 1997 to 2014 (Abunama et al. 2017). Their study has a record of required data for the model like field capacity, moisture content of the landfill, evaporation, and runoff data which are necessary parameters in the fusion method.

Using the standard method and rational method the leachate generation at the Deir Al Balah landfill was estimated to be about 51,103.5 m$^3$ and 166,407.5 m$^3$ respectively which gives the percentage error as 53.31% and 45.52% respectively. From the mass balance method, the leachate generation was about 102,300.07 m$^3$ giving an error of 10.54%. By application of the fusion method, the leachate generation at the Deir Al Balah landfill was calculated to be about 123,833.08 m$^3$ while the actual amount of leachate generated was about 114,351 m$^3$ as in Table 3. So, the percentage difference between the fusion method and the measured amount was found to be 8.29%.

The results and differences could be more clearly noticed in the following Fig. 7 and 8 graphs are given below. It can be seen that the fusion method has the lowest percentage error i.e. 8.29% followed by the mass balance method with 10.54%, the rational method with 45.52%, and lastly the standard method with 55.31%.

CONCLUSION

The leachate generated in the Pekarshing landfill is 4,565.98 m$^3$ from the dumped waste area of 3030.49 m$^2$ with rainfall of 5001.2 mm in the year 2020. From the annual precipitation of 15156.09 m$^3$, the leachate generation was 30.12% of the total precipitation amount. About 7.2% of the total precipitation was lost in evaporation, 47.5% of the total precipitation was lost as surface runoff, and 15.18% of the total precipitation was water content in the waste itself. The amount of leachate generated in the Pekarshing landfill by the standard method is 2273.41 m$^3$ and by the rational method is 6029.46 m$^3$. Fig. 9 shows the comparison of precipitation with quantified leachate amount by various methods.

The following are the main source for the production of leachate generation:

- Higher precipitation leads to higher leachate generation as we can see in Fig. 6.
When the moisture content of the waste is high it causes higher leachate production.

- Larger the landfill area higher the leachate generation.
- Directly proportional to waste generation and type of waste.
- The field capacity of the waste.

The estimation of leachate generation over time is a complex method mainly because of the factors that influence the leachate generation change over time. With a model developed for the calculation of leachate generation, it will help users to do the calculation faster and easier. The chances of human error are decreased and since the developed formula has less percentage error, we could use it to get a more economic design of leachate management system.

Some of the conclusions drawn from the result of the study are:

1. The generation of leachate depends upon a number of parameters.
2. Precipitation is the main factor contributing to leachate production.
3. Increase in waste generation will result in higher leachate production.
4. It was observed that the fusion method has less percentage error compared to other conventional methods.
5. The composition of the waste affects leachate generation because it affects the field capacity and moisture content of the waste.
6. Fusion methods consider more parameters which makes them more flexible and can be used for other types of landfills.
7. Leachate production could be seen in absence of precipitation too, mainly because of waste compaction and water held by the waste.
8. Leachate generation over time increases as the waste generation increases.

9. The landfill system which does not have a leachate management system could pose a great threat to the environment and the people living around it.
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ABSTRACT
Agriculture is the immemorial benefaction of man for the existence and welfare of the human race. Being an agricultural country, it is the prime source of livelihood in India. This review focused on the present scenario of Indian Agriculture with respect to crop production, factors affecting productivity, and agricultural waste-related issues in India. Agrowaste can be helpful to farmers but economic costs are less than the cost of collection, transportation, and processing for profitable use. In this consequence, the review has presented considerable information on the alternative use of agrowaste to control water pollution. The review focused the light on the replacement of conventional chemicals with agro-based waste to develop fully green and sustainable biosorbents. It also highlighted the potential of biosorbents and biosorption technology in terms of their adsorption capacities, cost-effectiveness, binding mechanisms, and interfering factors such as pH, temperature, initial concentration, dose, and pre-treatments. Biosorption isotherms and sorption kinetics models were used for the characterization of agrowaste and developed biosorbent, and recovery of sorbent was also reviewed. The review concluded that further research is required to investigate novel biosorbents that may be a good option for bioremediation for the removal of a large range of toxic heavy metals. The utilization of plant waste as biosorbent will also open a new window of agricultural waste management.

INTRODUCTION
Agricultural Sector in India
Agriculture is the backbone of the Indian economy; it will continue to be so for a long time. It supports about 17 percent of the world’s population from 2.3 percent of the world’s land area and 4.2 percent of the world’s water resources (Pandey 2009). India has adopted modern methods of cultivation and contrived significant progress. Agricultural Science and engineering have altered its image from a “begging bowl” to a “breadbasket” by adapting effective infrastructure and sustainable use of natural resources. Over the last five decades, Indian agriculture has evolved into a mature and modern business. India is the world’s second-largest producer of rice, wheat, spices, spice products, and vegetables and fruits (APEDA 2018-19).

Agricultural Waste-Related Issues in India
United Nations defines agricultural waste as waste produced as a result of various agricultural operations (UN, Glossary of Environment Statistics, 1997). Agricultural waste is a non-commodity product of agricultural product production and processing that may contain material that is beneficial to individuals but whose economic value is less than the cost of collection, transport, and processing for profitable use. Agricultural waste can take the form of liquid, slurry, or solids, depending on the system and type of agricultural activity (Obi et al. 2016). Unsustainable agricultural development leads to huge adverse effects on the rural and global environment (Nguyen 2017, Pappu et al. 2006).

Crop residue waste: According to the Indian Ministry of New and Renewable Energy (MNRE), the annual generation of crop residues in India is an average of 500 million tons. After the utilization of these crop residues as fodder or fuel still, there is a leftover of 140 Mt of which 92 Mt is burned each year (Ministry of Agriculture, India 2014) The ‘rice-wheat cropping system’ (RWCS) is the best planting system in South Asia (Hobbs & Morris 1996) which is followed by many Indian states. Rice and wheat contribute about 70% of the crop residues. Based on Jain et al. (2013) and the Intergovernmental Panel on Climate Change (IPCC), more than 25% of crop residues have been burnt on the farm. It was also reported that across all states the fraction of burnt crop residue ranged from 8–80% for paddy waste (Jain et al. 2013) Among various crop residue, major contributors were 43% of rice, wheat 21%, sugarcane 19%, and oilseed 5%
(Sahai et al. 2010). During the post-harvest period, 80% of the crop is burned.

Emission of greenhouse and other gases: Burning crop residues is a major source of GHGs, as well as other chemically relevant trace gases, aerosols, and other hydrocarbons. Burning rice straw emits Carbon (C) as CO\textsubscript{2} (70%), CO (7%), and CH\textsubscript{4} (0.66%) whereas 2.09% of Nitrogen (N) is emitted as N\textsubscript{2}O (Ministry of Agriculture, India 2014). Apart from that, large amounts of particulates containing a mixture of organic and inorganic species such as Polycyclic Aromatic Hydrocarbons (PAHs), Polychlorinated Dibenzo-p-dioxins (PCDDs), and Polychlorinated Dibenzofurans (PCDFs) are emitted (PCDFs). Greenhouse gases contribute to global warming and climate change (Gadde et al. 2009). A huge annual welfare loss (Rs. 76 million) in terms of health damage is caused by air pollutants created by agricultural residue open burning (Kumar et al. 2015, Lohan et al. 2017). Furthermore, one of the significant repercussions of stubble burning is the loss of soil flora and fauna, including microbes (Kaur & Rani 2016).

APPLICATION OF AGRICULTURAL WASTE FOR POLLUTION CONTROL

Using agricultural waste products to reduce pollution is a long-term strategy that can also provide additional revenue for producers (Manique et al. 2012). Agricultural waste with carboxyl, hydroxyl, and other active groups can be used as a biomass-based adsorbent to accomplish the “treatment waste by waste” effect (Dai et al. 2018). It was suitable for recovering ecological pollutants due to its loose surface, porosity, exceptional mechanical strength, and chemical stability. Several research papers showed how different forms of agricultural wastes can be used to adsorb metal ions from aqueous solutions (Hossain et al. 2012a, 2012b).

Removal of Inorganic Contaminants

Removal of inorganic contaminants could be carried out using waste biosorberts through modern and traditional treatment methods. The studies carried out by various workers for the application of agrowaste for the removal of inorganic contaminants are given in Table 1.

Removal of Organic Contaminants

The studies carried out by various workers for the application of agrowaste for the removal of organic contaminants are given in Table 2.

Getting Rid of Harmful Gases

The rapid increase of greenhouse gases like carbon dioxide (CO\textsubscript{2}) and nitrous oxide (N\textsubscript{2}O) is one of the reasons for global warming and climate change (Dai et al. 2018). Hydrogen sulfide (H\textsubscript{2}S) and carbon dioxide (CO\textsubscript{2}) are common pollutants in the production/processing of oil and gas, wastewater treatment plants, combustion of fossil fuel, and landfill gases, which can cause corrosion and harmful gaseous emissions (Bamdad et al. 2018).

Application of biochar developed by carbonization of leaf waste at 400°C removed 84.2% H\textsubscript{2}S successfully from raw biogas in a continuous adsorption tower for 25 min (Sahota et al. 2017). Sugarcane bagasse (SB) and Hickory wood (HW), which were used to make biochar at a higher temperature, had the maximum physisorption of CO\textsubscript{2} (73.55 mg.g\textsuperscript{-1} at 25°C) (Creamer et al. 2014) The CO\textsubscript{2} adsorption efficiency on charcoal rice straw was found to be around 80 mg.g\textsuperscript{-1} at 20 °C in a study (Huang et al. 2015). The highest performance conditions were obtained by treating soybean straw with CO\textsubscript{2} and NH\textsubscript{3} at high temperatures, with the absorptivity of 49.87 mg.g\textsuperscript{-1} (Zhang et al. 2016). The surface chemistry, porous structure, and morphology of activated carbon were studied, and the absorptivity was found to be 78.10 mg.g\textsuperscript{-1} (Shahkarami et al. 2015).

ADSORPTION

Adsorption is a surface phenomenon, in which the transfer of molecules from the bulk solution to the solid surface is done, depending on the concentration gradient (Qiu et al. 2009). This process is parameter-dependent such as molecular weight, shape, or polarity of the adsorbing material, which holds the molecule strongly and makes separation easier. The adsorption rate is equal to the square root of contact time with the adsorbent (Mathew et al. 2016).

Types of Adsorption Processes

The process of adsorption can be achieved by batch, semibatch, and continuous processes. In batch, processes contact time of adsorbing material and adsorbent play’s an important role (Mishra & Tripathi 2008). Adsorbate and adsorbent are attracted to one other by attractive forces such as weak Van der Waals forces or strong chemical bonds. At low temperatures, weak van Der Waals forces are active in physisorption (Fraissard 1997). While chemical forces or chemical bonds are active in chemisorption, its efficacy is determined by the adsorbent’s surface area (Apple & Ma 2002).

Factors Affecting the Adsorption Process

Biosorption depends on many factors that are related to environmental conditions that can affect the process. Factors that interfere with the biosorption process are:

Temperature: Biosorption efficiency remains uninfluenced within the range 20-35°C, at high temperatures, e.g.,
Table 1: Application of agrowaste for removal of heavy metals, nitrogen and phosphorus.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Removal of pollutant</th>
<th>Argowaste as adsorbent</th>
<th>Adsorption capacity (mg.g(^{-1})) or %</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Heavy metal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lead (II)</td>
<td>Wheat bran</td>
<td>69-87 mg.g(^{-1})</td>
<td>Bulut &amp; Baysal 2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coir fibers</td>
<td>263 mg.g(^{-1})</td>
<td>Kadirvelu &amp; Namiasiyam 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pumpkin waste</td>
<td>14.286 mg.g(^{-1})</td>
<td>Okoye et al. 2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tea leaves</td>
<td>96%</td>
<td>Ahluwalia &amp; Goyal 2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>heartwood powder of Areca catechu</td>
<td>97%</td>
<td>Chakravarty et al. 2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Acid-modified rice straw</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Plum stone</td>
<td>18.98 mg.g(^{-1})</td>
<td>Guo et al. 2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Banana peels</td>
<td>42.55 mg.g(^{-1})</td>
<td>Amer et al. 2017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80.65 mg.g(^{-1})</td>
<td>Parlayaci &amp; Pehlivan 2017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt;90%</td>
<td>Ibisi &amp; Asoluka 2018</td>
</tr>
<tr>
<td></td>
<td>Nickel (II)</td>
<td>Tobacco stem</td>
<td>97.32 mg.g(^{-1})</td>
<td>Rao et al. 2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cocoa shell</td>
<td>97.59 mg.g(^{-1})</td>
<td>Kalaivani et al. 2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Peel orange fruit</td>
<td>96%</td>
<td>Ajmal et al. 2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pomegranate peel</td>
<td>52 mg.g(^{-1})</td>
<td>Bhatnagar &amp; Minocho 2009</td>
</tr>
<tr>
<td></td>
<td>Copper (II)</td>
<td>Mango peel</td>
<td>46.09 mg.g(^{-1})</td>
<td>Iqbal et al. 2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sorghum bicolor</td>
<td>15.151 mg.g(^{-1})</td>
<td>Salman et al. 2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sugar beet pulp</td>
<td>28.5 mg.g(^{-1})</td>
<td>Akus &amp; Isoglu 2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Watermelon shell</td>
<td>9.54 mg.g(^{-1})</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Potato peel</td>
<td>84.74 mg.g(^{-1})</td>
<td>Mohammed &amp; Ibrahim 2016</td>
</tr>
<tr>
<td></td>
<td>Cadmium (II)</td>
<td>Sorghum bicolor</td>
<td>17.241 mg.g(^{-1})</td>
<td>Salman et al. 2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Banana peels</td>
<td>&gt;90%</td>
<td>Ibisi &amp; Asoluka 2018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sawdust</td>
<td>94.02%</td>
<td>Naiya et al. 2008a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neem bark</td>
<td>86.24%</td>
<td>Naiya et al. 2008b</td>
</tr>
<tr>
<td></td>
<td>Zinc (II)</td>
<td>Sawdust</td>
<td>87.23%</td>
<td>Naiya et al. 2008a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neem bark</td>
<td>84.75%</td>
<td>Naiya et al. 2008b</td>
</tr>
<tr>
<td></td>
<td>Chromium (VI), (III)</td>
<td>Modified groundnut shell</td>
<td>131 mg.g(^{-1})</td>
<td>Owalude &amp; Tella 2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mango kernel</td>
<td>7.8 mg.g(^{-1})</td>
<td>Rai et al. 2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Date palm leaves</td>
<td>98%</td>
<td>Fawzy et al. 2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Broad bean shoots</td>
<td>95%</td>
<td>Fawzy et al. 2015</td>
</tr>
<tr>
<td></td>
<td>Arsenic (III), (V)</td>
<td>Java plum seeds</td>
<td>97%</td>
<td>Shakoor et al. 2018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rice polish</td>
<td>41.18 and 49 µg/ g, respectively</td>
<td>Hasan et al. 2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chir pine leaves</td>
<td></td>
<td>Shafigue et al. 2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Walnut shell</td>
<td>3.27 mg.g(^{-1})</td>
<td>Saqib et al. 2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rice husk</td>
<td>88%</td>
<td>Amin et al. 2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>89% and 87% respectively</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ammoniacal nitrogen</td>
<td>Sugarcane bagasse ash</td>
<td>60%</td>
<td>Mor et al. 2019</td>
</tr>
<tr>
<td></td>
<td>Phosphate</td>
<td>Rice husk</td>
<td>89%</td>
<td>Mor et al. 2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Banana peels</td>
<td>-</td>
<td>Akpor et al. 2013</td>
</tr>
</tbody>
</table>

50°C, biosorption activity and kinetic energy of the adsorbate increases which may destruct the physical structure of the biosorbent. Adsorption reactions are generally exothermic and the degree of adsorption increases with falling temperature (White et al.1997, Abdi et al. 2015). There could be a modification in the equilibrium capacity of the adsorbent for a particular adsorbate due to a change in temperature. There is better adsorption acquired at higher temperatures (Park et al. 2010, Malkoc & Nuhoglu 2005, Goyal et al. 2003). **pH:** pH affects the movement of the functional groups in the adsorbent, the solution chemistry of the metals, and the competition between metallic ions (Joo & Hassan 2010). It has been shown that the affinity of cations in the functional groups present on the cellular surface is strongly dependent on the solution pH (Alfarra et al. 2014). The biosorption capacity reduces with low pH values and increases with pH until it reaches optimum pH. Metal ions precipitated due to the high concentration of hydroxyl anions in the solution.
Table 2: Application of agrowaste for removal of organic contaminants.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Removal of pollutant</th>
<th>Argowaste as adsorbent</th>
<th>Adsorption capacity (mg·g⁻¹) or %</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dyes</td>
<td>Lemon leaf powder</td>
<td>19.19 mg·g⁻¹</td>
<td>Sarath Babu &amp; Yamini 2020</td>
</tr>
<tr>
<td></td>
<td>Methylene Blue Dye</td>
<td>Cauliflower leaves</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rice husk composite</td>
<td>149.22 mg·g⁻¹</td>
<td>Ansari et al. 2016</td>
</tr>
<tr>
<td></td>
<td>Azodyes (Congo red, Crystal violet, Methyl orange)</td>
<td>Linseed oil cake</td>
<td>77-81%</td>
<td>Rafique &amp; Zulfiqar 2014</td>
</tr>
<tr>
<td></td>
<td>Synolon black HWF-FS</td>
<td>Fruit shell of Bengal gram</td>
<td>6.89 mg·g⁻¹</td>
<td>Safa 2015</td>
</tr>
<tr>
<td></td>
<td>Acid blue 25</td>
<td></td>
<td>29.41 mg·g⁻¹</td>
<td>Krishna et al. 2016</td>
</tr>
<tr>
<td></td>
<td>Crystal violet</td>
<td></td>
<td>40.82 mg·g⁻¹</td>
<td>Smitha et al. 2012</td>
</tr>
<tr>
<td>2</td>
<td>Drugs</td>
<td>Rice husk</td>
<td>63.50 mg·g⁻¹</td>
<td>Ashrafi et al. 2015</td>
</tr>
<tr>
<td>3</td>
<td>Pesticides 2,4-dichlorophenoxyacetic acid</td>
<td>Bagasse fly ash</td>
<td>7.14 mg·g⁻¹</td>
<td>Deokar et al. 2016</td>
</tr>
<tr>
<td>4</td>
<td>Aromatic compounds</td>
<td>Acacia tortilis pod shell</td>
<td>95%</td>
<td>Malakootian et al. 2018</td>
</tr>
<tr>
<td></td>
<td>phenol</td>
<td>Rice husk ash</td>
<td>95%</td>
<td>Mandal et al. 2019</td>
</tr>
<tr>
<td>5</td>
<td>Oil substances</td>
<td>Banana peels</td>
<td>5-7 mg·g⁻¹</td>
<td>Alaa El-Din et al. 2017</td>
</tr>
</tbody>
</table>

when the pH was greater than 5.5. As a result, the trials were not carried out at pH levels higher than 5.5 (Witek-Krowiak et al. 2010)

**Pre-treatment:** Because of the nature of biosorbent application, physical treatments such as drying, boiling, autoclaving, and mechanical disruption will cause changes in binding properties. Chemical treatments, such as alkali treatment, improve biosorption capacity, which is especially visible in some fungal systems with higher metal affinities (Abdi & Kazemi 2015).

**Acidity:** Biosorption is comparable to the ion-exchange process, in which biomass is used as a natural ion-exchange medium with weakly acidic and basic groups (Ahalya et al. 2003). Metal biosorption has been shown to be strongly pH-dependent in almost every system studied. At low pH, cations and protons compete for binding sites, which explains why metal absorption of Cu, Cd, Ni, ÊCo, and Zn is normally reduced (Obi et al 2016).

**Biomass concentration:** The concentration of biomass in solution influences the specified metal uptake (Modak & Natarajan 1995). The adsorption of metal by biomass is shown to be greater at low cell densities at a given equilibrium concentration (Gourdon et al. 1990). Because of an increase in biosorbent concentration actively encourages interference between binding sites, the specific metal absorption increases at lower biomass concentrations (Zouboulis et al. 1997). Metal ions cannot get to the exact location of the binding site because of the high biomass concentration (Malkoc & Nuhoglu 2005).

**Initial metal ion concentration:** The initial metal ion concentration provides an important driving force for controlling all-metal mass transfer resistance between the fluid and adsorbed phases (Kutahyali et al. 2010). When the initial metal ion concentration is high, all-metal ions in the solution engage with binding sites, accelerating adsorption by roughly 99% until saturation is reached.

**Agitation speed:** Increasing the agitation speed accelerates the biosorption of adsorptive metal by lowering the mass transfer resistance, however, it may harm the biosorbent’s physical structure (Park et al. 2010)

**Contact time:** Physical adsorption of metal at the cell surface is claimed to be fast and occurs in a short period. The active sites on the adsorbent become occupied as the contact time increases and gradually diminishes with time until it reaches equilibrium (Mishra & Tripathi 2008, Witek-Krowiak et al. 2010).

**Biosorbent size:** Decrease biosorbent size is favorable for batch process due to the higher surface area of the biosorbent, but due to its low mechanical strength and clogging of the column, it is not advantageous for column process (Park et al. 2010, Abdi et al. 2015).

**Other pollutant concentration:** Various metals and coexisting metals present in wastewater compete with a target
pollutant for binding sites and can form any complex with it. This can be reduced by the biosorptive removal of the target metal ions (Park et al. 2010)

**MECHANISM OF HEAVY METAL CAPTURE**

Weak forces, chemical reactions, and ionic strength interact in biosorption, resulting in stronger binding. (Achak et al. 2009) These interactions can occur inside or outside of the pores, as well as on the surface of agricultural wastes (Silva et al. 2013). The actual mechanism of biosorption is still a mystery. Although several mechanisms for heavy metal ion binding to sorbent surfaces have been suggested (Salman et al. 2015) Adsorption mechanisms such as chemisorption, ion exchange, surface adsorption, complexation reactions, electrostatic interactions, diffusion via pores, and others are predicated by ionic interactions that occur during adsorption. Fig. 1 shows the many pathways involved in the biosorption of heavy metals

It is possible that different mechanisms can operate concurrently to varying degrees. The study of mechanisms involved in the uptake of Cr (III) and Cr (VI) by *Cupressus lusitanica* bark revealed that the principal mechanisms for Cr (III) biosorption is found to be Ion exchange and electrostatic interaction (Netzahuatl-Munoz et al. 2012). In the adsorption of Cu (II), Zn (II), and Pb (II) ions using orange peels, the process was governed by ion-exchange predominantly (Feng & Guo 2012). The study of removal of Pb (II) from aqueous solution using *Triticum aestivum* followed adsorption as well as ion-exchange mechanism (Farooq et al. 2007). Similar results were found using potato peel for Pb (II), Zn (II), and Cd (II) adsorption (Taha et al. 2011).

The dominant mechanisms involved in the biosorption of Cr (III) and Cu (II) onto soybean meal waste are ion exchange, precipitation, and chelation by hydroxyl and carboxyl groups. (Witek-Krowiak et al. 2016). The study stated that in the removal of Pb (II) from an aqueous solution, the prime responsible groups were the carboxyl and hydroxyl groups that existed on the surface of sorghum biomass (Salman et al. 2014). The study of Ni (II) sorption onto *Caesalpinia bonducuella* seed powder described that the functional groups hydroxyl, amine, carboxyl, and carbonyl were responsible for the adsorption mechanism. (Gutha et al. 2011) While the involvement of carboxyl and hydroxyl groups in the uptake of the metal ions by grafted polymerization-modified orange peel was also explored (Feng et al. 2011) Adsorption of low concentrations of lead, zinc, and cobalt (less than 100 mg.L⁻¹) from an aqueous solution utilizing a mangosteen shell explained the involvement of amino and carboxyl groups (Zein et al. 2010) Various other studies affirmed the effective interaction of carboxyl and hydroxyl groups towards heavy metal ions (Vieira et al. 2012, Araújo et al. 2010, Martín-Lara et al. 2013). As biosorption process may be influenced by conditions such as the chemical state of binding sites, the number of binding sites, their availability, and attraction between the sites and metal ions (Volesky 1994)

**ADSORPTION ISOTHERMS**

Adsorption isotherm represents the equilibrium relationship between the concentration of sorbate in the solution and the adsorbate concentration in the adsorbent at a constant temperature (Vijayaraghavan & Yun 2008). It is a plot of the amount of sorbate per unit weight of adsorbent qₑ versus the equilibrium solute concentration in the solution Cₑ. Adsorp-
Adsorption kinetics is used to calculate the capacity of a biosorbent to attract the adsorbate. Some typical isotherm shapes are represented as arithmetic graphs in Fig. 2 (Abbas et al. 2014)

From the above curves, it will be noticed that the adsorption is a specific property that depends on the type of the adsorbate-adsorbent system (Vijayaraghavan & Yun 2008). Various isotherm equations exist to analyze the equilibrium behavior of an adsorption system, but the well-known adsorption isotherm models used for single solute systems are Langmuir (1918) and Freundlich’s (1906) isotherms. Both adsorption isotherm models appear to be more appropriate for explaining the relationship between q (quantity adsorbed at equilibrium, mg·g⁻¹) and C (concentration of adsorbates remaining in the bulky solution at the equilibrium, mg·L⁻¹). Description and nomenclature of different adsorption equilibrium models are given in Table 3.

Literature shows that most of the studied biosorption systems followed the Langmuir equilibrium model which indicated that monolayer adsorption was the possible mechanism of metal ions retention on the biomass surface (Khairia & Al-Qahtani 2016, Fawzy et al. 2015, Rai et al. 2016, Salman et al. 2020) Freundlich isotherm model elucidated the adsorption on heterogeneous surfaces with interactivity occurring between the adsorbed molecules and is not restricted to a monolayer formation (Febrianto et al. 2009) Some studies revealed that the metal ion adsorption follows the Freundlich model more as compared to others (Guiza 2017, Sadeek et al. 2015, Pino et al. 2006, Naiya et al. 2008b, Giwa et al. 2013)

**ADSORPTION KINETICS**

Adsorption kinetics is the measurement of the adsorption uptake over time at constant pressure or concentration and is applied to measure the adsorbate diffusion in the pores. Numerous studies have been evaluated using the pseudo-first-order kinetic model and pseudo-second-order kinetic model.

### Pseudo-First-Order Model

Pseudo-first-order is derived from the fact that the rate of reaction is proportional to the number of free accessible binding sites present on the biosorbent material (Ho et al. 2000)

The linear form of the Lagergren pseudo-first-order rate statement is:

\[ \ln(q_e - q_t) = \ln(q_e) - k_1 t \]

Where, \( q_e \) and \( q_t \) are the amounts of metal ion absorbed (mg·g⁻¹) on absorbent at equilibrium at time \( t \) respectively. \( k_1 \) is the rate constant of pseudo-first-order adsorption (min⁻¹). Taking \( \ln(q_e - q_t) \) on the y-axis and \( t \) on the y-axis, a linear plot is generated having the slope \( -k_1 \) and intercept \( \ln(q_e) \). From value of intercept \( q_e \) can be calculated and compared to the experimental value. The precision between the calculated and experimental \( q_e \) values gives an idea about the possible order of the biosorption process.

### Pseudo-Second-Order Model

The pseudo-second-order model is derived from the fact that the rate of biosorption is proportional to the square of several active binding sites on the surface of the biosorbent.

The linear form of pseudo-second-order model expression is:

\[ \frac{t}{q_t} = \frac{1}{k_2 q_e^2} + \frac{t}{q_e} \]

Where, \( k_2 \) (g·mg⁻¹·min⁻¹) is the rate constant of the pseudo-second-order kinetic equation, \( q_e \) and \( q_t \) is the amount of metal ion absorbed (mg·g⁻¹) on absorbent at equilibrium at time \( t \) respectively. A plot between \( (t.q_e)^{-1} \) and \( t \) should generate a straight-line having slope of \( (1.q_e^{-1}) \) and intercept \( (1.k_2.q_e^{-2}) \). The calculated \( q_e \) value compared with that of the experimental value. Another important factor that determines the applicability of a specific model to the experimental ki-

---

**Fig. 2: Types of adsorption equilibrium isotherm relations (Abbas et al. 2014).**
Table 3: Adsorption equilibrium models: description and nomenclature.

<table>
<thead>
<tr>
<th>Isotherm Model</th>
<th>Model equation</th>
<th>Nomenclature</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Langmuir</td>
<td>$q_e = \frac{q_m K_C C_e}{1 + K_C C_e}$</td>
<td>$q_e$ (mg/g) = adsorption capacity at equilibrium; $C_e$ (mg/L) = metal concentration at equilibrium; $K_C$ = monolayer adsorption capacity of adsorbent; $q_m$ (mg/g) = model constant representing energy constant in relation to the heat of adsorption.</td>
<td>Langmuir 1918</td>
</tr>
<tr>
<td>Freundlich</td>
<td>$q_e = K_F C_e^{1/n}$</td>
<td>$q_e$ (mg/L) = adsorption capacity at equilibrium; $K_F$ (L/mol) = metal concentration at equilibrium; $n$ are indicative of the extent of adsorption and the degree of non-linearity, respectively.</td>
<td>Freundlich 1906</td>
</tr>
<tr>
<td>Redlich-Peterson</td>
<td>$q_e = \frac{K_{RP} C_e}{1 + \theta_{RP} C_e^\beta}$</td>
<td>$K_{RP}$ = Redlich-Peterson constant (L/mol); $\alpha R$ = constant having unit (L/mg); $C_e$ (mg/L) = metal concentration at equilibrium; $\beta$ = exponent that lies between 0–1.</td>
<td>Redlich and Peterson 1959</td>
</tr>
<tr>
<td>Koble - Corrigan</td>
<td>$q_e = \frac{A_{KC} C_e^p}{1 + B_{KC} C_e^q}$</td>
<td>$A_{KC}$, $B_{KC}$ and $p$ are the Koble - Corrigan parameters. This model is valid when $p &gt; 1$.</td>
<td>Koble and Corrigan 1952</td>
</tr>
<tr>
<td>Sips</td>
<td>$q_e = \frac{K_s C_e^\beta}{1 + C_0 C_e^\beta}$</td>
<td>$K_s$ (L/mol) and $\alpha S$ (L/mg) are the Sips isotherm constants and $\beta$ is the exponent which lies between 1 and 0.</td>
<td>Sips 1948</td>
</tr>
<tr>
<td>Tempkin</td>
<td>$q_e = 1n(K_T C_e)$</td>
<td>$B_T = \frac{RT}{K_T}$</td>
<td>Tempkin and Pyzhev 1940</td>
</tr>
<tr>
<td>Dubinin–Radushkevich</td>
<td>$q_e = q_{m0} e^{- \frac{E_{DR}}{k_B T} q_e^{2}}$</td>
<td>$q_{m0}$ (mg/g) = adsorption capacity at equilibrium; $q_{m0}$ (mg/g) = Dubinin–Radushkevich monolayer capacity; $B_{DR}$ = constant related to sorption energy; $E_{DR}$ = Polanyi potential</td>
<td>Dubinin and Radushkevich 1947</td>
</tr>
<tr>
<td>Flory-Huggins</td>
<td>$\theta = K_{FH} (1 - \theta)^n$</td>
<td>$\theta$ = degree of surface coverage; $K_{FH}$ and $n$ are the indications of its equilibrium constant and model exponent.</td>
<td>Horsfall and Ayebaemi, 2005</td>
</tr>
<tr>
<td>Hill</td>
<td>$q_e = \frac{q_m C_e^m}{K_D + C_e}$</td>
<td>-</td>
<td>Hill 1910</td>
</tr>
<tr>
<td>Unilan</td>
<td>$q_e = \frac{q_m}{S} \left[ \frac{1 + d \exp(S) C_e}{1 + d \exp(-S) C_e} \right]$</td>
<td>$S$ and $d$ = temperature-dependent model constants.</td>
<td>Ismadji and Bhatia 2000</td>
</tr>
<tr>
<td>Khan</td>
<td>$q_e = \frac{q_m b_k C_e}{(1 + b_k C_e)^a_k}$</td>
<td>$b_k$ and $a_k$ = model constant and model exponent</td>
<td>Khan et al. 1997</td>
</tr>
<tr>
<td>Radke-Prausnitz</td>
<td>$q_e = \frac{q_{mR} (1 - \theta)^{b_k}}{(1 + b_k R C_e)^{a_k}}^{-1}$</td>
<td>$b_k$ is the model exponent, and $a_k$ and $r_k$ are model constants.</td>
<td>Vijayaraghavan et al. 2006</td>
</tr>
<tr>
<td>Toth</td>
<td>$q_e = \frac{q_{mT} C_e^{1/n}}{(b_T + C_e)^{1/n}}$</td>
<td>$q_{mT}$ (mg/g) = adsorption capacity at equilibrium; $C_e$ (mg/L) = metal concentration at equilibrium; $b_T$ (mg/g) = Toth maximum adsorption capacity; $q_{mT}$ is the Toth constant; $n$ = the Toth model exponent</td>
<td>Toth 1971</td>
</tr>
</tbody>
</table>
netic data is the coefficient of determination $R^2$. Its value of close to 1 ($R^2 > 0.98$) shows the fitness of experimental data to the kinetic model. The ideal pseudo-second-order model indicates that there is a binding between one divalent metal and two monovalent binding sites (Salman et al. 2014). From the literature review, it is worth noting that numerous other studies have recorded the best fit of the pseudo-second-order model to biosorption kinetic data. (Salman et al. 2020, Sadeek et al. 2015, Saman et al. 2019, Santos et al. 2010, Chakravarty et al. 2010).

RECOVERY AND RESTORATION

Reuse of bio sorbent could be achieved by using restoration and regeneration for a low amount of pollutants (Khatoon & Rai 2016, Carolin et al. 2017). It is preferable that the desorbing medium should not be damaging to the biosorbent, but should help to recover, the loaded metals onto the surface of the biomass after biosorption (Gupta et al. 2015). The study of adsorbent reclamation can be utilized for the prevention of secondary pollution resulted due to waste adsorbents (Anirudhan & Sreekumari 2011). Literature reveals that Acids (such as HCl, H$_2$SO$_4$ and HNO$_3$) were mostly used in the case of recovery of heavy metal(s) from bio adsorbents (Lata et al. 2014).

The results derived from the study for the percentage recovery of Ni (II) and Cu (II) ions using the Delonix regia pods revealed that at different desorbing medium concentrations, the percentages recovery of metal ions was different. The studies also affirmed that a comparatively less concentration of acid is required to recover more than 50% of the metal ions from the biomass (Babalola et al. 2020). An investigation was carried out to determine the reusability potential and stability of the pre-treated watermelon (Citrullus lanatus) rind showed 98.1% recovery of Pb$^{2+}$ ions (Lakshmipathya & Saradab 2015).

The study of Sorghum root biomass for removal of Cu(II) and Cr(VI) ions from an aqueous medium was carried out using HCl and HNO$_3$ as eluting agents. The formula used to calculate the desorption efficiency of biomass was,

$$\text{desorption efficiency} = \frac{\text{amount of metal ions desorbed}}{\text{amount of metal ions adsorbed}} \times 100$$

Using HCl as eluting agent desorption efficiency of Cu(II) and Cr(VI) ions from sorghum root biomass was shown to be 93 and 96%, whereas using HNO$_3$ desorption efficiency was 84 and 89% respectively (Choudhary et al. 2014).

In the study of the use of NaOH, HNO$_3$, and EDTA as eluting agents for desorption of Cr(III) ions from sorghum stalk biomass, EDTA showed high desorbing efficiency in comparison with NaOH and HNO$_3$ for Cr(III) ions due to the nature of metal-sorghum bonding. Desorption percentages for Cr(III) ions using 0.05 M EDTA and 0.1 M EDTA were shown to be 75% and 71%, respectively at 55°C (Bernardo et al. 2009).

CONCLUSION

Being the second-largest economy with year-round crop cultivation, India generates abundant agricultural waste including crop residue. Agricultural waste when not effectively used increases the burden of rural agricultural production and also cause pollution in the rural environment. Multiple-use of agro wastes can productively minimize air pollution by the burning of crops.

The utilization of agrowaste in environmental remediation furnishes an economical substitute for extracting toxic heavy metal ions from real wastewater and supports in recovering environmental damages. As a biosorbent shows an affinity for certain metals, a composite biosorbent containing more than one biosorbent can be tested for the removal of multiple metal ions from contaminated water.

From the literature review, it becomes clear that an appropriate modification method for the preparation of biosorbent can improve the adsorptive capacity of agricultural waste. Good removal efficiencies proved that; biomass-based adsorbent is an absolute solution to cope with heavy metal contamination.

Agricultural wastes-based biosorbent with uneven structures that contain high binding sites with metal craving functional groups like hydroxyl, carboxyl amine, and other active groups, that effectively remove pollutants.

The process of biosorption is influenced by pH, dose, temperature, concentration particle size, and other factors. The majority of the studies emphasized studying the biosorption process concerning kinetic, equilibrium, and thermodynamics, which proclaimed that Langmuir and pseudo-second-order models are dominant isotherm and kinetic models, respectively.

The study of regeneration of biosorbent unveiled that a single regenerating agent effective for one adsorbent was not necessarily efficacious for another adsorbent. Further exploration is desired to invent the best possible eluent that can be relevantly used for many adsorbents.

The development of effective green conversion and technology will be an indicator of the development of biological adsorption. Using agricultural waste as a biomass adsorbent can not only eliminate the damage to the current practice of agricultural waste but also are of significant economic benefits.
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ABSTRACT
The previous literatures have insufficient content on spatial dependence and heterogeneity of agricultural carbon emissions (ACEs), which is inconsistent with the actual situation, weakening the practical significance of research conclusions. To fill this knowledge gap, this study attempts to explore the spatial evolution pattern of ACEs at the city-scale in the Fujian Province of China from spatio-temporal latitudes and adopts the exploratory spatial data analysis method (ESDA) to analyze the spatial correlation effects of ACEs. The findings revealed that ACEs in Fujian show a downtrend as a whole. From the perspective of carbon sources of ACEs, agricultural materials and livestock breeding caused the largest emissions, accounting for 73.82% of the total ACEs, while rice growth led to the smallest carbon emissions, accounting for 26.18% of the total ACEs. We also found that there is obvious non-equilibrium in the spatial distribution of ACEs and their intensity, showing a strong spatial correlation; and although a relatively obvious clustering area has been formed, the spatial autocorrelation of most regions is not significant. Accordingly, we suggest that exploring the "carbon compensation mechanism", is conducive to stimulating the low-carbon agricultural production behavior with positive externalities, to reduce agricultural carbon emissions.

INTRODUCTION
As a semi-artificial-semi-natural composite ecosystem, however, the agricultural ecosystem is one of the important sources of carbon emissions from human activities. Data displayed that 10-14% of global greenhouse gas emissions are directly emitted by agricultural production (Paustian et al. 2016). Existing research results exhibited that China’s greenhouse gas (GHG) emissions from agricultural sources account for about 17% of the country’s total GHG emissions, among which CH4 and NO2 from the agricultural sector account for 50% and 92% of the total emissions, respectively (Rebolledo-Leiva et al. 2017). At present, China is advancing the process of agricultural modernization, which will likely emit more carbon emissions during its realization; meanwhile, in the context of climate change, agricultural production activities have become very sensitive and fragile, which is the most vulnerable to climate change. Therefore, study on agricultural carbon emissions (ACEs) has gradually become one of the hotspots in the research field of climate change and carbon emissions.

In view of the important contribution of ACEs to global GHG emissions, scholars have done a lot of research work on agricultural low-carbon development and put forward many enlightening viewpoints and conclusions around ACEs. For example, Adewale et al. (2019) found that only by clarifying the factors behind the difference in total carbon emissions can the agricultural sector effectively reduce GHG emissions. Bal-salobre-Lorente et al. (2019) investigated EKC (Environment Kuznets Curve) hypothesis for BRICS, and the empirical results verified an inverted U-shaped relationship between ACEs and economic growth. On the other hand, Chinese scholars have conducted a large number of empirical discussions on the aspects of ACEs measurement and agricultural carbon emissions intensity (Huang et al. 2019, Pang et al. 2020), influencing factor decomposition and regional differences (Wang et al. 2020, Xiong et al. 2020), agricultural carbon footprint (Li et al. 2021), agricultural ecological compensation from a low-carbon perspective (Chen & Jiang 2018a, 2018b), ACEs performance (Wang et al. 2019) and carbon productivity (Xu et al. 2019). However, most of the above studies regarded the study area as independent homogeneous units, and seldom consider the spatial dependence and heterogeneity of ACEs, which is inconsistent with the actual situation, weakening the practical significance of the research conclusions. Furthermore, scholars often choose an adjacency weight matrix to represent spatial attributes when constructing spatial econometric models, which not only ignore the possible interaction...
of spatial non-adjacent units but also can not reflect the effect difference caused by geographical distance.

There is a large gap between the endowment of agricultural natural resources and the level of agricultural economic development, it is necessary to conduct more empirical analysis in different regions of China to better reveal the regional differences in agricultural carbon emissions. Since “the Belt and Road” (B&R) initiative was put forward, the areas along the route have gradually become the target of research areas related to carbon emissions (Fan et al. 2019, Muhammad et al. 2020). However, studies focusing on ACEs and their carbon effects in the core area of “B&R” have not yet been found. Fujian Province has been designated as the “core area of the 21st-Century Maritime Silk Road”, and as “a demonstration area of China’s ecological civilization”, its agricultural production must be combined with its regional advantages to achieve low-carbon agricultural development. The greenhouse effect caused by carbon emissions has led to a decline in the capacity of agro-ecosystem services in Fujian Province (Su et al. 2020). Based on this, it is necessary to explore agricultural carbon emissions and their spatial evolution in the core area, to provide a reference basis for the sustainable development of the agricultural sector.

Accordingly, to fill this knowledge gap, this study tried to expand the existing research from the following two aspects based on previous studies. Firstly, by discussing the spatial-temporal distribution characteristics of ACEs, this study was conducive to a more comprehensive grasp of the law of ACEs. Secondly, ESDA was used to capture the spatial dependence effect caused by the interaction between regions, and to discuss the spatial correlation and agglomeration of regional carbon emissions. This study attempted to combine the characteristics of spatial-temporal distribution with spatial dependence, which is helpful to understand the inherent logical relationship of ACEs. This is rarely mentioned in previous studies on the spatial-temporal distribution of ACEs. Therefore, based on the calculated data of ACEs in Fujian Province of China from 2005 to 2019, this study applied the ESDA method to capture the correlation effect between ACEs in cities to accurately grasp the evolution law of ACEs. The results of this study can not only provide a reference basis for measures to reduce regional agricultural carbon emissions, but also provide research ideas for related research in other regions/countries.

**MATERIALS AND METHODS**

**Study Area Overview**

Fujian Province is located on the southeast coast of the Chinese mainland (between 115°50’~ 120 °40’ E and 23°18’~ 28°22’ N), with a total land area of 121,400 square kilometers. Its geographical features are that 90% of the land area is mountainous and hilly while the rest is arable land (Su et al. 2020). It belongs to the subtropical marine monsoon climate; the annual temperature and the annual precipitation are 17°C to 21°C and 1,351 to 2,645 millimeters, respectively.

Additionally, Fujian was also one of the earliest provinces in China to carry out the policy of reform and opening-up, which has a GDP of 4.24 trillion CNY in 2019, an increase of 7.6% (FPBS, 2020). And, the resident population of Fujian Province was 39.73 million, and the per capita GDP was 107139 CNY, an increase of 6.7% over the previous year. Moreover, its sown areas of farm crops reached 164.8×10^4 hectares, of which 82.2×10^4 hectares were grain crops (FPBS 2020). As the “core area of the 21st-Century Maritime Silk Road”, and a demonstration area of China’s ecological civilization, its agricultural production must be combined with its regional advantages to achieve low-carbon agricultural development.

**Calculation of Agricultural Carbon Emissions (ACEs)**

The calculation of ACEs in this study mainly considers the carbon emissions generated in the process of agricultural production, which are specifically calculated from the following three aspects. That is carbon emissions caused by the input of agricultural materials, CH₄ emissions from paddy fields, CH₄ and N₂O emissions produced by the manure management system, and enteric fermentation in the process of livestock breeding. The calculation equation of ACEs is as follows.

\[
ACEs = E_a + E_b + E_c + E_d + E_e + E_f + E_g + E_h + E_j + E_k \quad \cdots(1)
\]

where, \(ACEs\) are agricultural carbon emissions\((\times10^4\ \text{t})\); \(E_a\), \(E_b\), \(E_c\), \(E_d\), \(E_e\), \(E_f\), and \(E_g\) denote carbon emissions caused by the use of chemical fertilizers, pesticides, agricultural film, agricultural machinery, agricultural diesel, and agricultural irrigation, respectively; \(E_h\) represents CH₄ emissions from paddy fields; \(E_b\) represents CH₄ emissions produced by enteric fermentation in the process of livestock breeding; \(E_j\) and \(E_k\) denote CH₄ and N₂O emissions produced by the manure management system in the process of livestock breeding, respectively.

\[
E_a = (Q_{a1} \times A_1 + Q_{a2} \times A_2 + Q_{a3} \times A_3 + Q_{a4} \times A_4) \times 10^{-7} \quad \cdots(2)
\]

\[
E_b = Q_b \times B \times 10^{-7} \quad \cdots(3)
\]

\[
E_c = Q_c \times C \times 10^{-7} \quad \cdots(4)
\]
\[ E_d = \left[ (S_d \times D) + (W_d \times F) \right] \times 10^{-7} \]  
\[ E_e = Q_e \times G \times 10^{-7} \]  
\[ E_f = S_f \times H \times 10^{-7} \]  
\[ E_g = \sum (EF_i \times AD_i) \times 10^{-7} \]  
\[ E_h = \sum (EF_{CH4, enteric,i} \times AP_i) \times 10^{-7} \]  
\[ E_j = \sum (EF_{CH4, manure,i} \times AP_i) \times 10^{-7} \]  
\[ E_k = \sum (EF_{N2O, manure,i} \times AP_i) \times 10^{-7} \]  

The meanings of the symbols in the above equations and the carbon emissions coefficient values of each carbon source are shown in Table 1.

For ease of analysis, we convert CH\(_4\) and N\(_2\)O into CO\(_2\)e, and calculate equations as follows:

\[ E_{convert} = \left[ \left( E_h + E_j \right) \times 28 + E_k \times 265 \right] \div \frac{44}{12} \]

where \( E_{convert} \) represents the total amount of CH\(_4\) and N\(_2\)O converted into carbon equivalent (\(\times 10^4\)t). 28 and 265 denote the global warming potentials (GWP) values of CH\(_4\) and N\(_2\)O for a 100-year time horizon, respectively (Pachauri et al. 2014).

Table 1: Carbon emissions coefficient of ACEs sources.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Carbon sources</th>
<th>Coefficient</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_{a1} )</td>
<td>Nitrogenous Fertilizer (kg)</td>
<td>( A_1 )</td>
<td>1.74000 kg/kg</td>
</tr>
<tr>
<td>( Q_{a2} )</td>
<td>Phosphate Fertilizer (kg)</td>
<td>( A_2 )</td>
<td>0.16509 kg/kg</td>
</tr>
<tr>
<td>( Q_{a3} )</td>
<td>Potash Fertilizer (kg)</td>
<td>( A_3 )</td>
<td>0.12028 kg/kg</td>
</tr>
<tr>
<td>( Q_{a4} )</td>
<td>Compound Fertilizer (kg)</td>
<td>( A_4 )</td>
<td>0.38097 kg/kg</td>
</tr>
<tr>
<td>( Q_b )</td>
<td>Pesticide (kg)</td>
<td>( B )</td>
<td>4.93410 kg/kg</td>
</tr>
<tr>
<td>( Q_c )</td>
<td>Agricultural film (kg)</td>
<td>( C )</td>
<td>5.18000 kg/kg</td>
</tr>
<tr>
<td>( S_d )</td>
<td>Farmland tillage (hm(^2))</td>
<td>( D )</td>
<td>16.47 kg/hm(^2)</td>
</tr>
<tr>
<td>( W_e )</td>
<td>Farm machinery (kw)</td>
<td>( F )</td>
<td>0.18 kg/kw</td>
</tr>
<tr>
<td>( Q_e )</td>
<td>Agricultural diesel</td>
<td>( G )</td>
<td>0.5927 kg/kg</td>
</tr>
<tr>
<td>( S_f )</td>
<td>Agricultural irrigation</td>
<td>( H )</td>
<td>266.48 kg/hm(^2)</td>
</tr>
<tr>
<td>( EF_i )</td>
<td>Single-cropping rice (hm(^2))</td>
<td>( AD_i )</td>
<td>215.5 kg/hm(^2)</td>
</tr>
<tr>
<td>( EF_{CH4, enteric,i} )</td>
<td>Cow (head/a)</td>
<td>( AP_i )</td>
<td>76.1 kg/head/a</td>
</tr>
<tr>
<td>( EF_{CH4, manure,i} )</td>
<td>Sheep (head/a)</td>
<td>8.8 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Pig (head/a)</td>
<td>1 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{CH4, manure,i} )</td>
<td>Cow (head/a)</td>
<td>( AP_i )</td>
<td>5.73 kg/head/a</td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Sheep (head/a)</td>
<td>0.27 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Pig (head/a)</td>
<td>5.08 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Poultry (head/a)</td>
<td>0.02 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Rabbit (head/a)</td>
<td>0.08 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Cow (head/a)</td>
<td>( AP_i )</td>
<td>1.261 kg/head/a</td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Sheep (head/a)</td>
<td>0.113 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Pig (head/a)</td>
<td>0.175 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Poultry (head/a)</td>
<td>0.007 kg/head/a</td>
<td></td>
</tr>
<tr>
<td>( EF_{N2O, manure,i} )</td>
<td>Rabbit (head/a)</td>
<td>0.007 kg/head/a</td>
<td></td>
</tr>
</tbody>
</table>
Calculation of Agricultural Carbon Emissions Intensity (ACEI)

ACEI discussed in this study mainly refers to carbon emissions produced by economic benefit per unit of the agricultural sector, based on the total agricultural economic output value (AGDP) and agricultural carbon emissions of each city, ACEI can be expressed as:

\[ ACEI = \frac{ACE}{AGDP} \]  

Exploratory Spatial Data Analysis (ESDA)

The commonly used spatial correlation indexes include Global Moran’s I and Local Moran’s I. Global Moran’s I is used to measure the spatial correlation of variable attribute values between neighboring regions in the whole region. But Global Moran’s I measure the spatial correlation characteristics of variable attribute values as a whole, but it cannot measure the specific types of spatial correlation of variable attribute values in different provinces. This requires the use of Local Moran’s I. For details of the expression of Global Moran’s I and Local Moran’s I, please see reference (Su & Lee 2021).

Data Acquisition and Processing

The data of chemical fertilizers, pesticides, agricultural film, the total power of agricultural machinery, crop area and livestock number, etc., used in this study were all from the Statistical Yearbook of Fujian Province (2006-2020) and the statistical yearbooks of 9 prefecture-level cities (2006-2020).

In addition, to eliminate the impact of price fluctuations, the actual agricultural GDP was recalculated based on the constant price in 2005, and then the agricultural carbon emissions intensity was calculated.

RESULTS AND DISCUSSION

Temporal Evolution Characteristics of ACEs and ACEI

According to equations (1-12), agricultural carbon emissions caused by each carbon source in Fujian Province from 2005 to 2019 were as shown in Fig. 1.

As can be seen from Fig. 1, ACEs in Fujian Province displayed an overall downward trend from 2005 to 2019. It dropped from 549.3×10^4 t in 2005 to 393.9×10^4 t in 2019, a decrease of 28.28%, with an average annual decline of 1.89%. The change in agricultural carbon emissions in Fujian Province can be roughly divided into three stages. 2005-2007 was the first stage, ACEs continue to reduce, and the rate of decline continues to decline. Then, 2007-2013 is the second stage, ACEs are relatively stable. It is worth noting that since 2013, ACEs in Fujian Province have dropped sharply, and in these six years, the total carbon emissions have dropped from 507.0×10^4 t (2014) to 393.9×10^4 t (2019), with an average annual growth rate of -3.72%. The negative growth rate of carbon emissions may be due to the decline of carbon emissions caused by the reduction of livestock-breeding scale and adjustment of...
breeding structure; on the other hand, due to the decline of agricultural income, the agricultural labor force has been transferred to non-agricultural industries, resulting in a decline in agricultural production activities. In general, the fluctuation trend of ACEs in Fujian Province in the whole sample range in the past 15 years showed the evolution characteristics of three stages, i.e., “fluctuation decline - maintaining stability - rapid decline”. This demonstrated that Fujian Province has a certain degree of control over carbon emissions in the process of agricultural development, and the meaning of the development of ecological agriculture has been strengthened. Additionally, the average agricultural carbon emissions intensity (ACEI) in Fujian Province has generally shown a downward trend since 2005, from 0.778 t/10^4 CNY in 2005 to 0.364 t/10^4 CNY in 2019, with an average annual decline of 4.24%. The entire sample has fluctuated and the amplitude is also quite different. The largest drop in 2018 reached 10.97%, followed by the largest drop of 7.87% in 2019, and the third one was the drop of 7.03% in 2016. The smallest drop was in 2006, it was only 1.98%. It can be seen that the various characteristics of ACEI are consistent with the variation trend of ACEs.

From the perspective of specific carbon source classification, carbon emissions caused by rice growth, livestock-breeding, and agricultural materials decreased from 164.1×10^4 t, 159.3×10^4 t, and 225.9×10^4 t in 2005 to 99.6×10^4 t, 81.0×10^4 t, and 213.3×10^4 t in 2019, with a decrease of 39.28%, 49.14%, and 5.58%, respectively. Among them, the proportion of carbon emissions brought by carbon emissions from agricultural materials has been maintained at about 42.4% and is showing an upward trend year by year. This is directly related to the extensive use of agricultural materials (chemical fertilizers, pesticides, agricultural film, agricultural diesel, etc.). Moreover, the carbon emissions caused by rice paddy account for 23.3% and exhibited a downward trend year by year. This may be directly related to the abandonment of a large amount of agricultural land in Fujian Province and the decline of rice planting area year by year. It can be seen that ACEs caused by agricultural materials and livestock-breeding account for about 65.8% of total emissions, which is the most important factor for ACEs in Fujian Province.

The above analysis is only from the perspective of total carbon emissions in Fujian Province. Due to the different agricultural resource endowments and economic development of each region, the characteristics of carbon emissions are different. Therefore, it is necessary to analyze the structural differences between ACEs in different cities (Table 2).

It can be seen from Table 2 that Zhangzhou City had the largest total ACEs, reaching 77.86×10^4 t, which was 12.71 times that of Xiamen City (6.13×10^4 t); followed by Nanping (64.52×10^4 t), Longyan (54.96×10^4 t), Sanming (54.22×10^4 t), Fuzhou (45.34×10^4 t), Quanzhou (43.36×10^4 t), Ningde (33.81×10^4 t), and Putian (18.38×10^4 t) from highest to lowest; the last one is Xiamen, which has the least ACEs in 2019. The results of the above agricultural carbon emissions structure displayed that the main sources of ACEs in 9 cities of Fujian Province are agricultural materials and livestock breeding, accounting for an average of about 65.8%, while the proportion of carbon emissions caused by rice growth is the smallest, only 23.3%. It is worth noting that Zhangzhou City, Nanping City, and Longyan City have the largest carbon emissions of agricultural materials, rice growth, and livestock breeding, reaching 59.59×10^4 t, 24.68×10^4 t, and 18.33×10^4 t in 2019, respectively.

Spatial Differentiation Characteristics of ACEs and ACEI

To further reveal the spatial evolution characteristics of ACEs and ACEI in each city in Fujian Province, this study used ArcGIS10.8 to classify ACEs and ACEI to get their spatial distribution Figs (Fig. 2 and Fig. 3) based on the classification principle of the natural breaks method.

According to Fig. 2, the changing pattern of ACEs in the coastal areas (Ningde, Fuzhou, Putian, Quanzhou, Xiamen, and Zhangzhou) of Fujian Province is relatively stable compared with the inland areas (Nanping, Sanming, and Longyan). Among them, the ACEs of Zhangzhou have always been a high emission area. The reason is that Zhangzhou is a big agricultural city, which is the main grain-producing area in Fujian Province. This makes more input in agricultural materials lead to increased carbon emissions. In addition, it is worth pointing out that Xiamen is a special economic zone of China, which has always been a low-emission area of ACEs in Fujian Province. This is because Xiamen's agricultural development model mainly uses agricultural landscape resources and agricultural production conditions to develop a leisure agricultural development model that integrates sightseeing, leisure, and tourism. As a result, its ACEs have been at a low level.

Since carbon emissions intensity considers the impact of total resources on the distribution, it can more accurately reflect the extent of regional ACEs. From the perspective of ACEI (Fig. 3), the spatial distribution of ACEs intensity in different cities of Fujian Province is uneven, and there are obvious differences. ACEI of Nanping City, Ningde City, and Longyan City have been in high-intensity areas. The degree of agricultural modernization in these cities still lags, the development model of agriculture is still “high input and high output”, the development model of the agricultural industry
Table 2: Total and components of ACEs for 9 cities in Fujian Province, 2005-2019. (×10^4 t).

<table>
<thead>
<tr>
<th>City</th>
<th>Year</th>
<th>Rice</th>
<th>Livestock</th>
<th>Agricultural materials</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzhou</td>
<td>2005</td>
<td>18.51</td>
<td>19.07</td>
<td>29.90</td>
<td>67.48</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>6.46</td>
<td>9.93</td>
<td>28.95</td>
<td>45.34</td>
</tr>
<tr>
<td>Xiamen</td>
<td>2005</td>
<td>1.27</td>
<td>6.35</td>
<td>4.38</td>
<td>12.00</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>0.31</td>
<td>1.56</td>
<td>4.26</td>
<td>6.13</td>
</tr>
<tr>
<td>Ningde</td>
<td>2005</td>
<td>16.69</td>
<td>6.10</td>
<td>15.23</td>
<td>38.03</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>9.67</td>
<td>4.31</td>
<td>19.83</td>
<td>33.81</td>
</tr>
<tr>
<td>Putian</td>
<td>2005</td>
<td>7.52</td>
<td>10.30</td>
<td>11.22</td>
<td>29.04</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>2.98</td>
<td>2.20</td>
<td>13.20</td>
<td>18.38</td>
</tr>
<tr>
<td>Quanzhou</td>
<td>2005</td>
<td>17.41</td>
<td>21.17</td>
<td>27.14</td>
<td>65.71</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>9.37</td>
<td>10.38</td>
<td>23.61</td>
<td>43.36</td>
</tr>
<tr>
<td>Zhangzhou</td>
<td>2005</td>
<td>18.36</td>
<td>26.21</td>
<td>66.63</td>
<td>111.20</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>7.79</td>
<td>10.48</td>
<td>59.59</td>
<td>77.86</td>
</tr>
<tr>
<td>Sanming</td>
<td>2005</td>
<td>26.98</td>
<td>18.48</td>
<td>22.25</td>
<td>67.71</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>19.73</td>
<td>9.66</td>
<td>24.83</td>
<td>54.22</td>
</tr>
<tr>
<td>Longyan</td>
<td>2005</td>
<td>24.86</td>
<td>30.17</td>
<td>19.17</td>
<td>74.19</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>18.64</td>
<td>18.33</td>
<td>17.99</td>
<td>54.96</td>
</tr>
<tr>
<td>Nanping</td>
<td>2005</td>
<td>32.48</td>
<td>21.46</td>
<td>28.55</td>
<td>82.48</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>24.68</td>
<td>14.16</td>
<td>25.69</td>
<td>64.52</td>
</tr>
</tbody>
</table>

is relatively single, and the total agricultural output mainly depends on agricultural materials input. As a result, the ACEI of these cities is at a high level.

Spatial Correlation Analysis of ACEs and ACEI

This study used ArcGIS10.8 to conduct spatial autocorrelation analysis on ACEs data of 9 cities in Fujian Province of China from 2005 to 2019. The variation curves of Moran’s $I$ index and $P$-value for each year were shown in Fig. 4.

As can be seen from Fig. 4, the Moran’s $I$ index from 2005 to 2019 is positive and all passed the significance test at the level of 5%, indicating that the spatial distribution of ACEs and ACEI at the city-scale in Fujian Province is not completely random, but has significant spatial dependence characteristics. From the Moran’s $I$ index, it showed a downward trend as a whole, which indicates that the spatial correlation between ACEs and ACEI is weakening.

The global Moran’s $I$ index can only explain the overall spatial dependence of ACEs for each city in Fujian Province, however, it cannot represent the specific structure and spatial correlation of spatial dependence of ACEI. Hence, to better grasp the local spatial pattern of ACEI, the LISA clustering map of 2005 and 2019 was drawn by using ArcGIS 10.8, according to the spatial and temporal distribution characteristics of different cities (Fig. 5).

As shown in Fig. 5, at a significant level of 5%, the local spatial dependence of agricultural carbon emissions for each city in Fujian Province is relatively obvious. From the LISA agglomeration map in 2005, it can be seen that ACEI in Fujian Province has formed high-high agglomeration areas (Sanming) and low-low agglomeration areas (Putian). According to the LISA agglomeration map in 2019, the high-low agglomeration area expanded (Quanzhou and Ningde). It can be seen that although a certain agglomeration area has been formed, the spatial autocorrelation in most areas is not significant, and the agglomeration effect is very limited. In particular, the diffusion effect and demonstration effect of the low-low agglomeration region have not yet played a significant role, and the area of the high-low agglomeration area has expanded.

CONCLUSION

Considering the deficiency of past literature studies on spatial heterogeneity of factors affecting agricultural carbon emissions (ACEs), this study first constructed a system for measuring ACEs, and calculated ACEs and agricultural carbon emissions intensity (ACEI) at the city-scale of "The Belt
and Road’ Core Area (Fujian Province) in China from 2005 to 2019. Then, the evolution characteristics of agricultural carbon emissions, intensity, and structure in Fujian Province were discussed from spatio-temporal latitudes. Finally, ESDA was applied to analyze the spatial correlation of ACEI and to explore the spatial agglomeration area of ACEI. Accordingly, the main conclusions and corresponding optimization measures of this study are summarized as follows.

Fig. 2: Spatial distribution of ACEs in Fujian Province during 2005-2019 (10^4 t).
In this study, more sources of carbon emissions, especially methane and $\text{N}_2\text{O}$, were considered when constructing the measurement system of ACEs. This makes our result reveals a relatively more accurate estimation of ACEs for this study area compared with those from the other studies (e.g., Zhang & Zhang 2020). ACEs in Fujian Province demonstrated a downward trend as a whole during 2005-2019. Results exhibited that ACEs in Fujian Province decreased from $549.3 \times 10^4$ t in 2005 to $393.9 \times 10^4$ t in 2019, with an average annual decline of 1.89%. In terms of carbon sources of ACEs, agricultural materials cause the largest emissions, with an average annual emission of $233.0 \times 10^4$ t, accounting for 47.59% of the total ACEs, while rice growth leads to the smallest carbon emissions, with an average annual emission.

Fig. 3: Spatial distribution of ACEI at the city-scale in Fujian Province from 2005-2019 (10^4 t).
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As shown in Fig. 5, at a significant level of 5%, the local spatial dependence of agricultural carbon emissions for each city in Fujian Province is relatively obvious. From the LISA agglomeration map in 2005, it can be seen that ACEI in Fujian Province has formed high-high agglomeration areas (Sanming) and low-low agglomeration areas (Putian). According to the LISA agglomeration map in 2019, the high-low agglomeration area expanded (Quanzhou and Ningde). It can be seen that although a certain agglomeration area has been formed, the spatial autocorrelation in most areas is not significant, and the agglomeration effect is very limited. In particular, the diffusion effect and demonstration effect of the low-low agglomeration region have not yet played a significant role, and the area of the high-low agglomeration area has expanded.

CONCLUSION

Considering the deficiency of past literature studies on spatial heterogeneity of factors affecting agricultural carbon emissions (ACEs), this study first constructed a system for measuring ACEs, and calculated ACEs and agricultural carbon emissions intensity (ACEI) at the city-scale of The Belt and Road Core Area (Fujian Province) in China from 2005 to 2019. Then, the evolution characteristics of agricultural carbon emissions, intensity, and structure in Fujian Province were discussed from spatio-temporal latitudes. Finally, ESDA was applied to analyze the spatial correlation of ACEI and to explore the spatial agglomeration area of ACEI. Accordingly, the main conclusions and corresponding optimization measures of this study are summarized as follows.

(1) In this study, more sources of carbon emissions, especially methane and N₂O, were considered when constructing the measurement system of ACEs. This makes our result reveals a relatively more accurate estimation of ACEs for this study area compared with those from the other studies. ACEI displayed a downward trend as a whole, with a decline rate of 63.56%, and an average annual decrease of 4.24%. There are fluctuations and differences in ACEs of Fujian Province from 2005 to 2019. Therefore, we suggest that the government should formulate differentiated policies on agricultural carbon reduction. This is because each city’s agricultural natural resource endowment and technological level are different, so the evolution of its ACEs has its characteristics, and there are differences in the sources of carbon emissions. Only in this way can we improve the effectiveness of agricultural carbon reduction.
(2) The spatial distribution of ACEs and ACEI in Fujian Province is different. Except for Xiamen and Putian, ACEs of other cities all exceeded 50×10^9 t, accounting for 95.05% of the province’s total emissions. Among them, the top three regions in terms of carbon emissions are Zhangzhou City, Nanping City, and Longyan City. These areas are the main rice-growing areas in Fujian Province, with a large input of agricultural materials and relatively developed animal husbandry, which make a greater contribution to the total carbon emissions. So, the government should further guide consumers/farmers to choose agricultural products with green and low-carbon scientifically and reasonably to form a low-carbon consumption pattern of agricultural products. Moreover, the results showed that methane emission from paddy fields is also the main source of ACEs. Thus, in addition to formulating differential policies, the government should also choose reasonable management measures to cultivate new agricultural varieties. For instance, Some scholars have found a kind of low methane and high starch rice (SUSIBA2) (Su et al. 2015), which opened up a new idea for the breeding of new varieties in the later stage.

(3) There exists an obvious spatial correlation of ACEs for each city in Fujian Province. From 2005 to 2019, the Moran’s I index values were positive and passed the significance test, indicating that ACEs and ACEI in Fujian Province showed obvious spatial dependence. According to LISA’s clustering map and significance map, although a relatively obvious clustering area has been formed, the spatial autocorrelation of most regions is not significant. Therefore, it is necessary to further strengthen regional cooperation and jointly control the key carbon sources. Meanwhile, we believe that the government and scholars should further explore the seamless integration of ecological compensation mechanism and carbon trading system, namely, “carbon compensation mechanism”. Previous studies have shown that ecological compensation plays an important role in the green and low-carbon development of the agricultural sector (Cui et al. 2021, Xiong et al. 2019). Through this compensation mechanism, low-carbon agricultural production behavior with positive externalities can be stimulated, and carbon emissions can be reduced. For example, the behavior of using environmentally friendly technologies (such as organic application, ecological control of diseases and insect pests) and livestock and poultry farming manure treatment (biogas treatment), etc.
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ABSTRACT

Soil erosion is one of the major environmental problems facing the world. The multi-scale characteristics of soil erosion and the complexity of its influencing factors put forward higher requirements for soil erosion prevention and control. Based on GIS technology and the RUSLE model, this paper quantitatively studies the temporal and spatial variation characteristics of soil erosion intensity in Chengde City (CC) from 2003 to 2018 and analyzes the temporal and spatial characteristics of R, K, LS, C, P factors according to the model calculation results, and analyzes the formation mechanism of key units of soil erosion in CC. The results show that: The area of tolerable erosion in CC in 2018 was 35152.19 km² (accounting for 90.22% of the total area), which was at the level of tolerable erosion on the whole. The average soil erosion modulus of CC in 2003, 2006, 2009, 2012, 2015, and 2018 were 41.38, 45.06, 46.58, 53.66, 27.67, and 73.34 t.km⁻².y⁻¹, reaching the maximum value of 83.66 t.km⁻².y⁻¹ in 2012, showing a rising trend and then declining trend in the research period. Soil erosion deteriorated in some areas of CC and regional differences increased, which caused serious environmental problems. Fitting results showed that the R factor was one of the important factors for the increase of regional differences and average erosion modulus. According to the characteristics of the problem, a precise governance model of soil erosion prevention based on the intensity and causes of soil erosion was put forward, and a “landing” scheme of soil erosion prevention and control measures was put forward. Furthermore, the control of soil and water loss in key areas should be strengthened in the future.

INTRODUCTION

Soil erosion refers to the process of soil denudation by external forces such as water power and wind power, as well as the transport of denuded soil by wind and runoff, which eventually leads to a series of eco-environmental problems (Wang & Zhao 2020). Worldwide, prevention and control of soil erosion and other forms of land degradation caused the attention of policymakers, land managers, and politicians, and this is reflected in many global initiatives, including but not limited to the Global Land Assessment of Degradation (GLASOD), the United Nations Convention to Combat Desertification (UNCCD), and the United Nations Environment Programme (UNEP) report (Ustin et al. 2009). Water and soil conservation planning requires scientific and reasonable soil erosion assessment to clarify the intensity, area, and spatial distribution of regional soil erosion to carry out soil and water conservation activities in a targeted manner (Lin et al. 2020). In addition, after the implementation of regional soil erosion assessment, how to promote the “landing” of soil erosion assessment results and prevention measures is also an important link in soil and water conservation activities. “Landing” means that the assessment results can be “landed” on specific plots or small-scale ranges to provide decision-makers with specific soil erosion prevention and control areas (Gu et al. 2020).

At present, a variety of quantitative soil erosion assessment models have been developed all over the world, which can be mainly divided into three types: conceptual, physical process-based, and empirical statistics-based (Kwanele & Njoya 2019). Among the three models, an empirical statistical model is the simplest model with low computational requirements and easy application, so it has been widely used around the world (Antonello et al. 2015). The Universal Soil Loss Equation (USLE) was proposed in the mid-1960s. Renard et al. (1997) modified USLE and obtained the RUSLE model. Liu et al. (2002), based on
the USLE model, fully considered the characteristics and geographical characteristics of slope erosion in China and proposed the Chinese Soil Loss Equation (CSLE). RUSLE model is considered to be the most commonly used empirical model for soil erosion assessment (Biddoccu et al. 2020), as a computer-based model, the rapid development of computer technology, remote sensing technology, and geographic information system greatly promoted the development and application of RUSLE (Xiao et al. 2015). It provides a clear idea for understanding the causes of soil erosion. China’s ecological governance mode means that China’s governance policies are usually implemented on a large scale (Wen & Zhen 2020). In the early stage of governance, large-scale governance measures can achieve rapid and obvious governance effects, but they also have certain drawbacks. For example, Chengde City (CC) has implemented large-scale environmental protection projects such as the Conversion of Cropland to Forest Project (CCFP) for many years, and its forest area has increased significantly, and the overall situation of soil erosion has improved significantly. However, from May to July 2019, sediment deposition and water quality index exceeded the standard in the Pianqiaozi section of the mainstream of Luanhe River in the territory of CC for three consecutive months, and local soil and water loss broke out. The pattern and process of geographical phenomena change with the change of measurement scale, which means that the laws observed at one scale may not be directly applied at another scale. Therefore, the effectiveness of prevention measures is closely related to regional characteristics, and policies should be adjusted according to specific geographical conditions (Wen & Théau 2020). In addition, in the existing soil erosion assessment studies based on remote sensing data, the evaluation results are usually presented in the spatial form of soil erosion modulus, soil erosion amount, or erosion intensity distribution map, and the presentation form is mostly “speckled” with great spatial variability, so the “landing” of erosion evaluation cannot be well realized (Gu et al. 2020), more reasonable “landing” options still need to be explored.

In this paper, high-precision RS data and the RUSLE model were used to quantitatively study the spatial-temporal variation characteristics of soil erosion in Chengde City (CC) and accurately identified the regional coordinates with large soil erosion modulus and the influencing factors of soil erosion. In view of the above scale and “landing” problems, a town-scale soil erosion control planning model was proposed, and a “landing” scheme was proposed.

MATERIALS AND METHODS

Study Area

Chengdu City (CC) is located in the northeast of Hebei Province, with Inner Mongolia grassland in the north and Beijing and Tianjin in the south, and Liaoning Province to the east. The city ranges from 115°54’-119°15’ E and 40°12’-42°37’ N. The total area of CC is 39519 km², it is a temperate continental monsoon climate with an annual rainfall of 402.3-882.6 mm and an annual average rainfall of 530.13 mm. The main river in CC is the Luanhe River, which is one of the main water systems in the Haihe River Basin. It not only supports the economic and social development in the region but also serves as the water conservation area and ecological protection area of Beijing and Tianjin. Fig. 1 gives the details on Pianqiaozi town and the study area.

Data Source

(1) Daily precipitation data of Chengde, Fengning, and other

![Fig. 1: Study area.](image-url)
rainfall stations from 2003 to 2018. (2) The soil type map of CC extracted from the national soil data types includes the data on the physical and chemical properties of all soil types. (3) 30 m resolution GDEM data. (4) 30 m resolution Landsat5 TM/Landsat8 OLI data. (5) 500 m resolution MODIS land use/cover data. (6) 30 m physical and chemical data were resampled to 30 m to keep consistent with the spatial scale of TM data for subsequent processing.

**RUSLE MODEL**

In this study, based on the Revised Universal Soil Loss Equation (RUSLE), combined with GIS technology and RS data source, the numerical values of five factors (R, K, LS, C, P) affecting soil erosion in CC were calculated by ArcGIS10.2 software and the spatial distribution maps were drawn. The expression equation of the RUSLE model is as follows:

\[
A = R \times K \times LS \times C \times P \quad \ldots (1)
\]

Where A is the soil loss (t·km⁻²·y⁻¹). R is the rainfall erosivity factor (MJ·mm·ha⁻¹·y⁻¹). K is the soil erodibility factor [t·ha⁻¹·h·(ha·MJ·m)⁻¹]. LS is the slope length and steepness factor (dimensionless). C is the vegetation cover and management factor (dimensionless). P is the conservation practice factor (dimensionless).

(1) Rainfall erosivity factor R

Rainfall is the direct driving force of soil erosion, as raindrops splash and separate soil particles, and runoff formed by rainfall will further scour and denude the soil and carry the soil, thus forming soil erosion. Richardson et al. (1983) first proposed the daily rainfall erosivity model. Zhang et al. (2002) modified Richardson’s daily rainfall erosivity model by using the daily rainfall data of 71 representative weather stations in China. This revised Richardson daily rainfall erosivity model was used in this study to calculate rainfall erosivity R, with the formula as follows:

\[
R = \alpha \sum_{j=1}^{n} P_{dj}^\beta \quad \ldots (2)
\]

\[
\alpha = 2.239 \times \beta^{-7.3967} \quad \ldots (3)
\]

\[
\beta = 0.6243 + \frac{27.346}{P_{d12}} \quad \ldots (4)
\]

Where \(P_{dj}\) is the actual rainfall on the day when the daily rainfall is greater than 12 mm. \(\alpha, \beta\) are the model parameters, which needs to be calculated according to the regional precipitation characteristics. \(P_{d12}\) is the average rainfall with daily rainfall greater than 12 mm.

(2) Soil erodibility factor K

K is a necessary parameter in the soil loss model. Soil erodibility refers to the ease with which soil can be dispersed and transported under the action of erosive forces such as raindrop impact and runoff scour. Soil physical properties, including soil structure, texture, organic matter, and soil infiltration ratio, determine soil erodibility and soil erosion resistance. However, soil structure and soil infiltration ratio are often difficult to obtain. Therefore, this study adopted the calculation method of K value developed by Williams et al. (1990) based on the EPIC model, which mainly considered soil organic carbon and particle size composition data. Formula:

\[
K = \left\{ 0.2 + 0.3 \exp[0.0256 \times SN(1 - \frac{SIL}{100})] \right\} \times \left\{ \frac{SIL}{CAL + SIL} \right\}^{0.3} \times \left[ 1 - \frac{0.25C}{C + \exp(3.72 - 2.95C)} \right] \times \left[ 1 - \frac{0.7SN1}{SN1 + \exp(-5.51 + 22.9SN1)} \right] \quad \ldots (5)
\]

Where, \(SN1 = 1 - \frac{SAN}{100}\), \(SAN (0.05-2.00 \text{ mm})\) is gravel content (%). \(SIL (0.002-0.05 \text{ mm})\) is silt content (%). \(Cal\) \((<0.002 \text{ mm})\) is the clay content (%). \(C\) is the organic carbon content (%). The unit of K value calculated by the formula is the American system. In this paper, the K value is converted to an international system for analysis.

(3) Slope length and steepness factor LS

Slope length and steepness factor LS include slope length

Table 1: Data source table.

<table>
<thead>
<tr>
<th>Data</th>
<th>Format</th>
<th>Source</th>
<th>Spatial resolution</th>
<th>Time span</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODIS land use/cover data</td>
<td>Raster</td>
<td><a href="https://lpdaac.usgs.gov/">https://lpdaac.usgs.gov/</a></td>
<td>500 m</td>
<td>2003-2018</td>
</tr>
<tr>
<td>GDEM</td>
<td>Raster</td>
<td><a href="http://www.gscloud.cn/">http://www.gscloud.cn/</a></td>
<td>30 m</td>
<td>N/A</td>
</tr>
<tr>
<td>Soil data</td>
<td>Raster</td>
<td><a href="http://vdb3.soil.csdb.cn/">http://vdb3.soil.csdb.cn/</a></td>
<td>1000 m</td>
<td>N/A</td>
</tr>
<tr>
<td>Rainfall data</td>
<td>Text</td>
<td>Hydrological stations in CC</td>
<td>N/A</td>
<td>2003-2018</td>
</tr>
<tr>
<td>Landsat5 TM/Landsat8 OLI data</td>
<td>Raster</td>
<td><a href="http://www.usgs.gov/">http://www.usgs.gov/</a></td>
<td>30 m</td>
<td>2003-2018</td>
</tr>
</tbody>
</table>

Note: N/A means not applicable.
factor L and steepness factor S. Slope length factor L affects the velocity of surface runoff, and steepness factor S affects the scale and intensity of material flow and energy conversion. For gentle slope and steep slope, the formula proposed by Liu et al. (2002) was adopted respectively for calculation, and the formula is as follows:

\[
S = \begin{cases} 10.8 \sin \theta + 0.036 & \theta < 5^\circ \\ 16.8 \sin \theta - 0.5 & 5^\circ < \theta < 10^\circ \\ 21.9 \sin \theta - 0.96 & \theta \geq 10^\circ \end{cases} \quad \cdots(6)
\]

Where \( S \) is the steepness factor, and the unit is radian; \( \theta \) is the slope, and the unit is the angle. The slope length factor \( L \) was extracted by using the modified formula proposed by Wischmeier et al. (1960). Formula:

\[
L = \left( \lambda \div 22.13 \right) \quad \cdots(7)
\]

\[
m = \begin{cases} 0.2 & \theta \leq 1^\circ \\ 0.3 & 1^\circ < \theta \leq 3^\circ \\ 0.4 & 3^\circ < \theta \leq 5^\circ \\ 0.5 & \theta > 5^\circ \end{cases} \quad \cdots(8)
\]

Where, \( \lambda \) is the slope length, and \( m \) is the slope length index.

(4) Vegetation coverage and management factor \( C \)

\( C \) refers to the ratio of soil loss on the land with specific vegetation cover or field management to the soil loss on the bare fallow land with clear tillage or no vegetation cover under the same soil, slope, and rainfall conditions. The higher the value of \( C \), the greater the amount of soil erosion caused by this kind of land use. In this study, the most widely used Normalized Difference Vegetation Index (NDVI) was used to estimate vegetation coverage. Vegetation coverage \( f \) (Equation 10) was calculated based on NDVI data, and then the \( C \) factor value was calculated based on the model established by Cai et al. (2000). Formula:

\[
NDVI = \frac{(NIR - R)}{(NIR + R)} \quad \cdots(9)
\]

\[
f = \frac{NDVI - NDVI_{\text{min}}}{(NDVI_{\text{max}} - NDVI_{\text{min}})} \quad \cdots(10)
\]

\[
C = \begin{cases} 1 & f = 0 \\ 0.6508 - 0.3461 \times \log f & 0 < f < 78.3\% \\ 0 & f \geq 78.3\% \end{cases} \quad \cdots(11)
\]

Where \( NIR \) is the near-infrared band, \( R \) is the red band, \( f \) is the vegetation coverage, and \( C \) is the vegetation coverage and management factor.

(5) Conservation practice factor \( P \)

\( P \) is a quantitative index reflecting the influence degree of soil and water conservation measures on soil and water loss. By referring to previous research results on \( P \) value, this paper assigned the value of 1 to the land use types that can be considered as having not taken any measures, such as forest, shrub lands, grassland, and unused land. Land use types that in principle will not produce soil erosion, such as water bodies, and urban and construction land, were assigned as 0, while other land use types were assigned according to the empirical \( P \) value formula proposed by Lufafa et al. (2003). Formula:

\[
P = 0.2 + 0.03S \quad \cdots(12)
\]

Where \( P \) is the factor of conservation practice, and \( S \) is the percentage slope.

RESULTS AND DISCUSSION

Spatial and Temporal Characteristics of Soil Erosion in CC

From the perspective of space, the overall soil erosion in CC was good, at a tolerable erosion level, and soil erosion mainly occurs in local areas. To accurately identify the area where soil erosion occurs, the areas with a soil erosion modulus of 0 are defined as the area where no erosion occurs. At the regional scale, researchers are usually more concerned about the characteristics of soil erosion areas. The ArcGIS 10.2 software was used to make statistics on the erosion area data of CC. In 2018, it was found that the area of tolerable and below erosion was 35152.19 km², accounting for about 90.02% of the total area of CC. And its area proportion was the largest, it showed a trend of decreasing first and then increasing. The area of light erosion was 3736.77 km², accounting for 9.57%, and the area of moderate erosion was 138.87 km², accounting for 0.36%. The area of severe erosion was 20.37 km², accounting for about 0.05% (Fig. 2, 3, and Table 3). During the study period, the area of very severe erosion occurred for the first time in 2018, with an area of about 0.71 km², indicating that local soil erosion had worsened. In 2018, the areas with large soil erosion modulus in CC were mainly distributed in Wulingshan Forest Park, Yingshouyingzi Mining Area of Xinglong County, and Luaping County. In addition, soil erosion modulus along the Luanhe River was also high, which was related to the local

<table>
<thead>
<tr>
<th>Land use type</th>
<th>Forest</th>
<th>Shrub lands</th>
<th>Grassland</th>
<th>Unused land</th>
<th>Waterbody</th>
<th>Urban and Construction land</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.2+0.003S</td>
</tr>
</tbody>
</table>
agricultural planting along the river area and the high slope of the hillside along the river. The light and above erosion areas in CC were mainly concentrated in the Wuling Mountain Forest Park in the northeast of Xinglong County, Kuancheng County, Weichang County, and Fengning County (Fig. 2). In the study of soil erosion, light and above erosion areas are generally considered as soil erosion areas, so the above areas are the key areas for soil erosion control.

In terms of time, the average soil erosion modulus in CC increased at first and then decreased, and its value reached the maximum value of 83.66 t·km⁻²·a⁻¹ in 2012 (Table 4). The area of light and above soil erosion area in CC increased firstly and then decreased, reaching the maximum value of 6386.93 km² (accounting for 16.45%) in 2012 and then decreased gradually (Table 3 and Fig. 3), which was consistent with the changing trend of average soil erosion modulus, indicating that the overall soil erosion situation in CC gradually improved in recent years. According to the statistics of the variation range of soil erosion modulus in each year, the maximum soil erosion modulus in CC showed a trend of decreasing first and then increasing and reaching the maximum value of 12202.2 t·km⁻²·y⁻¹ in 2018 (Table 4). The standard deviation is the arithmetical square root of the statistical variance of a data set, which can reflect the degree of dispersion of a data set. The standard deviation of soil erosion modulus in CC from 2003 to 2018 was calculated, and it was found that the standard deviation in the study area first decreased and then increased, and the value reached the maximum value of 232.38 in 2018 (Table 4), which was significantly larger than that in other years. These two sets of data indicated that in recent years, the dispersion of soil erosion modulus in the study area has increased and the difference in soil erosion status between regions has become larger. Compared with the data for 2012 and 2018 in Table 3, it was found that the light erosion area and moderate erosion area of CC in 2018 were smaller than that of 2012, but the severe erosion area was larger than in 2012, and the very severe soil erosion area appeared for the first time. By the same token, comparing the data of 2003 and 2018, it was found that the areas of light and above erosion in 2018 are larger than that in 2003. The reason was that the condition of some tolerable-erosion areas deteriorated and developed into higher-grade soil erosion areas. To sum up, after the implementation of large-scale soil and water conservation measures in CC, the soil erosion situation had gradually improved in recent years, but due to the scale characteristics

![Fig. 2: Interannual variation of soil erosion in CC from 2003 to 2018.](image-url)
of geographical phenomena, the causes of soil and water loss in some areas did not match with large-scale environmental protection measures. As a result, the difference in soil erosion between local areas was gradually increasing, and the local condition was deteriorating.

**Analysis of Erosion Factors of the RUSLE Model**

**Analysis of R factor**

The R factor was calculated by the formula (2) and the R-value was counted by ArcGIS 10.2. The annual average R-value from 2003 to 2018 was 1778.22 MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$ (Table 5). According to the research results of Liu et al. (2013), the average annual rainfall erosivity in CC ranges from 500 to 2000 MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$, indicating that the calculated results of the R factor are reliable. The data of R factor, average soil erosion modulus, and standard deviation were input into SPSS Statistics software for processing. The statistical results showed that R had a strong correlation with standard deviation, and the coefficient of determination $R^2$ was 0.9362 (Fig. 4a).

R factor was not the main factor for increasing soil erosion modulus in some areas did not match with large-scale geographical phenomena. The correlation between R and average soil erosion modulus is relatively strong, and the condition was deteriorating.

**Table 3: Proportion (%) of different erosion intensities in CC (dimension of soil erosion modulus is t.km$^{-2}$·y$^{-1}$).**

<table>
<thead>
<tr>
<th>Erosion intensity</th>
<th>No erosion [0]</th>
<th>Tolerable [0-200]</th>
<th>Light (200-2500)</th>
<th>Moderate (2500-5000)</th>
<th>Severe (5000-8000)</th>
<th>Very Severe (8000-15000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion</td>
<td>80.33</td>
<td>92.50</td>
<td>7.44</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>76.03</td>
<td>91.22</td>
<td>8.78</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2009</td>
<td>64.82</td>
<td>91.99</td>
<td>8.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2012</td>
<td>69.11</td>
<td>83.55</td>
<td>15.89</td>
<td>0.55</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>2015</td>
<td>80.26</td>
<td>94.20</td>
<td>5.75</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2018</td>
<td>80.33</td>
<td>90.02</td>
<td>9.57</td>
<td>0.36</td>
<td>0.05</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4: Characteristics of soil erosion modulus in CC from 2003 to 2018.**

<table>
<thead>
<tr>
<th>Year</th>
<th>Minimum modulus of erosion (t.km$^{-2}$·y$^{-1}$)</th>
<th>Maximum modulus of erosion (t.km$^{-2}$·y$^{-1}$)</th>
<th>Average modulus of erosion (t.km$^{-2}$·y$^{-1}$)</th>
<th>Standard deviation (Dimensionless)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>0</td>
<td>6207.87</td>
<td>41.38</td>
<td>131.55</td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>3170.07</td>
<td>45.06</td>
<td>119.32</td>
</tr>
<tr>
<td>2009</td>
<td>0</td>
<td>3775.75</td>
<td>46.58</td>
<td>92.63</td>
</tr>
<tr>
<td>2012</td>
<td>0</td>
<td>8520.08</td>
<td>83.66</td>
<td>215.40</td>
</tr>
<tr>
<td>2015</td>
<td>0</td>
<td>2168.74</td>
<td>27.67</td>
<td>86.40</td>
</tr>
<tr>
<td>2018</td>
<td>0</td>
<td>12002.2</td>
<td>73.34</td>
<td>232.38</td>
</tr>
</tbody>
</table>
is 0.9362 (Fig.4a). There is a strong correlation between the R factor and dispersion degree of soil erosion modulus in the study area. The greater the R, the greater the difference between regions of soil erosion and the more significant problem of local erosion. The correlation between R and average soil erosion modulus is relatively strong, and the coefficient of determination $R^2$ is 0.6854 (Fig. 4b). R factor was not the main factor for increasing soil erosion modulus from 2003 to 2009. R factor was the important reason for increasing soil erosion modulus from 2009 to 2018. The areas with high R-values in 2018 were mainly Xinglong County and Kuancheng County in the south of CC (Fig. 5a), with the annual average values of 3902.65 MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$ and 2841.18 MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$ (Table 5). Respectively, all of them were significantly higher than the average value of 1778.22 MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$ in the study area. The soil erosion in these areas was greatly affected by rainfall erosivity factor R, so soil erosion control should pay attention to the influence of the R factor.

![Fig. 4](image-url) Relationship map of R with standard deviation(σ) and average soil erosion modulus(A).

Table 6: Classification and distribution area of soil erodibility K (t.ha.h.(MJ.mm.ha)$^{-1}$) value in CC.

<table>
<thead>
<tr>
<th>Soil types</th>
<th>K ranges</th>
<th>Area (km$^2$)</th>
<th>Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-difficult erosion soil</td>
<td>&lt;0.1</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Difficult erosion soil</td>
<td>0.1-0.2</td>
<td>7498.95</td>
<td>19.00</td>
</tr>
<tr>
<td>Relative-difficult erosion soil</td>
<td>0.2-0.25</td>
<td>5534.92</td>
<td>14.02</td>
</tr>
<tr>
<td>Relative-easy erosion soil</td>
<td>0.25-0.3</td>
<td>17877.10</td>
<td>45.29</td>
</tr>
<tr>
<td>Easy erosion soil</td>
<td>0.03-0.4</td>
<td>6738.73</td>
<td>17.07</td>
</tr>
<tr>
<td>High-easy erosion soil</td>
<td>&gt;0.4</td>
<td>1823.84</td>
<td>4.62</td>
</tr>
</tbody>
</table>

Table 5: Statistical table of annual average R (MJ·mm·hm$^{-2}$·h$^{-1}$·y$^{-1}$) value of each meteorological station in CC.

<table>
<thead>
<tr>
<th>Year</th>
<th>Chengde station</th>
<th>Chengde county</th>
<th>Fengning</th>
<th>Kuancheng</th>
<th>Longhua</th>
<th>Luaping</th>
<th>Pingquan</th>
<th>Weichang</th>
<th>Xinglong</th>
<th>Study area</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>1252.18</td>
<td>2438.44</td>
<td>405.48</td>
<td>2408.69</td>
<td>911.46</td>
<td>1291.86</td>
<td>1945.8</td>
<td>2038.6</td>
<td>4385.56</td>
<td>1897.56</td>
</tr>
<tr>
<td>2006</td>
<td>1757.29</td>
<td>1024.61</td>
<td>1943.23</td>
<td>559.23</td>
<td>667.91</td>
<td>879.22</td>
<td>877.49</td>
<td>1031.7</td>
<td>1233.38</td>
<td>1108.23</td>
</tr>
<tr>
<td>2009</td>
<td>527.77</td>
<td>912.19</td>
<td>338.8</td>
<td>1530.81</td>
<td>466.88</td>
<td>887.73</td>
<td>696.25</td>
<td>784.81</td>
<td>2522.18</td>
<td>963.05</td>
</tr>
<tr>
<td>2012</td>
<td>1655.05</td>
<td>2248.54</td>
<td>641.28</td>
<td>5834.3</td>
<td>1319.43</td>
<td>1653.46</td>
<td>2209.72</td>
<td>1660.27</td>
<td>5666.67</td>
<td>2543.19</td>
</tr>
<tr>
<td>2015</td>
<td>1273.48</td>
<td>819.14</td>
<td>984.56</td>
<td>1382.83</td>
<td>675.25</td>
<td>390.15</td>
<td>943.07</td>
<td>1429.1</td>
<td>1069.18</td>
<td>996.31</td>
</tr>
<tr>
<td>2018</td>
<td>1540.74</td>
<td>2905.46</td>
<td>940.48</td>
<td>5331.21</td>
<td>2041.46</td>
<td>3107.11</td>
<td>1182.69</td>
<td>2860.61</td>
<td>8538.94</td>
<td>3160.97</td>
</tr>
<tr>
<td>Multi-year average</td>
<td>1334.42</td>
<td>1724.73</td>
<td>875.64</td>
<td>2841.18</td>
<td>1013.73</td>
<td>1368.26</td>
<td>1309.17</td>
<td>1634.18</td>
<td>3902.65</td>
<td>1778.22</td>
</tr>
</tbody>
</table>
**Analysis of K factor**

The distribution map of soil erodibility in CC was obtained by model calculation, as shown in Figure 5b. Moreover, soil erodibility in CC was classified according to other soil erodibility studies, as shown in Table 6. From Table 6, the main soil type in CC is easy erosion soil (including relative-easy erosion soil, easy erosion soil, and high-easy erosion soil), accounting for 66.98% of the area of CC, and the area of relative-easy erosion soil is 17877.1 km², accounting for the largest proportion, up to 45.29%, which is consistent with the research results of Men et al. (2004). According to the spatial distribution map of K value (Fig. 5b), the soil erodibility in the study area is high. The soil erodibility is high along the Luanhe River and near the urban built-up areas, and the soil erodibility is also high in Fengning County in the west of CC. The areas with a high K value are prone to soil erosion caused by the K factor, and the influence of the K value should be taken into account in the development of soil and water conservation measures.

**Precision Governance Mode of Soil Erosion**

At present, the quantitative evaluation results of soil erosion are usually presented in the form of soil erosion modulus distribution maps and soil erosion intensity distribution maps, most of which are "speckled", and cannot determine the exact location of severely eroded areas. It cannot achieve the “landing” of soil erosion assessment and treatment well, and its spatial orientation of soil and water conservation planning is not clear (Fig. 2). As a result, it is necessary to explore a more appropriate presentation mode on this basis (Gu et al. 2020). China is delimiting key areas of soil and water loss (Li et al. 2018), and key areas need to be scientifically delimited on a scale. In previous practice, the planning and management of water conservation with small watersheds as the unit has achieved remarkable results (Chen et al. 2019). Therefore, this paper proposed a town-level administrative unit scale soil erosion control model based on soil erosion intensity and causes. It is suitable for areas with prominent local soil erosion problems and few measured data, and the town-level scale is similar to the small watershed scale.

Due to the large area of CC and the sparse population of the ethnic autonomous county within the territory, there are few measured data, so it is not consistent with the actual situation to evaluate and control soil erosion by field exploration and field investigation. Based on the calculation results of the RUSLE model, the precise governance model analyzed the regional sediment source, erosion sediment-producing environment, and sediment transport process, listed the moderate and above soil erosion areas as key treatment units, and identified the precise longitude and latitude of key units. It analyzed the cause combination of key units by combining the spatio-temporal characteristics of R, K, LS, C, and P factors. The planning results and landing schemes of soil erosion prevention and control based on this model were detailed in Fig. 6 and Table 7. This paper takes the problem section (Pianqiaozi section) as the outflow point and the watershed gathered at the outflow point as the key research area to elaborate in detail. Decision-makers can develop specific small-scale soil erosion control measures based on Fig. 6, Table 7 and local conditions to effectively solve local water and soil erosion problems.
DISCUSSION AND CONCLUSION

After the implementation of large-scale ecological control projects in CC (such as CCFP), the area of no erosion increased to 31367.66 km² in 2018 and the average soil erosion modulus decreased from 83.66 t.km⁻².y⁻¹ in 2012 to 73.34 t.km⁻².y⁻¹ in 2018. The overall soil erosion improved in CC. This situation exists widely in most parts of China, such as the Loess Plateau, Shenzhen City, and so on (Zhang & Li 2018, Zhu et al. 2021). However, due to the multi-scale characteristics of soil erosion and the complexity of its influencing factors, large-scale control policies often leave some local problems at the same time. As shown by the phenomenon of sediment deposition and water quality index exceeding the standard in Pianqiaozi, the outbreak of local soil and water loss will also cause serious environmental problems. This kind of situation also exists widely in Shenzhen City, the Loess Plateau, and other areas (Zhang & Li 2018, Jin et al. 2021). Large-scale control measures are not suitable for local soil erosion, which will cost a lot of manpower and material resources, and the control effect may not meet expectations. Therefore, China is delineating the key areas of soil and water loss (Li et al. 2018) and replacing large-scale control with the way of controlling the key areas.

The integration of RS, GIS, and soil erosion models to make a series of maps of soil erosion changes can find the fragile areas of soil erosion from the point of view of spatio-temporal change, which is helpful to analyze the change process of regional soil erosion from emergence, development to extinction. However, most of the pictures made by this method are “speckled”, which cannot determine the exact location of the serious erosion area and cannot quickly and accurately realize the “landing” of soil erosion assessment. Therefore, a precise governance model of soil erosion was proposed. It covers the calculation, assessment, identification, and cause analysis of the whole process of soil erosion prevention, which can quickly identify local soil erosion problems and put forward targeted prevention and control measures. However, the adaptability of the accurate soil erosion control model proposed in this paper to the overall areas with poor soil erosion needs to be strengthened, the key control units in the areas with poor soil erosion will be many and large, and the task of small-scale control is heavy. The study has theoretical and practical significance for soil erosion control in CC, can provide some reference for relevant research, and can also provide a supplementary treatment idea for large-scale governance mode in China.

In 2018, the area of tolerable and below erosion in CC was 35152.19 km², accounting for 90.22% of the total area. CC was generally at the level of tolerable erosion, but soil erosion in local areas showed a worsening trend. The average soil erosion modulus of CC in 2003, 2006, 2009, 2012, 2015, and 2018 were 41.38, 45.06, 46.58, 83.66, 27.67, and 73.34 t.km⁻².y⁻¹, reaching the maximum value of 83.66 t.km⁻².y⁻¹ in 2012, showing a rising trend and then declining trend in the research period. After large-scale water and soil conservation measures were implemented in CC, the overall soil erosion situation gradually improved. However, due to the scale problem, the prevention and control measures did not consider the regional characteristics, so the local soil erosion problem aggravated and the regional differences gradually increased, which eventually led to the sediment deposition and water quality exceeding the standard in the Pianqiaozi section. Local erosion can still cause serious environmental problems with the continuous improvement of overall soil erosion. Fitting results showed that the R

---

**Table 7:** Distribution table of key locations of soil erosion at the town scale.

<table>
<thead>
<tr>
<th>Number</th>
<th>Location</th>
<th>Longitude</th>
<th>Latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fengshan town</td>
<td>117°11′52″</td>
<td>41°28′15″</td>
</tr>
<tr>
<td>2</td>
<td>Shanwan town</td>
<td>116°46′40″</td>
<td>41°53′22″</td>
</tr>
<tr>
<td>3</td>
<td>Xilongtou town</td>
<td>116°53′55″</td>
<td>41°55′07″</td>
</tr>
<tr>
<td>4</td>
<td>Heliang town</td>
<td>117°23′01″</td>
<td>41°34′01″</td>
</tr>
<tr>
<td>5</td>
<td>Yangebai town</td>
<td>117°28′15″</td>
<td>41°43′00″</td>
</tr>
<tr>
<td>6</td>
<td>Guojiatun town</td>
<td>116°59′23″</td>
<td>41°17′16″</td>
</tr>
<tr>
<td>7</td>
<td>Longhua town</td>
<td>116°43′07″</td>
<td>41°57′13″</td>
</tr>
<tr>
<td>8</td>
<td>Bugugou town</td>
<td>117°1′45″</td>
<td>41°8′00″</td>
</tr>
<tr>
<td>9</td>
<td>Waimengou town</td>
<td>117°10′07″</td>
<td>42°3′06″</td>
</tr>
<tr>
<td>10</td>
<td>Yiluo town</td>
<td>116°46′40″</td>
<td>41°28′15″</td>
</tr>
<tr>
<td>11</td>
<td>Shanyue town</td>
<td>117°23′01″</td>
<td>41°34′01″</td>
</tr>
<tr>
<td>12</td>
<td>Fengshan town</td>
<td>117°11′52″</td>
<td>41°28′15″</td>
</tr>
</tbody>
</table>

---

**Fig. 6:** Accurate location of high-value points of soil erosion modulus.
factor was one of the important factors for the increase of regional differences and average erosion modulus. According to the characteristics of the problem, a precise governance model of soil erosion prevention and control based on the intensity and causes of soil erosion was put forward to make up for the deficiencies of the top-down large-scale management mode in China, and a “landing” scheme of soil erosion prevention and control measures was put forward.
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ABSTRACT

Environmental pollution is currently one of the major problems that are threatening biodiversity, ecosystems, and human health around the world. Natural rubber, which is one of the most significant polymers due to its variety of uses, has now become a serious environmental concern. Rubber waste management poses one of the greatest problems because it is extremely resilient and persists in the environment despite several mitigation efforts. Biodegradation is an eco-friendly alternative to conventional disposal methods and has gained tremendous interest in recent years. Several studies on rubber biodegradation utilizing fungi and bacteria have been reported. However, except for a few studies on technical applications, the majority of research on these microbes has focused on the fundamentals of rubber biodegradation. The challenge with biodegradation as a potential solution for rubber waste management is that we have limited mechanistic insight into rubber biodegradation, and the complicated composition of rubber products inhibits cell growth and activity of microbes. Thus it becomes important to fully comprehend the mechanism of rubber biodegradation and continue the search for new microbial strains so that the acquired knowledge can be utilized to develop a biodegradation process suitable for scale-up. In this short review, rubber degradation using fungi and bacteria is highlighted.

INTRODUCTION

Rubber, due to its exceptional qualities like flexibility, longevity, and a wide range of uses, has become one of the most essential commodities in today’s world. As per the Malaysian Rubber Council, world production of rubber increased by 3.3% to 7.0 million tonnes in the first quarter of 2021, compared to 6.8 million tonnes in the same period of 2020. Similarly, world consumption of rubber grew by 14.8% to 7.4 million tonnes in the first quarter of 2021, compared to 6.5 million tonnes in the same period of 2020 (Malaysian Rubber Council 2021). With the increase in consumption, wastage of rubber in the form of used rubber products especially scrap tires has increased. Rubber waste management is an extremely challenging task for Municipal Corporation. The biggest challenge comes in the form of recycling. Rubber is highly durable and inherently non-biodegradable, leaving them stagnant in landfills for hundreds of years, occupying valuable space. Many cities have scrap tire stockpiles, which cause public health, environmental, and aesthetic issues (Yehia 2004).

Many plants, primarily from the Euphorbiaceae, Compositae, Moraceae, Eucommiaceae, Celastraceae and Apocynaceae families, produce rubber by enzymatic activities. Chemically NR is a polyisoprene polymer. There are mainly two types of polyisoprenoids based on isomerism, the cis isomer natural rubber (NR) [poly(cis-1,4-isoprene)] and the trans isomer gutta-percha (GP) [poly(trans-1,4-isoprene)] (Fig. 1).

Natural Rubber can be obtained from plants such as Hevea brasiliensis (rubber tree), Parthenium argentatum (guayule), Taraxacum kok-saghyz (Russian dandelion), Dyerera costulata (jelutong). Gutta-percha on the other hand can be obtained from Palaquium gutta (gutta-percha), Manikara zapota (chico), Eucommia ulmoides (Tochu), Euonymus europaeus (spindle tree), Mimusops balata (balata) (Yikmis & Steinbüchel 2012). For commercial uses, NR is produced from the latex of Hevea brasiliensis, a South American plant endemic to the Amazon Valley. The first scientific or commercial interest in rubber was demonstrated by Frenchman Charles Marie de Condamine, who submitted a report to the
Paris Academy of Sciences in 1745 after visiting Ecuador and observing the local use of *Hevea* latex. Priestly, an English scientist, named the raw material, ‘Rubber’ in 1770 after noticing that it can remove pencil markings. In 1839, Goodyear discovered vulcanization, ushering in a golden age of the rubber industry (Hurley 1981). The discovery of synthetic polyisoprene by German scientist Fritz Hofmann in 1909 paved the way for large-scale production of synthetic poly (cis-1,4-isoprene) with a molecular structure similar to NR (Yikmis & Steinbüchel 2012).

The latex (colloid liquid in the aqueous phase) of these plants is converted to rubber by coagulation (chemically and electrically) and drying. Rubber at this stage is a soft, sticky, thermoplastic material with low tensile strength and elasticity. These properties have a straightforward molecular structural basis. A variety of polymeric chains of varying lengths make up the material. Most notably no crosslinking is present. As a result, while being known for millennia, rubber in this form did not find any significant application until the discovery of vulcanization (Kumar & Nijasure 1997).

During vulcanization (Fig. 2) rubber is heated in the presence of sulfur, resulting in the three-dimensional cross-linking of chain rubber molecules (polyisoprene) bonded to each other by sulfur atoms. Other compounds such as hydrogen sulfide, sulfur monochloride, benzoyl chloride, etc. can also be applied for vulcanization. This process improves the elasticity, tensile strength, resilience, and water-absorbing capacity of rubber. Moreover, vulcanized rubber is resistant to oxidation, abrasion, wear, and tear. It also has a wide useful range of temperatures.

As discussed earlier, the major problem with rubber products is their disposal after use. One way to counter this problem is recycling. However, unlike polythene, it cannot be simply melted and reshaped again into the product due to cross-linking (formed during vulcanization) (Nayananashree & Thippeswamy 2013). The rubber wastes such as tires are conventionally buried in landfills or are held in stockpiles. However, it does nothing to help with the disposal issues that come with rubber waste as it is not biodegradable in landfills and remains immobile in stockpiles leading to several environmental problems. Rubber waste especially tires can also be thermally degraded at around 800°C to produce Tar Pyrolysis Oil (TPO), which has diesel-like properties. This process, in addition to being complex, costly, and labor-intensive, has the potential to pollute the air and water due to poor process management. Tyre abrasion has been identified as one of the primary sources of microplastics which subsequently enter the food chain and cause biological contamination. Left-over tire crumbs can be utilized to generate asphalt for roads, playground rubber flooring, sports or bicycle tracks, or to alter the structural qualities of concrete. However, in all of these mitigation methods, the rubber remains in the environment and is degraded very slowly (Basik et al. 2021). In recent times, microbial bioremediation of wastes has gained tremendous interest. Bioremediation using bacteria and fungi has found its way into many diverse applications such as treatment of antibiotics present in water (Singh et al. 2017), textile azo dye decolorization and detoxification (Karnwal 2019), oil cleaning from water bodies (Rahul et al. 2018), removal of pesticide (Sidhu et al. 2019), herbicides (Digvijaya et al. 2017, Mukherjee et al. 2018), explosive materials (Gorontzy et al. 1994), toxic heavy metals (Gehlot & Singh 2018, Karnwal 2018, Kaur et al. 2018 & Mishra et al. 2016) from soil and water, etc. Biodegradation is an eco-friendly
alternative to traditional disposal methods in which microorganisms break down complex organic compounds in waste products into simpler compounds and eventually into the water and either carbon dioxide (aerobic) or methane (anaerobic). While microorganisms can break down the majority of natural substances, they frequently lack the enzymes required to degrade most manmade compounds, including synthetic rubbers. Compounds with a molecular structure that microorganisms have not been exposed to (for example, synthetic rubbers and polymers) are typically resistant to biodegradation. They ultimately endanger the ecosystems by contaminating and accumulating in the environment.

During microbial degradation, rubber polymers are mineralized and redistributed through the Elemental cycles (Enoki et al. 2003, Cui et al. 2005). The biodegradation process progresses through four stages: bio-deterioration, bio-fragmentation, assimilation, and mineralization. The chemical and physical properties of the polymer are altered during the first stage, while enzymatic cleavage permits the polymer to be broken down during the second. The assimilation is the uptake of molecules by microbes; and finally, the mineralization phase, which is characterized by the emission of CO\(_2\) and H\(_2\)O in aerobic settings and CO\(_2\), CH\(_4\), and H\(_2\)O in anaerobic conditions (Pathak & Navneet 2017).

Microbial rubber degradation has been the subject of a number of studies in recent years. Both fungi and bacteria have been shown to degrade rubber, however, the process is slow (Onyeagoro et al. 2012). NR is primarily composed of hydrocarbons, with minor amounts of lipids, sugar, resins, proteins, and minerals. The growth of microorganisms is aided by these organic contaminants. Microbial processes have advantages over chemical and physical processes as they are non-toxic and do not produce any hazardous substance. However, several challenges remain, the most significant of which being microorganism sensitivity to numerous chemicals, including rubber additives, which are used to improve tire durability and operation across a wide temperature range (Yikmis & Steinbüchel 2012). This brief review outlines the microbial degradation of rubber by fungi and bacteria.

### DEGRADATION OF NATURAL RUBBER BY FUNGI

De Vries was the first to explore the biodegradation of rubber by fungi. The biodegradation of rubber was studied using several *Penicillium* and *Aspergillus* strains in a 10% (w/v) aq. NaCl liquid medium with natural rubber as the substrate. After a 19-month to 5-year incubation period, there was a 6% rise in biomass and a 15.5–30.9 percent drop in the weight of the rubber material (Shah 2020). Schade reported the growth of fungi *Monascus purpureus* and *Monascus ruber* on purified natural rubber substrate (Schade 1937). After a decade Kalinenko (1938) identified fungal strains from *Aspergillus* and *Penicillium* as rubber degraders (Kalinenko 1938). In soil burial tests conducted on NR vulcanized sheets of specific composition, Kwiatkowska et al. (1980) discovered considerable weight losses after 91 days, equivalent to 40% of the initial weight. They identified *Fusarium solani* fungal strain on the rubber’s surface and held it responsible for the observed weight loss by degradation (Kwiatkowska et al. 1980). Borel et al. (1982) found that *Fusarium solani* degrades rubber faster than other fungi utilized in his studies, such as *Paecilomyces lilacinus*, *Phoma eupyrena*, and *Cladosporium cladosporioides* (Borel et al. 1982). A fungal strain, *Penicillium variable* was isolated by Williams from a damaged NR sample following soil burial. Using solution viscosity measurements, Williams discovered a 15% decrease in the molecular weight of polysoprene after 70 days due to breakdown by the *Penicillium variable* (Williams 1982). Atagana et al. (1999) in their study on fungal degradation of waste from the rubber processing industry, demonstrate that *Mucor* species have the potential to metabolize the aqueous fraction obtained during coagulation of latex thereby lowering BOD in a reasonable manner (Atagana et al. 1999). Stevenson et al. (2008) proposed a multistage tire rubber recycling process that included using the fungus *Reclinicium bicolor* in the first stage of detoxification to remove pollutants that inhibit microbial growth (Stevenson et al. 2008). Nayanashree et al. isolated two fungal strains of *Aspergillus niger* and *Penicillium* from rubber pieces that had previously been dumped in the soil. Both these strains were found to be effective in rubber degradation with *Aspergillus niger* showing 28.3% degradation, while *Pencillium* sp. showing a 25.9% degradation in two months (Nayanashree & Thippeswamy 2013). Mohamed et al. studied the ability of *Penicillium chrysogenum* and *Aspergillus niger* to metabolize and degrade rubber latex obtained from *Calotropis procera* by analyzing the rise in fungal protein content, reduction in molecular weight and intrinsic viscosity of latex and growth of these stains on rubber surface (Mohamed et al. 2017). Singh et al. (2017) in their study found that fungal species *Aspergillus niger* and *Phlebia radiata* can degrade NR, with *Aspergillus niger* having the highest degrading potential, accounting for 27.27% on the scale of NR weight loss (Singh et al. 2017). In his study on the biodegradation of unvulcanized natural rubber by microorganisms, Bosco et al. (2018) discovered that filamentous fungus (*Alternaria alternata*) isolated from an NR surface and yeast (*Rhodotorula mucilaginosa*) isolated from NR liquid culture were both effective in promoting NR biodegradation (Bosco et al. 2018). Recently genome sequencing of a fungal species *Rigidoporus microporos*...
was carried out by Oghenekaro et al. (2020) This fungus is known to cause white root rot disease in the rubber tree and can grow on latex. In the genome sequencing, however, no homologs of bacterial proteins involved in latex degradation were found thus indicating that not all latex-tolerant strains have rubber-degrading genes (Oghenekaro et al. 2020, Basik et al. 2021). The role of fungus in rubber deterioration is mostly descriptive, indicating solely its potential to degrade NR. Table 1 summarizes the list of fungi mentioned in this review.

**DEGRADATION OF NATURAL RUBBER BY BACTERIA**

Many studies have been carried out in recent years to identify and characterize the efficient rubber-degrading bacteria, as well as to understand the metabolic basis for natural rubber breakdown. Until recently, many bacterial strains have been discovered that can consume rubber as their only source of carbon and energy (Shah et al. 2013). These bacteria can be categorized into two groups based on their differing methods of rubber degradation. The Members of the first group (Group B) produce translucent halos when grown on solid media containing latex particles, indicating the excretion of a polyisoprene-cleaving enzyme (Fig. 3a), while members of the second group (Group A) do not form translucent halos or develop on latex plates, instead require direct contact with the rubber and grow adhesively on its surface in liquid cultures using it as the source of carbon and energy (Fig. 3b) (Linos et al. 2000).

The most effective Group B members include *Streptomyces*, and *Micromonospora*, whereas CNM (*Corynebacterium, Nocardia, Mycobacterium*) are the most potent rubber degraders from Group A (Shah 2020). The first publication on microbial degradation of NR was done by Akio et al. where they used *Nocardia* sp. strain 835A to degrade NR vulcanizates (Tsuchii et al. 1985). The majority of known NR degraders are Gram-positive bacteria, which have been widely reported, whereas, only a few Gram-negative NR-degrading bacteria have been discovered and described in the scientific literature. *Xanthomonas* *sp.* strain 35Y (Tsuchii & Takeda 1990) (now reclassified as *Steroidobacter cummioxidans* strain 35Y (Sharma et al. 2018)) is the first Gram-negative bacteria known to degrade rubber. Table 2 summarizes the list of NR degrading bacteria reported in the literature until now.

Research has confirmed that there are three enzymes responsible for the degradation of natural rubber; Latex clearing protein (Lcp) which was first identified and characterized in *Streptomyces* *sp.* strain K30 (Rose et al. 2005) and Rubber oxygenase (RoxA and RoxB) first found in *Xanthomonas* *sp.*

**Table 1: List of NR degrading fungal strains mentioned in this review.**

<table>
<thead>
<tr>
<th>Fungal Strain</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Monascus ruber, Monascus purpureus</em></td>
<td>(Schade 1937)</td>
</tr>
<tr>
<td><em>Fusarium solani</em></td>
<td>(Kwiatkowska 1980)</td>
</tr>
<tr>
<td><em>Paeilomyces lilacinus, Phoma eupyrena, Cladosporium cladosporioides</em></td>
<td>(Singh et al. 2017)</td>
</tr>
<tr>
<td><em>Penicillium variable</em></td>
<td>(Williams 1982)</td>
</tr>
<tr>
<td><em>Mucor species</em></td>
<td>(Atagana et al. 1999)</td>
</tr>
<tr>
<td><em>Recinicium bicolor</em></td>
<td>(Stevenson et al. 2008)</td>
</tr>
<tr>
<td><em>Aspergillus niger</em></td>
<td>(Nayanashree &amp; Thippeswamy 2013, Singh et al. 2017)</td>
</tr>
<tr>
<td><em>Penicillium chrysogenum</em></td>
<td>(Mohamed et al. 2017)</td>
</tr>
<tr>
<td><em>Phlebia radiate</em></td>
<td>(Singh et al. 2017)</td>
</tr>
<tr>
<td><em>Alternaria alternata, Rhodotorula mucilaginosa</em></td>
<td>(Bosco et al. 2018)</td>
</tr>
</tbody>
</table>

Fig. 3: NR degradation strategy of (a) Group B bacteria and (b) Group A bacteria. (Adapted from Basik et al. 2021).
Table 2: List of NR degrading bacteria reported in the literature.

<table>
<thead>
<tr>
<th>Bacteria</th>
<th>Group</th>
<th>Enzyme Involved</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gram-positive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Streptomyces sp. strain K30</td>
<td>B</td>
<td>Lcp</td>
<td>Birke et al. 2015, Rose &amp; Steinbüchel 2005, Röther et al. 2016, Yikmis et al. 2008</td>
</tr>
<tr>
<td>Streptomyces sp. strain CFMR 7</td>
<td>B</td>
<td>Lcp</td>
<td>Nanthini et al. 2017, Nanthini &amp; Sudesh 2017</td>
</tr>
<tr>
<td>Streptomyces coelicolor 1A</td>
<td>B</td>
<td>Lcp</td>
<td>Jendrossek et al. 1997, Bode et al. 2000</td>
</tr>
<tr>
<td>Micromonospora aurantiaca W2b</td>
<td>B</td>
<td>Unknown</td>
<td>Linos et al. 2000</td>
</tr>
<tr>
<td>Rhodococcus rhodochrous RPK1</td>
<td>A</td>
<td>Lcp</td>
<td>Watcharakul et al. 2016</td>
</tr>
<tr>
<td>Gordonia westfalica Kb2</td>
<td>A</td>
<td>Lcp</td>
<td>Berekaa et al. 2000</td>
</tr>
<tr>
<td>Gordonia polyisoprenivorans VH2</td>
<td>A</td>
<td>Lcp</td>
<td>Hiessl et al. 2012, Oetermann et al. 2018</td>
</tr>
<tr>
<td>Gordonia polyisoprenivorans Kd2</td>
<td>A</td>
<td>Lcp</td>
<td>Berekaa et al. 2000, Linos et al. 1999</td>
</tr>
<tr>
<td>Nocardia nova SH22a</td>
<td>A</td>
<td>Lcp</td>
<td>Luo et al. 2014</td>
</tr>
<tr>
<td>Nocardia farcinica E3</td>
<td>A</td>
<td>Lcp</td>
<td>Ibrahim et al. 2006</td>
</tr>
<tr>
<td>Nocardia farcinica NVL3</td>
<td>A</td>
<td>Lcp</td>
<td>Linh et al. 2017</td>
</tr>
<tr>
<td>Paenibacillus lautus</td>
<td>A</td>
<td>Unknown</td>
<td>Hapuarachchi et al. 2016</td>
</tr>
<tr>
<td>Achromobacter sp.</td>
<td>A</td>
<td>Unknown</td>
<td>Berekaa et al. 2005</td>
</tr>
<tr>
<td>Mycobacterium fortuitum NF4</td>
<td>A</td>
<td>Unknown</td>
<td>Linos et al. 2000</td>
</tr>
<tr>
<td><strong>Gram-negative</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steroidobacter cummioxidans strain 35Y</td>
<td>B</td>
<td>RoxA, RoxB</td>
<td>Sharma et al. 2018</td>
</tr>
<tr>
<td>Rhizobacter gummihphilus NS21</td>
<td>B</td>
<td>RoxA, RoxB</td>
<td>Imai et al. 2013</td>
</tr>
<tr>
<td>Pseudomonas aeruginosa AL98</td>
<td>A</td>
<td>Unknown</td>
<td>Linos et al. 2000</td>
</tr>
<tr>
<td>Pseudomonas citronellolis</td>
<td>A</td>
<td>Unknown</td>
<td>Bode et al. 2000</td>
</tr>
<tr>
<td>Acinetobacter calcoaceticus</td>
<td>A</td>
<td>Unknown</td>
<td>Bode et al. 2001</td>
</tr>
</tbody>
</table>

strain 35Y (Jendrossek & Reinhardt 2003). To date, almost all gram-positive rubber-degrading bacteria have been found to release the Lcp protein, whereas gram-negative bacteria have been shown to carry the RoxA and RoxB genes (Shah et al. 2020).

**RUBBER DEGRADING ENZYMES AND MECHANISM**

Rubber is a high molecular weight polymer that cannot be absorbed directly by cells; instead, it must first be broken down extracellularly into low molecular components that may then be transported over the cell membrane and used for metabolism. Previous research works on rubber degradation has therefore largely focused on extracellular enzyme attack on the polyisoprene molecule (Birke et al. 2017). For this, both Gram-positive and Gram-negative bacteria use two unrelated types of enzymes i.e., Latex clearing protein (Lcp) and Rubber oxygenase (RoxA and RoxB). Lcp is a mono-heme cytochrome-b protein while Rubber oxygenase Rox A and Rox B are both Diheme cytochrome-c dioxygenase proteins (Shah 2020). Several studies have been reported on RoxAs and Lcps (Birke et al. 2015, Ilcu et al. 2017, Schmitt et al. 2010, Seidel et al. 2013 & Yikmis et al. 2012) whereas RoxB has been discovered only recently (Birke et al. 2017). The amino-acid sequences of RoxAs and RoxBs have no notable similarities to those of Lcps. Regardless, all three enzymes attack the polyisoprene molecule’s cis double bond oxidatively, resulting in cleavage products with aldehyde and keto end groups, as well as some isoprene units in between. Rubber is broken down by Lcp into a variety of compounds, ranging from C20 tetra-isoprenoids to higher oligo-isoprenoids. RoxA, on the other hand, only makes one polyisoprene cleavage product, ODTD, a C15 oligoisoprenoid. The active sites of Lcp and RoxA are distinct, as evidenced by their diverse products. The active site of Lcp is thought to be more surface accessible and should be closer to the substrate-binding site, whereas the active site of RoxA is buried deep within the enzyme structure and has no direct open access to the protein surface. An exo-type cleavage mechanism is proposed for RoxA to explain the regular spacing between
two adjacent cleavage sites, however, an endo-type cleavage mechanism is proposed for Lcp to explain the wide range of cleavage products (Birke & Jendrossek 2014, Jendrossek & Reinhardt 2003). Although RoxB and RoxA share the same fundamental amino acid sequence and other features, the cleavage products for RoxB were discovered to be identical to those observed for Lcp. RoxB is related to Lcp and, unlike RoxA, cleaves polyisoprene in an endo-type manner, as indicated by the detection of a variety of oligo-isoprenoids of varying lengths (Birke et al. 2017). Table 3 summarizes the characteristics of NR degrading enzymes.

The Lcp, RoxA, and RoxB enzymes are responsible for the extracellular cleavage of polyisoprene. These degraded isoprene derivatives are transported into the bacterial cell which is responsible for rubber degradation. In the intracellular space of the bacteria, there are a variety of enzymes that are found to be important for rubber metabolism. These enzymes are Acyl CoA Synthase, Acyl CoA Dehydrogenase, Dienoyl CoA Reductase, Enoyl CoA Isomerase, Enoyl CoA Reductase, 3-Hydroxylacyl CoA Dehydrogenase, Acyl CoA Acetyltansferase, α-Methylacyl Racemase, Acyl CoA Dehydrogenase, Acyl CoA Hydratase, 3-Hydroxyacyl CoA dehydrogenase, and Acyl CoA Acetyltransferase. As a result of degradation by these enzymes, further degradation is done by the beta-oxidation process. During these processes, the degradation product of the rubber finally is converted into the propionyl-CoA and acetyl-CoA which are easily taken up by the bacteria for their metabolic processes like glycolysis and TCA cycle (Methylcitrate cycle and Methylmalonil pathway). The time required for the degradation depends on the amount of propionyl-CoA and acetyl-CoA formed and taken by bacteria during the number of cycles for degradation. Fig. 4 explains the role of different enzymes in the rubber degradation by different bacterial enzymes.

**FUTURE PERSPECTIVES**

Although NR biodegradation is a more environmentally acceptable alternative to traditional disposal methods, it is a slow and low-yielding process. This is because living microbes catalyze solid and impure substrates, resulting in slow
reactions (long incubation periods), and they are sensitive to chemical substances such as rubber additives in most cases. A cost-effective strategy for treating massive amounts of rubber waste has been proposed using enzymes with a high-efficiency expression system and a low-cost recovery methodology. It is critical to screen all of the enzymes involved in total rubber degradation to achieve this (Andler 2020).

For an effective rubber waste recycling approach, Stevenson et al. proposed a multistage process involving detoxification, desulfurization-devulcanization, and total or partial biodegradation. The detoxification process involves the use of certain fungal and bacterial species to remove toxic additives from the rubber. This is followed by desulfurization-devulcanization which involves removing the sulfur cross-links in the vulcanized rubber by the sulfur utilizing microorganisms. Detoxification boosts the biodegradability of rubber while also lowering the environmental risks connected with its disposal. It has also been shown to help in the growth of desulfurizing bacteria for devulcanization (Stevenson et al. 2008). Table 4 lists some fungi and bacteria which can be utilized for Detoxification and Devulcanization in multistage NR degradation.

Another approach toward sustainable NR degradation would be to combine green chemistry with biological processes. Catalytic agents for the oxidation of specific rubber additives obtained from the vulcanization process, in particular, can be exceedingly effective and time-saving when compared to biological procedures. However, in doing so green chemistry principles, such as the use of cleaner solvents, the reduction of by-products, and the reduction of energy requirements, should be considered (Andler 2020).

The resistance of synthetic rubber towards microbial biodegradation is mostly because they have not been available for long enough in natural evolution for microorganisms to create degradative enzymes to use the compound. To degrade novel synthetic compounds, microorganisms will need to acquire new genes and genetic functions that encode catabolic enzymes. Gene transfers between microorganisms can result in the emergence of a specific degradative pathway. In response to synthetic compounds, microbes have occasionally shown response by producing degrading enzymes, however, there may be no optimal control on the pathway. Thus, to sum up, microbes need a long period to acclimatize to synthetic material, and to achieve effective biodegradation of synthetic rubber, this natural process of biodegradation should be accelerated. Recently a novel material ENSO RESTORE™ RL a rubber additive was proposed to attract the specific naturally occurring microbes and rapidly acclimatize them to synthetic material. This additive has a unique property that it is inert to rubber resin and does not contribute directly to rubber degradation thus preserving the rubber’s shelf life. The test results showed the effectiveness of ENSO RESTORE™ RL to acclimatize the flora within the test inoculum such that synthetic rubber can be used as the only carbon source and effectively biodegraded. Unexpectedly, this material was shown to work for synthetic rubber but not for natural rubber. It was found that the anaerobic environment such as those found in landfills only promotes the biotic degradation process through extra-cellular and intra-cellular enzymes and not the abiotic oxidation through free oxygen which is the first step in the natural rubber degradation. Furthermore, most of the earlier studies on NR materials involved isolated microbes and enhanced environmental conditions which do not correspond to the natural habitat involving multiple different species (2013).

By using the microbial consortia and imitating the microbial activity naturally present in tire dump soil, Bosco et al. (2018) investigated the biodegradation of rubber. This naturally chosen microbial biomass was found to be capable of utilizing NR as the only source of carbon and breaking down NR efficiently, as evidenced by a 15.6 percent dry weight loss. The predominant bio degraders in this investigation were found to be aerobic biomass, primarily filamentous fungi (Bosco & Mollea 2021)

**CONCLUSION**

Natural rubber (NR) is one of society’s most significant polymers. It is a valuable raw material that is utilized to produce over 40,000 distinct products. Medical equipment, surgical gloves, plane, and automobile tires, pacifiers, apparel, and toys are just a few of the products made from it. Today, synthetic polyisoprene with a purity of 98 to 99% may be produced with physical qualities that are identical...
to natural rubber. However, they lack the stress stability, processability, and other characteristics of natural rubber (Rose et al. 2005). The major problem associated with the rubber products is their disposal after use, as there is currently a lack of knowledge on the fate of rubber materials in nature. The rate at which rubber decomposes is determined by the type of rubber, its composition, and the surrounding environment. Rubber can be reused, recycled, or disposed of using conventional methods, however, the end product is still rubber mostly microparticles that disintegrate slowly in the environment (Basik et al. 2021). Scientists have been exploring several ways to efficiently break down rubber and rubber-generated wastes since the discovery of distinct rubber-degrading microbes and their genes responsible for the enzymes that digest different types of rubber. Microbial degradation is eco-friendly, which is why it is preferred over chemical and physical degradation. Fungi have been tested for their ability to degrade NR since 1928. However, later publications on rubber-degrading fungi were essentially descriptive, merely stating that it could degrade NR. Many bacterial strains that can use rubber as their sole source of carbon and energy have been discovered to date. However, with the exception of a few studies on technical applications, most research on these bacteria has concentrated on the fundamentals of rubber biodegradation. Despite our growing knowledge of enzyme activity, we still have a limited understanding of enzyme action on rubber substrates and the bacteria, molecular, and environmental factors that influence it. As a result, it’s critical to keep looking for new strains and completely comprehending the mechanism of rubber biodegradation to apply the wealth of knowledge gathered to build NR biodegradation processes and systems that can be scaled up.
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ABSTRACT

Submerged macrophytes play an important role in aquatic ecosystems and are widely used in aquatic ecological restoration. However, when submerged macrophytes fade, litter, or even decompose, they may cause adverse effects on water quality. In this article, indoor experiments were carried out to study the quantitative influence of submerged plant decomposition on water quality. Six submerged macrophytes commonly used in aquatic ecological restoration in Sichuan Province, including Elodea canadensis Michx., Potamogeton wrightii Morong, Potamogeton crispus L., Vallisneria spinulosa, Ceratophyllum demersum L., and Potamogeton pectinatus L., were selected to measure the change processes of nutrients during macrophyte decomposition at 10°C, 20°C and 30°C. The results showed that the decomposition of submerged plants released nutrients into the water body, causing water pollution. At 10°C, the total phosphorus (TP) concentration of water bodies containing submerged plant litter increased by 1.97 to 5.97 times on the 50th day compared to the 5th day, while the TP concentration of the blank control group without hydrophytes decreased from 0.39 mg.L⁻¹ to 0.22 mg.L⁻¹ due to self-purification. The ammonia nitrogen (NH₃-N) concentration increased by 3.82-9.58 times on the 50th day compared to the 5th day, while the value in the blank control group decreased from 1.42 mg.L⁻¹ to 0.78 mg.L⁻¹. This result indicated that the water body had a certain self-purification ability, but the decomposition of aquatic macrophytes had a negative impact on this progress. Increasing temperatures could accelerate plant decay processes. Initially, the concentrations of NH₃-N and TP were high with high temperatures. After 45 days of reaction, the NH₃-N and TP concentration in the water bodies appeared to be 30°C<20°C<10°C, indicating that decomposition was further advanced when the temperature was higher. This study provides a theoretical basis for water ecological management and water quality protection.

INTRODUCTION

Submerged macrophytes, which are important parts of shallow lake ecosystems, play a crucial role in material circulation and abiotic and biotic processes in shallow lakes and are effective measures used to repair water pollution (Gao et al. 2017, Wang et al. 2018). However, a large amount of organic matter and nutrients can be released into the water column when submerged plants decay, a process in which plant tissues are broken down and discharged, causing the dissolved oxygen in the water to decrease, even forming black and odorous water (Zhang et al. 2018, Chen & Wang 2019). Therefore, it is necessary to study the decomposition of aquatic plants to provide scientific guidance for the removal of withered plants in aquatic ecological restoration and the long-term maintenance of water quality.

The decomposition process of aquatic macrophytes is related not only to the nature of the plants but also to changes in the external environment (Zhou et al. 2018). Factors affecting the decomposition of aquatic macrophytes include plant species, dissolved oxygen, pH, temperature, microorganism species, and nutrient conditions (Liu et al. 2017, Yang et al. 2020). Corstanje et al. (2006) studied the effect of nutrient availability on the decay of aquatic plants, and the results showed that nutrient enrichment increased the decay rate of Typha latifolia, while the decomposition of Cladium jamaicense was not significant, which indicated that different plant species have different sensitivities to nutrient conditions. Li et al. (2014) simulated the decay process of Hydrilla verticillata Royle in Lake Taihu in spring at four biomass levels and found that there was no significant correlation between the decay rate and the initial biomass; however, different carbon: nitrogen (C:N) ratios and carbon forms could affect the concentrations of total nitrogen (TN) and total phosphorus (TP) in the decay process. Passerini et al. (Passerini et al. 2016) studied the de-
composition process of *Eichhornia azurea*, *Eleocharis* sp., and *Salvinia auriculata* and found that oxygen and temperature had a significant effect on decomposition. Compared with anoxic conditions, decomposition was accelerated by 1.25 times under conditions of oxygen availability, while a temperature increase of 10°C accelerated decomposition by 1.35 times. Zhang et al. (2017) conducted experiments to examine the effects of nitrogen enrichment and temperature in the decomposition processes of *Deyeuxia angustifolia* and *Carex lasiocarpa* and found that nitrogen enrichment slowed decomposition at 5°C and 15°C but had neutral or positive effects at 25°C, which suggested that increased temperatures were conducive to the decay process. Grasset et al. (2017) carried out an in situ decomposition experiment and selected three aquatic plants that were decomposed with different nutrient contents in seven wetlands along a nutrient gradient. The results showed that the plant mass loss for competitive and ruderal species was higher, and a higher nutrient content accelerated the decay rate. Yu et al. (2019) studied the decay process of *Zizania latifolia* and found that a large amount of nutrients was released into the overlying water during the experiment, and the nutrient content increased with increasing plant biomass. Due to the limitation of in situ experimental controllability, which is vulnerable to water temperature, water quality, plant biomass, and other experimental conditions, the results are not consistent. Meanwhile, related studies did not use raw water in laboratory experiments, though there are differences between the test results and natural conditions. In addition, the local dominant plants were selected in previous experiments, which limited the application of the test results in other regions. Furthermore, local dominant plants were used in most experiments, which limited the popularization and application of the achievements in other regions.

Therefore, this paper selected submerged macrophytes commonly used in aquatic ecological restoration in Sichuan Province and conducted experiments with natural raw water to study the impact of aquatic plant decomposition on the C, N, and P of the overlying water under controlled temperature conditions to guide the design, management, and maintenance of submerged macrophytes in local aquatic ecological restoration.

**MATERIALS AND METHODS**

Experiments were conducted at the State Key Laboratory of Hydraulics and Mountain River Engineering (SKLH) at the Sichuan University of China. Submerged plants were placed in water columns at specific temperatures for the decomposition experiments. Meanwhile, an experiment was carried out in a water column without submerged macrophytes and used as a blank control group to determine the changes in various water quality indicators in the overlying water.

**Experimental Materials**

*Macrophytes:* Six submerged macrophytes, including *Elodea canadensis* Michx., *Potamogeton wrightii* Morong, *Potamogeton crispus* L., *Vallisneria spinulosa*, *Ceratophyllum demersum* L., and *Potamogeton pectinatus* L., were selected as research objects (Fig. 1). The initial fresh weight was 25 g, and the distribution density of submerged macrophytes in the water column was 6.25 g/L. Using nylon bags to conduct decomposition experiments of the submerged macrophytes, large mesh litter bags were considered likely to cause plant decomposition, and litter bags that were 200 mesh in size were selected; the weighed plants into them and immersed in the water column.

**Sampled water:** To ensure the consistency of pollutant characteristics between the experimental water and the natural river water, the Jinjiang River in Chengdu was sampled as the reaction water. The location of the sampling site is shown in Fig. 2.

![Fig. 1: Submerged macrophytes selected for experiments.](image)
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**demersum** L., and *Potamogeton pectinatus* L. were selected as research objects (Fig. 1).

The initial fresh weight was 25 g, and the distribution density of submerged macrophytes in the water column was 6.25 g.L⁻¹. Using nylon bags to conduct decomposition experiments of the submerged macrophytes, large mesh litter bags were considered likely to cause plant decomposition, and litter bags that were 200 mesh in size were selected; the weighed plants into them and immersed in the water column.

**Sampled water:** To ensure the consistency of pollutant characteristics between the experimental water and the natural river water, the Jinjiang River in Chengdu was sampled as the reaction water. The location of the sampling site is shown in Fig. 2.

**Sediment:** In the experiments, the surface sediment of the same reach of the Jinjiang River was collected synchronously with sampled water, and the freshly collected sediment was treated with an 18-mesh screen to remove plant residues and debris. A 10-cm-thick layer of treated sediment was placed at the bottom of the water column as the reaction basis.

**Experimental Device**

A plexiglass cylinder with a height of 50 cm and a diameter of 11 cm was selected as the experimental container, where the water column was 4 L, and the thickness of the bottom sediment was 10 cm. Submerged macrophytes were placed in the cylinder to monitor the changes in water quality indicators during the decay process. The experimental device is shown in Fig. 3. To control the experimental temperature conditions, experiments were conducted under conditions of constant temperature and humidity at the laboratory of Sewth-Z-285.

**Setup of Scenarios**

Water temperature conditions of 10°C, 20°C, and 30°C were set. The experimental scenarios are shown in Table 1.

**Methods for Monitoring and Measurement**

To comprehensively reflect the changes in water quality during the submerged plant decay process, the water quality detection indexes during the experiments were selected as follows: pH, DO (dissolved oxygen), water temperature,
Cond (conductivity), SD (Secchi depth; transparency), TOC (total organic carbon), COD (chemical oxygen demand), TP (total phosphorus), NH$_3$-N (ammonia nitrogen), NO$_2$-N (nitrite nitrogen), and NO$_3$-N (nitrate-nitrogen). During the decay process, the wet-weight biomass of submerged plants was measured simultaneously. The measurement methods of each index are shown in Table 2.

**RESULTS AND DISCUSSION**

**Biomass of Submerged Macrophytes and Apparent Properties of Water Bodies**

As shown in Fig. 4, the biomasses of six submerged plants during the decay process were compared. Different plants had different changes under the same temperature conditions, and the biomass changes of the same plant were also different under different temperatures. At 10°C, the wet-weight biomass of most submerged macrophytes increased after the decay process, which may have been due to the transportation and shelving of experimental plants, in which a great amount of the initial moisture content of plants was lost. After the aquatic plants were placed in the litter bags and decomposed in the water column, the water absorption of the plant residue increased, which led to an increase in the moisture content of the residue in the litter bag. Among all submerged plants, the wet-weight biomass of *Potamogeton pectinatus* L. increased the most, which might have been

<table>
<thead>
<tr>
<th>Selected submerged macrophyte</th>
<th>Water temperature [°C]</th>
<th>Name of scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Elodea canadensis</em> Michx.</td>
<td>10</td>
<td>10-1</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-1</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-1</td>
</tr>
<tr>
<td><em>Potamogeton wrightii</em> Morong</td>
<td>10</td>
<td>10-2</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-2</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-2</td>
</tr>
<tr>
<td><em>Potamogeton crispus</em> L.</td>
<td>10</td>
<td>10-3</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-3</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-3</td>
</tr>
<tr>
<td><em>Vallisneria spinulosa</em></td>
<td>10</td>
<td>10-4</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-4</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-4</td>
</tr>
<tr>
<td><em>Ceratophyllum demersum</em> L.</td>
<td>10</td>
<td>10-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-5</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-5</td>
</tr>
<tr>
<td><em>Potamogeton pectinatus</em> L.</td>
<td>10</td>
<td>10-6</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20-6</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-6</td>
</tr>
<tr>
<td>Blank</td>
<td>10</td>
<td>10-0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30-0</td>
</tr>
</tbody>
</table>
due to the strong water absorption and relatively difficult decomposition process. At 20°C and 30°C, after a period of decomposition, the biomass of *Elodea canadensis* Michx. and *Potamogeton crispus* L. both decreased, which may have been related to the temperature difference. Under aerobic conditions, decomposition was independent of temperature variation, and the effect was always antagonistic; however, in anaerobic decomposition, the increase in temperature advanced decomposition (Paccagnella et al. 2020).

As shown in Fig. 5, at the initial state of the experiments, the transparency of most water bodies was poor. In the control group without submerged plants, the transparency of the water column was greatly improved. Compared with the transparency of water columns under different temperatures, the transparency of water bodies containing submerged plants was already very low at the initial state, which may have been due to the transparency being measured after the experimental water body was stable, in which the soluble organic compounds leached faster, causing the water transparency to decrease (Tamire et al. 2017). The transparency changed slightly except for the groups containing *Potamogeton pectinatus* L., which might have been because *Elodea canadensis*...
Michx., *Potamogeton wrightii* Morong, *Potamogeton crispus* L., *Vallisneria spinulosa* and *Ceratophyllum demersum* L. experienced a rapid leaching stage, in which the organic matter was broken and released into the water body; in contrast, *Potamogeton pectinatus* L. was hard to decompose, and its shape was well preserved, so the transparency of the water body was less affected.

**Basic Physicochemical Properties of Water Bodies**

As shown in Fig. 6, all of the water bodies were weakly alkaline. At different temperatures, the pH of the water bodies containing submerged plants was 7.2-7.9 in the initial state. After the reaction period, it increased slightly to 7.8-8.5. In general, the pH in all water bodies increased slightly after the reaction, which might have been due to hydrogen ions produced by nitrification reacting with carbonic acid, which caused the pH value to rise, leading to the pH of the final state being slightly higher than that of the initial state. Because nitrifying bacteria can remain active in a pH range of 6.5-8.5 (Tyson et al. 2004), the pH of all water bodies was conducive to the progress of nitrification.

Conductivity is a measure of the ability of a substance or solution to conduct electrical current through water, and this value can reflect the concentration of dissolved inorganic salts and be used as a basis for the determination of water quality (Gupta et al. 2013). As shown in Fig. 7, the conductivity of the water bodies containing submerged plants was between 456-584 μS in the initial state and increased to 615-953 μS in the final state. Under the same water temperature conditions, there was no significant difference in the conductivity of each group of water bodies containing submerged plants, but there was an obvious difference under different water temperature conditions, indicating that the conductivity may be more susceptible to the influence of temperature than to the difference in plant species. The higher the temperature was, the faster the conductivity increased, and the maximum increase in conductivity was observed at 30°C.

DO is an important indicator in water bodies and can directly reflect their state. As shown in Fig. 8, at 10°C, the DO value of the water bodies containing submerged plants was severely anoxic, with a DO value of 0.40-4.21 mg/L, and the DO value of all water bodies was very low in the final state. At 30°C, the DO concentration of the water bodies containing *Elodea canadensis* Michx., *Potamogeton crispus* L., *Vallisneria spinulosa*, and *Potamogeton pectinatus* L. was lower, which indicated that the increase in temperature promoted decomposition. In the final state, the DO concentration of water bodies was lowest at 10°C. The DO concentration of water bodies at 20°C and 30°C was slightly higher than that at 10°C, which might have been due to the slower decay of submerged plants at 10°C, causing the decay process at 10°C to lag behind that at 20°C and 30°C. It can be seen from the DO concentration of various water bodies under different temperatures that water bodies containing submerged plants had already experienced serious oxygen consumption in the initial state, and the low dissolved oxygen concentration of...
the water body caused by oxygen consumption might have induced the black and odorous water.

Contents of C, N and P in Water Bodies

As shown in Fig. 9, compared with the control group, the COD concentration of water bodies containing submerged plants did not increase significantly at 10°C, which might have been due to the slow decay process and the mild release of organic matter under this water temperature. At 20°C and 30°C, the COD concentration of the water bodies containing submerged plants increased after decomposition. In the initial stage, a large amount of soluble substances in the plant residues dissolved quickly, which led to an increase in organic matter and other reducing substances in the water body. As the decay process continued, the dissolved oxygen in the water body was consumed and decreased to a low degree, which might have inhibited the decomposition of organic matter; additionally, the increase in the DO concentration in the later period would increase the degradation of organic matter (Wu et al. 2017). Thus, the overall COD concentration showed a trend of first increasing and then slowly decreasing.

Fig. 9 shows the total organic carbon (TOC) concentrations of all groups in the initial and final states. In the initial state, the TOC concentration of water bodies under different temperatures was as follows: 10°C>20°C>30°C. In the final state, the TOC concentrations of water bodies under different temperatures had only small differences. In the early period of decomposition, the dissolution of soluble organic carbon in the plant residues led to a rapid increase in the TOC concentration, and then, due to the degradation of microorganisms, it gradually decreased. After some time, sparingly soluble substances appeared in the decomposition process,
and the TOC concentration in the water bodies tended to be stable. Since the initial state of the experiments measured in this article had already experienced the reaction for 5 days, the TOC concentration in water bodies had reached a high concentration, and the increased temperature accelerated the degradation of organic matter. Thus, the experiments had already reached the next stage in the 20°C and 30°C conditions, so the TOC concentrations of all water bodies appeared higher in the initial state at 10°C. Because the decay process had progressed to a stable stage in the final state, there was no significant difference in the TOC concentration of all groups at different temperatures.

Fig. 11 shows that the NH$_3$-N concentration in water bodies in the final state was significantly higher than that in the initial state, and the NH$_3$-N concentration in water bodies under different temperatures showed different changes. In the initial state of decomposition, the concentration of all groups showed a trend of having a higher temperature and a higher initial concentration, that is, 30°C > 20°C > 10°C. However, after 45 days of reaction, the NH$_3$-N concentration in all water bodies was as follows: 30°C < 20°C < 10°C. In the initial stage of the decay process, the leaching and mineralization of organic nitrogen led to a rapid increase in the NH$_3$-N concentration in the water bodies, which was subsequently affected by nitrification and gradually decreased (Huang et al. 2017). In the initial state, the NH$_3$-N concentration in the water bodies was higher when the temperature was higher, which was caused by the increased water temperature promoting nutrient release. After the reaction proceeded for some time, the NH$_3$-N concentration of the water bodies under low temperature was greater than that under higher temperature, which might have been because the low temperature caused a slower decay rate, delaying the release of NH$_3$-N caused by aquatic plant decomposition.
The NO$_2^-$-N concentration of water bodies under different temperatures showed a trend in which the final state had a lower concentration than the initial state (Fig. 12). At 10°C, the NO$_2^-$-N concentration in water bodies was 0.11-0.56 mg/L in the initial state, except when it increased in the water bodies containing Vallisneria spinulosa; however, in the other groups, the value decreased to 0.02-0.32 mg/L after 45 days of reaction. At 20°C, the NO$_2^-$-N concentration in the water bodies was 0.03-0.43 mg/L in the initial state, except when it increased in the water bodies containing Potamogeton wrightii Morong; however, in the other groups, the value decreased to 0.02-0.09 mg/L in the final state. At 30°C, the NO$_2^-$-N concentration of water bodies was 0.03-0.07 mg/L in the initial state and decreased to approximately 0.02 mg/L in the final state.

The variation in the NO$_3^-$-N concentration in water bodies under different temperatures was different (Fig. 13). At 10°C, the NO$_3^-$-N concentration of the water bodies was 1.20-3.29 mg.L$^{-1}$, and it significantly decreased to 0.13-0.95 mg/L in the final state. At 20°C, the NO$_3^-$-N concentration of the water bodies containing submerged plants was lower than that at 10°C in the initial state. Except for the increase in NO$_3^-$-N concentration in the water bodies with Ceratophyllum demersum L. and Potamogeton pectinatus L., the values in the water bodies with the other species all decreased. At 30°C, the NO$_3^-$-N concentrations of the water bodies containing Elodea canadensis Michx., Potamogeton wrightii Morong, and Vallisneria spinulosa were all low, and the NO$_3^-$-N concentrations of the water bodies containing these three types of submerged plants and Potamogeton crispus L. increased in the final state.

The NO$_2^-$-N and NO$_3^-$-N concentrations in water bodies both declined, which might have been due to the nitrogen element in the water body and the sediment transformation from nitrogen to N$_2$O, N$_2$ and other gases that escaped under the combination of ammonification, nitrification, and denitrification, resulting in the contents of NO$_2^-$-N and NO$_3^-$-N being lower in the final state than in the initial state.

The variation in the nitrate concentration was significantly related to temperature, and denitrification was inhibited under low temperatures; additionally, an increase in temperature was conducive to the progress of denitrification (Song et al. 2013). Thus, the nitrate concentration of water bodies was lower when the temperature was higher in the final state.

Fig. 14: Comparison of the initial and final states of the TP concentration of water bodies shows the comparison of the TP concentration in the initial and final states. At 10°C, the TP concentration in water bodies in the initial state was 0.34-0.53 mg.L$^{-1}$, except when the value decreased in the control group; in the remaining groups, the TP concentration increased to 0.90-3.14 mg.L$^{-1}$ in the final state. At 20°C, the TP concentration in the water bodies containing submerged plants was 0.38-1.23 mg.L$^{-1}$ in the initial state and increased to 0.77-2.14 mg.L$^{-1}$ in the final state. At 30°C, the TP concentration of the control group and that in the water bodies containing Potamogeton crispus and Potamogeton wrightii Morong decreased in the final state. In the early period of decomposition, the amount of P released from the plant residues to the water bodies increased rapidly, reaching a maximum after approximately 15 days, and then sedimentation occurred with an increase in time, resulting in a gradual decrease in the P concentration (Wang et al. 2018). The TP concentration of the control group in the final state was lower than that in the initial state, which might have been due to the sedimentation and transformation of TP in the absence of nutrient inputs, resulting in a decrease in the TP concentration. The TP concentration in the water bodies containing submerged plants increased in the final state, which might have been caused by the decomposition of submerged plants releasing P nutrients into the water bodies, increasing the TP concentration.

**Uncertainty of Results**

During the experiment, high-frequency continuous monitoring of the water quality change process was not conducted, and precise quantitative monitoring and descriptions of the
variations in some black and odorous indexes in the reaction process were not yet available.

This article measured the changes in water quality indicators during decomposition but did not consider the changes in various indicators in plant tissues and sediments. In the future, we will systematically study the cyclic transformation of substances in complex water-plant-sediment systems and add special monitoring and research on odor-causing factors to further analyze the impact of the plant decay process on the environment.

CONCLUSION

In this article, six submerged plants commonly used in aquatic ecological restoration in Sichuan Province, including *Elodea canadensis* Michx., *Potamogeton wrightii* Morong, *Potamogeton crispus* L., *Vallisneria spirulosa*, *Ceratophyllum demersum* L., and *Potamogeton pectinatus* L., were selected to conduct decomposition experiments under different temperature conditions.

The results showed that (1) the decomposition of submerged plants could release nutrients into water bodies. The TP concentration of the water bodies containing submerged plants at 10°C increased by 1.97-5.97 times on the 50th day compared with the 5th day, while the control group decreased from 0.39 mg L⁻¹ to 0.22 mg L⁻¹. The NH₃-N concentration of the water bodies containing submerged plants increased by 3.82-9.58 times on the 50th day compared with the 5th day, while the control group decreased from 1.42 mg L⁻¹ to 0.78 mg L⁻¹, which showed that the water body had a self-purification ability, but the decomposition of aquatic plants changed the self-purification ability of the water body, causing pollution. (2) The increase in temperature accelerated the decay processes of aquatic plants. In the final stage, the decay process was promoted by increasing the temperature. When the temperature was higher, the decomposition of aquatic plants progressed to a later stage, and the water quality was worse under lower temperatures.
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ABSTRACT

Despite fairly heavy rainfall, the Bhutan Himalayan foothill region of Assam has been facing serious water scarcity problems mainly due to the subsurface structure and soil condition. The local people of the region with their community efforts and traditional knowledge have developed a water management system locally known as Dong-bandh. This traditional canal water system provides the most reliable source of water to the people residing in the area. Besides the canals, they also collect water from the streams, natural springs, and wells. The quality of water is getting deteriorated over time under the influence of the growing population and their activities in the upstream areas. The present study is an attempt to investigate the status of water accessibility in the area and the quality of the drinking water used by the people. For this study, data and information have collected through field investigation, GPS survey, focus group discussion, and interviews with some key informants. A total of 14 drinking water samples were collected randomly from 14 foothill villages (both from the ground and surface) and tested to determine various physiochemical characteristics. The results were compared with the WHO and BIS/ICMR water quality standards. Finally, the status of water quality was analyzed in terms of the Water Quality Index (WQI). The WQI values were found to lie between 21.75 to 502.38.

INTRODUCTION

Easy availability and accessibility of safe drinking water are not only the pre-requisite for preventing diseases but also for improving the economic condition and quality of life (Khound & Bhattacharyya 2018, Nabila et al. 2014, Rawal et al. 2018, Rickert et al. 2016). United Nations (Sustainable Development Goal 6.1) make a target to achieve universal and equitable access to safe and affordable drinking water facilities by 2030. But still, billions of people across the world have been suffering from a lack of safe and adequate drinking water supply (Mandour 2012). According to an estimate, there were 2.2 billion people throughout the world without safely managed drinking water in 2017, out of which 144 million people used surface water (UNICEF & WHO 2019). The condition is more acute in highly populated countries like India where more than 163 million people still do not have clean and safe drinking water. The people in the Himalayan region have been primarily using surface water and natural spring for their drinking purposes (Sharma et al. 2005). However, the water quality is deteriorating currently due to the rapid population growth, deforestation, and expansion of agriculture, industries, and other anthropogenic activities (Effendi 2016, Mir et al. 2019, Sabha et al. 2019, Seth et al. 2016). Therefore, the assessment of water quality has become a matter of concern in recent times for ensuring a safe drinking water supply and reduction of water-borne diseases (Ameen 2019).

Like other people of the Himalayan states in India, the local communities in the Bhutan Himalayan foothill region of Assam also mainly depend on surface water for their survival. The indigenous communities of this region have invented a traditional canal water management system, locally called the dong-bandh system. They have diverted the river/stream water by putting small check dams and canalizing into their villages through earthen canals, called dong. These century-old traditional dongs have been used as the principal source of drinking water in the entire Bhutan Himalayan foothill region of the State (Saha et al. 2020). In the recent past, few community wells have been constructed by the government in some villages. But the construction of a dug well or tube well is very difficult due to rocky underground sub-surface and very low level of groundwater. Construction of dug well is also very costly; therefore, the individual households cannot afford such costs. Very recently, the government has also installed a deep tube well and water tank locally called ‘pani tanki’ in the villages of this area. But the number of deep tube wells is not sufficient. Only one deep tube well was installed in some villages against every 50-120...
households. However, this initiative of the government has reduced the drinking water supply problems of this area to some extent. However, many of the government-supported wells and tube wells have become defunct. Therefore, many villages along the Himalayan foothill zone still depend on man-made canals, natural springs, small streams, and rivers. Although few research works on the water management system of this region were done, the issues of drinking water accessibility and quality were not addressed in any one of these works. Therefore, the present study has been carried out to know the status of drinking water accessibility and quality in this foothill region.

BACKGROUND OF THE STUDY AREA

This study has been carried out in the Bhutan Himalayan foothill region of the Baksa district in Assam, India. The study area lies along the Indo-Bhutan border extending from 26°42’11” N to 26°49’57” N latitude and from 91°4’39” E to 91°44’20” E longitude (Fig. 1). The area encompasses a geographical area of 513.25 sq. km. with a population of 204381 as per the 2011 Census. The area is located between the Shiwalik Himalayan range on the north and the floodplain zone of the mighty Brahmaputra river on the south; Barnadi Wildlife Sanctuary on the east and Manas National Park on the west. The average elevation of the area varies between 350m and 70m. The region is crisscrossed by several perennial and ephemeral streams and is covered with dense forests. It receives heavy rain during the monsoon season (June-September). The average annual rainfall of the area is 2971.6 mm and the average monthly rainfall during monsoon ranges between 568.15 mm and 274.16 mm. The people of this area, however, face major water scarcity difficulties, particularly during the winter and pre-monsoon season, due to heavy deposition of coarse sediments due to the sharp fall in gradient and the sub-surface flow of channel water due to high porosity of sediments (Saha et al. 2021).

Fig. 1: Location of the study area.
MATERIALS AND METHODS

The study has been carried out in two different stages. First, personal field observation has been performed throughout the area in different seasons. After getting a general idea about the area, a total of 17 villages were selected randomly. One drinking water source from each village has been selected for collecting different information such as location, household dependency, management system, seasonal variation of water availability, and nature of water collection. PRA, focus group discussion (FGD), and interviews with the key informants and stakeholders were conducted to understand the status of drinking water availability and accessibility in the area.

In the second stage, we try to investigate the quality of drinking water. To study the status of water quality, 14 water samples (S1-S14) from both ground, as well as surface water, were collected from 14 randomly selected villages. The samples were collected during the pre-monsoon season. The water samples were collected in 1L high-density polyethylene bottles. Before collecting the sample, the bottles were rinsed thrice with the sample water (APHA AWWA and WEF 1992). Surface water samples were collected from the center of the canals at 1/3rd depth from the surface water level where the velocity was sufficiently high (Khound & Bhattacharyya 2018). Two sets of samples were collected from each sample location. Untreated raw water was collected first and the second was acidified with nitric acid. Then the bottles were labeled with sample numbers and place names. The geographical coordinates of each sample site were recorded with GPS (GARMIN-GPSMAP 64s) (Table 1). Finally, the collected water samples were transported to the Northern Eastern Regional Institute of Water and Land Management (NERIWALM) in Tezpur, Assam (India) for analysis.

Measurement of Parameters

Selected parameters were measured for all the samples. The pH, electric conductivity, total dissolved solids (TDS), salinity, dissolved oxygen (DO), and turbidity were measured by using a water analyzer. The instrument was calibrated with standard solutions as per the Systronic Water Analyser 371 manual. The concentrations of sulfate and phosphate were determined by using a UV-Visible spectrophotometer. The amount of calcium, magnesium, chloride (Cl), total alkalinity, and total hardness were estimated by using titration. All the measurement was carried out in triplicate to minimize the errors. The concentration of iron, lead, cadmium, chromium, and arsenic was measured directly by using Atomic Absorption Spectrophotometer (AAS). All the measured parameters were analyzed and compared with standard limits of the Bureau of Indian Standards (BIS), Indian Council of Indian Medical Research (ICMR) and the World Health Organization (WHO) for drinking water quality. Finally, the water quality index (WQI) has been calculated by adopting the ‘weighted arithmetic index method’ (Brown et al. 1970).

\[ WQI = \sum Q_n W_n \]

Table 1: Water sample collection sites.

<table>
<thead>
<tr>
<th>Location</th>
<th>Village name</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Elevation(M)</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Dihira</td>
<td>26° 44' 17.49'' N</td>
<td>91° 21' 26.64'' E</td>
<td>86</td>
<td>Surface</td>
</tr>
<tr>
<td>S2</td>
<td>Chaulkara</td>
<td>26° 45' 38.27'' N</td>
<td>91° 24' 6.38'' E</td>
<td>124</td>
<td>Ground</td>
</tr>
<tr>
<td>S3</td>
<td>Uttarkuchi</td>
<td>26° 46' 47.50'' N</td>
<td>91° 25' 32.28'' E</td>
<td>123</td>
<td>Ground</td>
</tr>
<tr>
<td>S4</td>
<td>No.1 Paharpur</td>
<td>26° 47' 42.96'' N</td>
<td>91° 26' 55.98'' E</td>
<td>149</td>
<td>Surface</td>
</tr>
<tr>
<td>S5</td>
<td>Jharbasti</td>
<td>26° 46' 18.54'' N</td>
<td>91° 26' 46.31'' E</td>
<td>124</td>
<td>Surface</td>
</tr>
<tr>
<td>S6</td>
<td>Moithabari</td>
<td>26° 43' 37.96'' N</td>
<td>91° 26' 21.26'' E</td>
<td>106</td>
<td>Ground</td>
</tr>
<tr>
<td>S7</td>
<td>Hatiduba</td>
<td>26° 45' 51.06'' N</td>
<td>91° 30' 26.62'' E</td>
<td>94</td>
<td>Ground</td>
</tr>
<tr>
<td>S8</td>
<td>Ganeshguri</td>
<td>26° 46' 32.20'' N</td>
<td>91° 33' 00.74'' E</td>
<td>165</td>
<td>Surface</td>
</tr>
<tr>
<td>S9</td>
<td>Unthaibari</td>
<td>26° 47' 44.28'' N</td>
<td>91° 35' 29.90'' E</td>
<td>180</td>
<td>Surface</td>
</tr>
<tr>
<td>S10</td>
<td>Manjurgaon</td>
<td>26° 48' 13.15'' N</td>
<td>91° 37' 30.02'' E</td>
<td>153</td>
<td>Surface</td>
</tr>
<tr>
<td>S11</td>
<td>No. 1 Dongargaon</td>
<td>26° 48' 4.78'' N</td>
<td>91° 37' 19.84'' E</td>
<td>156</td>
<td>Ground</td>
</tr>
<tr>
<td>S12</td>
<td>Guwabari</td>
<td>26° 47' 3.10'' N</td>
<td>91° 40' 40.73'' E</td>
<td>140</td>
<td>Surface</td>
</tr>
<tr>
<td>S13</td>
<td>Deuchunga</td>
<td>26° 46' 22.35'' N</td>
<td>91° 42' 49.37'' E</td>
<td>124</td>
<td>Ground</td>
</tr>
<tr>
<td>S14</td>
<td>No. 2 Dogargaon</td>
<td>26° 46' 17.77'' N</td>
<td>91° 41' 53.62'' E</td>
<td>125</td>
<td>Surface</td>
</tr>
</tbody>
</table>

Source: Field survey, 2020
Where $Q_n$ refers to the quality rating scale of the $n^{th}$ water quality parameter; $W_n$ refers to the unit weight of the $n^{th}$ water quality parameter.

For computing WQI, we first calculate the $Q$ value by using the following formula-

$$Q_n = 100 \left( \frac{(V_n - V_i)}{(V_s - V_i)} \right)$$

Where, $V_n$ = the amount of $n^{th}$ parameter present, $V_i$ = ideal value of the parameter i.e. $Vi=0$, except $pH$ ($Vi=7$) and DO ($Vi=14.6 \text{ mg} \cdot \text{L}^{-1}$); $V_s$ = recommended standard value for $n^{th}$ parameter

Unit weight ($W_n$) is calculated by the following equation-

$$W_n = K \frac{V_i}{V_s}$$

Where $k = \text{proportionality constant}$ and it is calculated by the following equation-

$$K = \frac{\sum V_i}{\sum V_s}$$

The status of water quality based on the water quality index (WQI) value and their possible uses are shown in Table 5.

Table 2: Selected drinking water sources and their supplies in sample villages.

<table>
<thead>
<tr>
<th>Village</th>
<th>Location</th>
<th>Elevation [m]</th>
<th>Selected drinking water sources</th>
<th>Dependent households</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daragaon</td>
<td>26°46′54.93″ N 91°23′1.79″ E</td>
<td>171</td>
<td>Locally managed spring fed pipe line</td>
<td>60</td>
</tr>
<tr>
<td>Dihira</td>
<td>26°44′18.5″ N 91°21′27″ E</td>
<td>87</td>
<td>Community well</td>
<td>35</td>
</tr>
<tr>
<td>Bhangrikuchi Dimapur</td>
<td>26°46′47.60″ N 91°23′41.04″ E</td>
<td>154</td>
<td>Dong (traditional canal)</td>
<td>80</td>
</tr>
<tr>
<td>Ganeshguri</td>
<td>26°47′3.34″ N 91°24′27.94″ E</td>
<td>149</td>
<td>Chaulkara dong (traditional canal)</td>
<td>50</td>
</tr>
<tr>
<td>Chaulkara village</td>
<td>26°45′38.27″ N 91°24′6.83″ E</td>
<td>124</td>
<td>Pani tanki (Deep tube well)</td>
<td>65</td>
</tr>
<tr>
<td>Uttarkuchi village</td>
<td>26°46′47.50″ N 91°25′32.28″ E</td>
<td>106</td>
<td>Pani tanki (Deep tube well)</td>
<td>70</td>
</tr>
<tr>
<td>Dakhinkuchi</td>
<td>26°45′24.90″ N 91°26′23.32″ E</td>
<td>106</td>
<td>Pani tanki (Deep tube well)</td>
<td>120</td>
</tr>
<tr>
<td>Bhabanipur village</td>
<td>26°44′32.01″ N 91°25′21.32″ E</td>
<td>68</td>
<td>Community well</td>
<td>85</td>
</tr>
<tr>
<td>Jharbasti</td>
<td>26°46′18.54″ N 91°26′46.31″ E</td>
<td>124</td>
<td>Pani tanki (Deep tube well)</td>
<td>170</td>
</tr>
<tr>
<td>Jalal basti</td>
<td>26°46′34.13″ N 91°27′9.38″ E</td>
<td>111</td>
<td>Natural Spring</td>
<td>40</td>
</tr>
<tr>
<td>Moithabari village</td>
<td>26°43′52.64″ N 91°26′17.27″ E</td>
<td>96</td>
<td>Pani tanki (Deep tube well)</td>
<td>100</td>
</tr>
<tr>
<td>Hattiduba village</td>
<td>26°45′51.06″ N 91°30′26.62″ E</td>
<td>94</td>
<td>Pani tanki (Deep tube well)</td>
<td>70</td>
</tr>
<tr>
<td>Angarkata N.C</td>
<td>26°44′35.60″ N 91°30′1.39″ E</td>
<td>99</td>
<td>Community well</td>
<td>40</td>
</tr>
<tr>
<td>Unthaibari</td>
<td>26°47′44.28″ N 91°35′29.90″ E</td>
<td>180</td>
<td>Unthaibari dong (traditional canal)</td>
<td>65</td>
</tr>
<tr>
<td>No.1 Dongargaon</td>
<td>26°48′4.78″ N 91°37′19.84″ E</td>
<td>156</td>
<td>Natural Spring</td>
<td>240</td>
</tr>
<tr>
<td>No.2 Dongargaon</td>
<td>26°46′17.17″ N 91°41′53.62″ E</td>
<td>124</td>
<td>Garo dong (traditional canal)</td>
<td>250</td>
</tr>
<tr>
<td>Deuchunga</td>
<td>26°46′22.35″ N 91°42′49.37″ E</td>
<td>126</td>
<td>Pani tanki (Deep tube well)</td>
<td>180</td>
</tr>
</tbody>
</table>

Source: Field survey, 2020
RESULTS AND DISCUSSION

Drinking-Water Accessibility

Scarcity of drinking water is the most serious problem in the entire foothill region of the district and the problems become more acute during the winter and pre-monsoon season. Around 80-90% of villagers of this foothill region do not have a drinking water source on their premises. Only a small section of the villagers residing in the southern belt of this region have access to drinking water at their premises. The majority of the population of this entire zone collects their drinking water from the different locally invented sources, such as dong (canals), nijora (natural springs), ponds, small streams, and rivers (Table 2). Very recently, the government of Bodoland Territorial Council (B.T.C) has constructed a deep tube well and water tank, locally called ‘pani tanki’ in the villages of this area.

The existing drinking water source of this region forms a unique spatial pattern (Fig. 2). If we observe very carefully, we can classify the drinking water sources into five parallel belts. Natural spring, locally called Nijhora is the primary source of drinking water in the villages of the extreme northern belts of the foothill zone. Besides the natural springs, the villagers also collect their drinking water from nearby dongs (canals), streams, and rivers. Just south of this belt many villagers depend on traditional dongs for their drinking water. There is no community well or deep tube well in this zone. Few deep tube wells were installed by the government a few years back but most of these are now defunct. As the groundwater level is very low, a deep tube well could not work during the winter season. Thus, according to WHO’s standard classification, the sources of drinking water in these two zones can be classified as the ‘untreated surface water’ category.

The villagers in the next zone were using locally managed traditional dong water for drinking purposes till recently. Very recently, the government installed a good number of deep tube wells and water tanks for drinking water supply. The installation of these deep tube wells and water tanks dramatically change the life of the villagers. Now the people of these belts are getting basic and limited water services. In every village, we found around 3-4 deep tube wells and water tanks. Around 50-120 households depend on one deep tube well. Every deep tube well has a pump machine for the withdrawal and storing of water. All the maintenance works are performed by the stakeholders. The local Gaon Unnyan Samiti (village development committee) makes a drinking water management committee under it and gives the responsibility of regulating and maintenance and fees collections. To fetch the drinking water, the villagers need to spend around 20-40 min for every round trip. It is noteworthy to mention that the responsibility of drinking water collection mainly relies on women and children. It has been estimated that the women of this area spend around 5-6 h per week on the collection of drinking water. Dug well and community well are the main source of drinking water in the villages in the fourth zone. As the construction of a well is very difficult and expensive, therefore, a well in every household

Fig. 2: Spatial pattern of drinking water sources in the foothill zone of Baksa.
premises is very rare. Community well is the primary source of drinking water. Like community deep tube well, around 50-60 households have to depend on one well. They need to walk around 200-500 m for collecting drinking water (Fig. 3). The majority of these wells are unprotected. Dug well and shallow tube wells are found in some villages in most southern belts of this region where the groundwater level is comparatively higher than in the northern part.

It is noteworthy here that the government has recently taken various projects to improve the drinking water supply in this entire foothill region. Public Health Engineering (PHE) water supply projects (pipe supply) have been taken in some villages such as Nikashi, Uttarkuchi, Subankhata, Chandranagar, and Guwabari, where the safely managed drinking water supply is available now. But the water supply is not available in the entire villages, some parts of these villages are receiving water supply from these PHE drinking water supply projects. Although the households under these water projects revive water supply through the pipeline in their home premises, the supply is only for specific time periods in a day. The drinking water supply project of the Utttrakuchi and Subankhata area is now almost defunct.

**Seasonal Pattern of Drinking Water Accessibility**

Focus group discussions (FGDs) with the local communities show that the drinking water accessibility of this region has been largely influenced by seasonal variation. A seasonal calendar- a widely used PRA tool- was applied to understand the seasonal variation in the reliability of drinking water. The participants reported that during the dry season (December-April) scarcity of drinking water becomes more acute because many of the traditional drinking water sources such as dong (canal), and natural springs become dry. Water availability in Community Well as well as in deep tubes is also reduced significantly due to the fall of the groundwater table. The villagers, particularly the women and children need to spend more time in water fetching. Fig. 4 represents the drinking water-related issues that the local communities of four selected villages are facing through out the year.

It is seen that the drinking water source of Bhagrikuchi village is affected due to floods. During the rainy season, a large number of sediments and other eroded materials are mixed with dong water which makes the water undrinkable. The water fetching women and children of No.1 Dongargaon village reported that it becomes very difficult to access the natural spring during the rainy season due to flood water.

**Status of Water Quality Parameters**

Different parameters of selected water samples were tested to understand the general characteristics of drinking water in the Bhutan Himalayan foothill zone of Assam. The abstract results of the water sample test are presented in Table 3. pH indicates the acidity or alkalinity nature of water which plays a significant role in the quality of water. The pH value of natural water generally falls within the range of 6-8. The average pH value of the water samples was found to be 7.98. Although the average pH value is within the permissible limit of BIS’ ICMR and WHO standards, the pH value in one sample site i.e. 8.83 was found beyond the permissible limit. Generally, pure water is not a good conductor of...
electricity but the presence of dissolved solids enhances the electric conductivity (Meride & Ayenew 2016). Electric conductivity (EC) measures the capacity of electric current transmission of water. It is also an indirect measurement of dissolved salts in a water sample. The electric conductivity (EC) value of water samples ranges between 178-481 μS. pH in most of the sites was found within the desirable limit of BIS and WHO standards except for three sites i.e. SI-4, SI-8, and SI-10. Measurement of TDS indicates the amount of total dissolved solids particles present in the water. TDS values of the sample water were found within the desirable limits of ICMR and WHO with a maximum record of 307.84 mg.L\(^{-1}\). The amount dissolves oxygen present in water is called DO which is one of the major indicators of water quality. Good quality water must have more than 4 mg.L\(^{-1}\) dissolved oxygen (Lkr et al. 2020). The amount of dissolved oxygen (DO) across the foothill region was recorded within the range of 3.4-6.5 mg.L\(^{-1}\). Turbidity is the measurement of water clarity. A higher level of turbidity adversely affects the aquatic life both plants and animals (Pant et al. 2017). There is a very significant variation of water turbidity values among the sample sites ranging from 0.18 NTU to 185 NTU. Although the turbidity values in the case of the majority of the sample sites are within the desirable limit i.e. 5 of BIS and WHO, few sample sites have excessive value. Turbidity in the water sample of the Paharpur-Lebra canal (sample site-4) was found extremely high (185 NTU) which is very harmful to aquatic plants and animals. Water hardness refers to the measure of divalent metal cation, mainly calcium and magnesium (Diggs & Parker 2009). The dissolve metallic ions from sedimentary rocks, surface runoff from the surrounding area, etc. are the major natural sources of water harness. The observed hardness values of the collected water sample of the area were range from 144 to 269.2 mg.L\(^{-1}\).

Total alkalinity is the acid-neutralizing capacity of the water. The mean value of total alkalinity (76.81 mg.L\(^{-1}\)) was found within the desirable limit of BIS i.e. 200. The maximum concentration (238 mg.L\(^{-1}\)) was recorded at sample site-9 which exceeds the BIS standard limit. The concentration of chloride in all the water samples was found (between 0.99 and 4.99 mg.L\(^{-1}\)) within the BIS and WHO desirable limits. The mean concentration of fluoride was 0.06 mg.L\(^{-1}\) with the values ranging from 0.023 to 0.22 mg.L\(^{-1}\). Several minerals such as barite, gypsum, etc. are natural contributors to sulfate in water. A higher concentration of sulfate in drinking water causes different diseases such as diarrhea, dehydration, etc. The concentration of sulfate in the water sample varies between 5.76 and 32.68 mg.L\(^{-1}\). Sulfate concentration values in all the sample sites under investigation were recorded within the desirable limits of BIS and WHO. Both calcium and magnesium dissolves are common minerals found in water that makes the water hard. These minerals are also essential nutrients for human health. The concentration of calcium was recorded within the range of 8.83 to 36.84 mg.L\(^{-1}\). The mean magnesium value in the water sample was observed at 21.74 mg.L\(^{-1}\). All the observed values of calcium and magnesium

![Fig. 3: Scenario of drinking water sources in the Himalayan foothill zone of Baksa district, Assam, India.](image-url)
for all the sample sites were found within the permissible limit of the World Health Organization (WHO).

Table 4 shows the concentration level of some selected heavy metals in the water sample sites. It is seen that the concentration of arsenic which is very hazardous to human health is below the detection level (BDL). Similarly, the concentration of cadmium (Cd) and lead (Pb) is also below the detection level. The following data reveals that the drinking water of this area is almost free from hazardous heavy metal contamination. But the mean concentration level of chromium (0.15ppm) and iron (1.03ppm) exceeds the BIS and WHO standard limits.

Table 4: Descriptive statistics of selected heavy metal concentration in sample water.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Arsenic (As)</td>
<td>BDL</td>
<td>-</td>
<td>-</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Chromium (Cr)</td>
<td>0.15</td>
<td>0.15</td>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Cadmium (Cd)</td>
<td>BDL</td>
<td>-</td>
<td>-</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Iron (Fe)</td>
<td>1.03</td>
<td>0.65</td>
<td>0.93</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Lead (Pb)</td>
<td>BDL</td>
<td>-</td>
<td>-</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Note: Concentration level is measured in ppm (parts per million)

The water quality index is one of the most effective methods of water quality analysis which describe the overall quality of water in a single term (Akter et al. 2016, Tyagi et al. 2013). The method of water quality index was first formulated by Horton (1965) and Brown et al. (1970) and subsequently different modified WQI methods were developed by several scientists (Saeedi et al. 2009). The water quality index (WQI) has now been widely used throughout the world as an effective tool for evaluating the quality of ground and surface water (Ameen 2019, Bora & Goswami 2017, Samantray et al. 2009, Şener et al. 2017). ‘Weighted Arithmetic Index’ method was applied in the present study.

Focus group discussions (FGDs) with the local communities show that the drinking water accessibility of this region has been largely influenced by seasonal variation. A seasonal calendar—a widely used PRA tool—was applied to understand the seasonal variation in the reliability of drinking water. The participants reported that during the dry season (December - April) scarcity becomes more acute because many of the traditional drinking water sources such as dong (canal), and natural springs become dry. Water availability in Community Well as well as in deep tubes is also reduced significantly due to the fall of the groundwater table. The villagers, particularly the women and children need to spend more time in water fetching. Fig. 4 represents the drinking water-related issues that the local communities of four selected villages are facing throughout the year.

Fig. 4: Seasonality of drinking water status in the foothill region of the Baksa district.

<table>
<thead>
<tr>
<th>Village</th>
<th>Drinking water source</th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhagrikuchi</td>
<td>Dong (Canal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bhabanipur</td>
<td>Community well</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No.1 Dongargaon</td>
<td>Natural spring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deuchunga</td>
<td>Community deep tube well</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Based on focus group discussion, 2020
Table 5: Range of water quality index, status, and possible uses (Brown et al. 1972).

<table>
<thead>
<tr>
<th>Range of WQI</th>
<th>Water quality status (WQS)</th>
<th>Probable utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;25</td>
<td>Excellent</td>
<td>Suitable for drinking, irrigation, and industrial uses</td>
</tr>
<tr>
<td>26-50</td>
<td>Good</td>
<td>Suitable for drinking, irrigation, and industrial purposes</td>
</tr>
<tr>
<td>51-75</td>
<td>Poor</td>
<td>Not suitable for drinking, only irrigation, and industrial use</td>
</tr>
<tr>
<td>76-100</td>
<td>Very poor</td>
<td>Irrigation purpose only</td>
</tr>
<tr>
<td>&gt;100</td>
<td>Unsuitable for drinking and fish cultivation</td>
<td>Proper treatment is essential before any kind of use</td>
</tr>
</tbody>
</table>

The procedure for calculation of WQI applying weighted arithmetic index (WAI) starts with the estimation of ‘unit weight’ assigned for every physiochemical parameter considered for the study. By assigning the ‘unit weight’, the different dimensions and units of the selected parameters are converted into a common. Table 6 shows the drinking water quality standard (as per the BIS’ICMR) and the assigned ‘unit weight’ of every selected parameter for determining the water quality index (WQI).

The maximum ‘unit weight’ value is assigned to fluoride (0.627), DO (0.125), and turbidity (0.125) which indicates the importance of these parameters in the assessment of water quality. These parameters also play a very significant role in the computation of the water quality index (WQI). The measured values of all the twelve physiochemical parameters for all the sample sites and their corresponding WQI values are presented in Tables 7, 8, 9, 10, and 11. It is seen that the pH, DO, turbidity and fluoride are the most significant water parameters in determining the WQI score.

The overall water quality index value and water quality status of all the sample sites are presented in Table 12. The observed WQI values among 14 sample sites range from 21.75 to 502.38. It is seen that the WQI value in the majority of the sample sites falls under the category of good quality water status (25 < WQI < 50). The lowest WQI value i.e. 21.75 was found at Uttarkuchi village (S3), whereas the higher WQI value i.e. 502.38 was recorded at the village No.1 Paharpur (S4). The WQI values of the groundwater sample sites S2, S3, S6, and S7 are recorded as less than 30 except the sample site S11 which is a natural spring. WQI value of S11 is 34.26. The average WQI values of the surface water samples are found to be slightly higher than the groundwater sample. The sample sites S4 and S5 recorded unsuitable water quality status. The village Dihira (S1) recorded very poor quality water status with a WQI value of 87.63. The pollution level in the sample site S4 is extremely high. Electric conductivity (EC), turbidity, DO, total hardness, and magnesium level were recorded.

Table 6: Relative weight of water parameters used for determination of water quality index.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>BIS’ ICMR standard (2012) (Vn)</th>
<th>Unit Weight (Wn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>6.5-8.5</td>
<td>0.077</td>
</tr>
<tr>
<td>Electric conductivity</td>
<td>300</td>
<td>0.002</td>
</tr>
<tr>
<td>TDS</td>
<td>500</td>
<td>0.001</td>
</tr>
<tr>
<td>DO</td>
<td>5</td>
<td>0.125</td>
</tr>
<tr>
<td>Turbidity</td>
<td>5</td>
<td>0.125</td>
</tr>
<tr>
<td>Total hardness</td>
<td>200</td>
<td>0.003</td>
</tr>
<tr>
<td>Total alkalinity</td>
<td>200</td>
<td>0.003</td>
</tr>
<tr>
<td>Chloride</td>
<td>250</td>
<td>0.002</td>
</tr>
<tr>
<td>Fluoride</td>
<td>1</td>
<td>0.627</td>
</tr>
<tr>
<td>Calcium</td>
<td>75</td>
<td>0.008</td>
</tr>
<tr>
<td>Sulphate</td>
<td>150</td>
<td>0.004</td>
</tr>
<tr>
<td>Magnesium</td>
<td>30</td>
<td>0.02</td>
</tr>
</tbody>
</table>

\[ \sum Wn = 0.997(=1.00) \]
Table 7: Determination of WQI for sample sites 1, 2 and 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site-1</th>
<th>Site-2</th>
<th>Site-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>8.03</td>
<td>85.83</td>
<td>6.61</td>
</tr>
<tr>
<td>Ec</td>
<td>212.00</td>
<td>70.67</td>
<td>0.14</td>
</tr>
<tr>
<td>TDS</td>
<td>77.44</td>
<td>15.48</td>
<td>0.02</td>
</tr>
<tr>
<td>DO</td>
<td>6.50</td>
<td>83.33</td>
<td>10.42</td>
</tr>
<tr>
<td>Turbidity</td>
<td>26.00</td>
<td>520.00</td>
<td>65.00</td>
</tr>
<tr>
<td>Total hardness</td>
<td>144.00</td>
<td>72.00</td>
<td>0.22</td>
</tr>
<tr>
<td>Total alkalinity</td>
<td>56.00</td>
<td>28.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Chloride</td>
<td>1.50</td>
<td>0.60</td>
<td>0.00</td>
</tr>
<tr>
<td>Fluoride</td>
<td>0.05</td>
<td>5.26</td>
<td>3.30</td>
</tr>
<tr>
<td>Magnesium</td>
<td>18.92</td>
<td>7.68</td>
<td>0.03</td>
</tr>
</tbody>
</table>

\[ \sum QnWn = 87.36 \]
\[ WQI = 87.63 \]

Table 8: Determination of WQI for sample sites 4, 5 and 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site-4</th>
<th>Site-5</th>
<th>Site-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>8.53</td>
<td>127.50</td>
<td>9.82</td>
</tr>
<tr>
<td>Ec</td>
<td>481.00</td>
<td>160.33</td>
<td>0.32</td>
</tr>
<tr>
<td>TDS</td>
<td>307.84</td>
<td>61.57</td>
<td>0.06</td>
</tr>
<tr>
<td>DO</td>
<td>6.10</td>
<td>88.54</td>
<td>11.07</td>
</tr>
<tr>
<td>Turbidity</td>
<td>185.00</td>
<td>370.00</td>
<td>462.50</td>
</tr>
<tr>
<td>Total hardness</td>
<td>234.00</td>
<td>117.00</td>
<td>0.35</td>
</tr>
<tr>
<td>Total alkalinity</td>
<td>108.00</td>
<td>54.00</td>
<td>0.16</td>
</tr>
<tr>
<td>Chloride</td>
<td>3.50</td>
<td>1.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Fluoride</td>
<td>0.22</td>
<td>22.00</td>
<td>13.79</td>
</tr>
<tr>
<td>Calcium</td>
<td>36.58</td>
<td>48.77</td>
<td>0.39</td>
</tr>
<tr>
<td>Sulphate</td>
<td>32.68</td>
<td>21.79</td>
<td>0.09</td>
</tr>
<tr>
<td>Magnesium</td>
<td>34.67</td>
<td>115.57</td>
<td>2.31</td>
</tr>
</tbody>
</table>

\[ \sum QnWn = 500.87 \]
\[ WQI = 502.38 \]

Beyond the BIS standard limits at this site, Turbidity level at S4 was found to be 185 NTU which is higher than the permissible limit of BIS and WHO i.e. 5 NTU. A large number of waste materials from the recently developed coal mining and limestone quarrying sites in the Bhutan territory are mixing with the Lebra river water, which is the primary source of water pollution in this area. Besides, large-scale deforestation in the upper catchment area is also badly affecting the quality of water. The growing pollution level in the Lebra river has become a serious threat to the life and livelihoods of the villagers in Lebra-Santipur and No.1 Paharpur village. Water has become unfit...
Table 9: Determination of WQI for sample sites 7, 8 and 9.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site -7</th>
<th>Site -8</th>
<th>Site -9</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>Vn</td>
<td>Qn</td>
<td>QnWn</td>
</tr>
<tr>
<td></td>
<td>7.44</td>
<td>36.67</td>
<td>2.82</td>
</tr>
</tbody>
</table>

Table 10: Determination of WQI for sample sites 10, 11 and 12.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site -10</th>
<th>Site -11</th>
<th>Site -12</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>Vn</td>
<td>Qn</td>
<td>QnWn</td>
</tr>
<tr>
<td></td>
<td>8.32</td>
<td>110.00</td>
<td>8.47</td>
</tr>
</tbody>
</table>

for drinking, therefore they need to walk a long distance for fetching water. Cultivation of fish in their household ponds is destroyed and ponds have become abundant (Fig. 5). Irrigation fields are also adversely affected due to high levels of pollution and siltation.

CONCLUSION

The present study gives an account of the status of water accessibility and the quality of the existing drinking water sources. The physiochemical analysis of water quality reveals that the majority of the values are within the drinking water
standard limits of WHO and BIS. From the calculated water quality index (WQI) values of all the sample sites, it can be concluded that the quality of water is good in all the sites except No.1 Paharpur (site 4) and Jharbasti village (site 5). Deforestation, open cast coal and limestone mining in the hilly region of Bhutan territory are mainly responsible for the degradation of water quality of this region. As the local communities of this entire foothill region have been using the surface water (through the *dong-bandh* irrigation system) for drinking as well as irrigation purposes, therefore government intervention is very essential to overcome these issues.
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Fig. 5: Coal mining waste mixed with the water of Lebra-Santipur and No.1 Paharpur village.
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ABSTRACT

As an important part of the river ecosystem, vegetation has a significant influence on hydrodynamic characteristics, water quality, river morphology, and ecological habitat. Combining vegetation survey with the verified numerical model, this study aims to analyze the impact of floodplain vegetation patches on hydrodynamic characteristics in the old course of Fuhe River under various combinations of incoming flow discharges, and flood diversion discharges, and changes in the land use type. The equivalent Manning coefficient was adopted to quantify the additional resistance induced by plants in the vegetation module of the numerical model. According to simulating results, vegetation patches would cause the water level to rise and velocity to decrease, which mainly affects the upstream of the old course of Fuhe River. And with the increase in incoming discharge, water level difference and velocity difference have an upward trend. It is also found that the resistance of Zizania latifolia to river flow is strongest followed by sugarcane, crops, and weeds because of the differences in vegetation characteristics. Furthermore, compared with existing vegetation conditions, converting farmland to Zizania latifolia and expanding farmland induce a moderate rise in water level upstream while the decreasing velocity happens in the area where land use type is changed. And there are areas where velocity increases located opposite to the velocity decreasing area because of the adjustment of cross-section velocity distribution caused by plants.

INTRODUCTION

In nature, aquatic plants are abundant in rivers and also have a significant influence on the river ecosystems by altering flow fields, stabilizing river beds, sheltering aquatic animals, and enhancing water quality. With the popularization of the concept of ecological rivers and river restoration, aquatic vegetation is introduced in the design of ecological rivers and restoration engineering projects. Therefore, more and more attention is paid to the vegetation impact on natural river ecosystems, which is helpful for better river management and protection.

Aquatic plants directly impact flow dynamics. First of all, compared with non-vegetated rivers, the existence of aquatic plants would induce additional flow resistance, which causes the flow velocity to slow down and the water level to rise. To quantify the obstruction of vegetation, the vegetation drag coefficient, $C_D$ is introduced as an important parameter that is related to the vegetation characteristics and the flow conditions. In the previous studies, several predicting formulas $C_D$ were proposed, which were systematically reviewed and summarized by Liu et al. (2020) and D’ippolito et al. (2021). And the profile of velocity distribution in vegetated channels is also affected by vegetation. Generally, the velocity in the emergent vegetation layer almost distributes uniformly while the velocity distribution profile is variable along the water depth in the submerged canopy layer. Therefore, to describe the key parameter in the submerged vegetation layer, different velocity models were proposed, such as the two-layer velocity model (Yang & Choi 2010) and the three-layer velocity model (Nepf 2012). Besides, bed shear stress (Etminan et al. 2018, Yang et al. 2015), Reynolds shear stress (Choi & Kang 2004, Dijkstra & Uittenbogaard 2010), the development of shear layer caused by vegetation (Ghisalberti & Nepf 2006), and other turbulent characteristics (Zhao et al. 2019) were focused on.

Heavily affected by the flow field, sediment transport in vegetated channels is also changed. In terms of sediment transport in vegetated rivers, previous research mainly concentrated on the initiated sediment motion (Cheng et al.
2020), bed-load transport rate (Yang & Nepf 2018), the distribution profile of suspended sediment concentration (SSC) (Huai et al. 2019, Li et al. 2020), the sediment erosion and deposition (Follett & Nepf 2018, Västilä & Järvelä 2018). Compared with non-vegetated channels, the critical flow velocity and the turbulent kinetic energy are supposed to be better indicators for predicting the initiated sediment motion and the bed-load transport rate, respectively (Tinoco & Coco 2016). In terms of the SSC distribution profile, recent studies mainly depend on three theories: the diffusion theory, the gravitational theory, and the random displacement model. As for the sediment erosion and deposition in vegetated channels, flume experiments found that sediment particles are usually scoured from the leading area of the vegetation region but deposited in the latter length of the vegetation area or behind the patch.

To simulate the interaction between the flow dynamics and vegetation, a lot of numerical models were proposed in the previous studies. In these numerical models, the widely adopted numerical methods are Boussinesq wave equations (Augustin et al. 2009, Huang et al. 2011), Navier-Stokes equations, and 2D shallow water equations (Bai et al. 2016, Wu & Marsooli 2012).

This study firstly introduces the vegetation module, which adopts the equivalent Manning coefficient to quantify vegetation resistance, into the hydrodynamic model. And based on the field vegetation investigation results, this paper aims to investigate how the vegetation patches on floodplains influence the flow dynamics in the old course of the Fuhe River by considering the combined effect of flood diversion and the changes in vegetation types, which is helpful to better river management and flood prevention.

**MATERIALS AND METHODS**

**Hydrodynamic Module**

This paper adopts the well-balanced two-dimensional shallow water equation which considers vegetation factors, wind stress, and Coriolis force. Its conservative form is described as:

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x} + \frac{\partial \mathbf{G}}{\partial y} = \mathbf{S}_b + \mathbf{S}_f + \mathbf{S}_j + \mathbf{S}_v \quad \ldots (1)
\]

where \( \mathbf{U} \) is the vector of conserved variables; \( \mathbf{F} \) and \( \mathbf{G} \) are the vectors of fluxes along the \( x \) and \( y \) directions respectively; \( t \) represents time; \( x \) and \( y \) denote the Cartesian coordinates; \( \mathbf{S}_b \) is the vector of slope source term; \( \mathbf{S}_f \) is the vector of turbulence resistance source term; \( \mathbf{S}_j \) is the vector of source term of river bed friction, and \( \mathbf{S}_v \) is the vector of source term of additional resistance induced by vegetation. The vectors mentioned above are defined as:

\[
\mathbf{U} = \begin{bmatrix} \eta \\ q_x \\ q_y \end{bmatrix}, \quad \mathbf{F} = \begin{bmatrix} \frac{q_x}{h} + \frac{1}{2} g \left( \eta^2 - 2\eta z_b \right) \\ \frac{q_y}{h} + \frac{1}{2} g \left( \eta^2 - 2\eta z_b \right) \\ 0 \end{bmatrix}, \quad \mathbf{G} = \begin{bmatrix} \frac{q_x}{h} + \frac{1}{2} g \left( \eta^2 - 2\eta z_b \right) \\ \frac{q_y}{h} + \frac{1}{2} g \left( \eta^2 - 2\eta z_b \right) \\ 0 \end{bmatrix}
\]

\[
\mathbf{S}_b = \begin{bmatrix} 0 \\ -g \eta \frac{\partial z_b}{\partial x} \\ -g \eta \frac{\partial z_b}{\partial y} \end{bmatrix}, \quad \mathbf{S}_f = \begin{bmatrix} -\frac{g \eta_n^2}{h^{1/3}} u \sqrt{u^2 + v^2} \\ -\frac{g \eta_n^2}{h^{1/3}} v \sqrt{u^2 + v^2} \end{bmatrix}, \quad \mathbf{S}_v = \begin{bmatrix} 0 \\ -\frac{F_{xx}}{\rho} \\ -\frac{F_{yy}}{\rho} \end{bmatrix}
\]

\[... (2)\]

where \( g \) is the acceleration of gravity; \( h \) denotes water depth; \( z_b \) is river bed elevation; \( \eta \) denotes water level and \( \eta = h + z_b \); \( u \) and \( v \) are velocity components in \( x \) and \( y \) directions, respectively; \( q_x = hu \) and \( q_y = hv \) represent the discharges per width in \( x \) and \( y \) directions; and \( n \) is Manning coefficient of the river bed.

In the shallow water equation, the depth-averaged turbulent shear stress is determined according to the Boussinesq assumption and it is written as:

\[
\mathbf{S}_t = \begin{bmatrix} 0 \\ \frac{\partial (h \psi_x)}{\partial x} + \frac{\partial (h \psi_y)}{\partial y} \\ \frac{\partial (h \psi_y)}{\partial x} + \frac{\partial (h \psi_y)}{\partial y} \end{bmatrix}, \quad \mathbf{T}_{xx} = 2\nu_{t} \frac{\partial u}{\partial x}, \quad \mathbf{T}_{yy} = 2\nu_{t} \frac{\partial v}{\partial y}
\]

\[... (3)\]

where \( \nu_{t} \) is eddy viscosity which can be quantified by the following equations:

\[
\nu_{t} = 0.5hu^*, \quad u^* = \left[ c_f \left( u^2 + v^2 \right) \right]^{1/2}, \quad c_f = \frac{g \eta_n^2}{h^{1/3}}
\]

\[... (4)\]

**Vegetation Module**

Vegetation usually grows on the floodplain, inducing additional flow resistance. At present, plants can be divided into rigid and flexible vegetation according to rigidity. Rigid vegetation is usually treated as cylindrical piles while flexible vegetation cannot be deflected by river flow. Thus, the mean deflected height is used as the characteristic height of flexible vegetation. To quantify the additional vegetation resistance, vegetation drag
force and equivalent Manning coefficient were proposed, respectively.

In terms of vegetation drag force, it is commonly described based on the drag coefficient (Whittaker et al. 2015):

\[ F_v = \frac{1}{2} \rho \lambda C_D C_a \psi^{1/2} h|U_c| U_c \]  

...(5)

where \( \rho \) is water density; \( \lambda \) denotes the projected area of vegetation per unit volume of water in the direction of water flow; \( U_c \) is the mean velocity in the vegetation layer (Stone & Shen 2002); \( C_a \) is Cauchy number of flexible; \( \psi \) is the parameter representing the flexibility of vegetation, which ranges from -1 to 0. For rigid vegetation, the value of \( \psi \) is 0. \( C_D \) is related to flow velocity, vegetation characteristics, and fluid viscosity. Schlichting and Gersten (2017) proposed a method (Eq. (6)) to determine the drag coefficient based on the Reynolds number.

\[
C_D = \begin{cases} 
3.07e^{-0.168} & \text{Re} = uD/\nu < 800 \\
1.0 & 800 \leq \text{Re} < 8000 \\
1.2 & 8000 \leq \text{Re} < 10^5 
\end{cases} 
\]  

...(6)

Where \( \text{Re} \) is Reynolds number and \( D \) is the vegetation diameter. And due to differences in morphological characteristics of various types of vegetation, different empirical formulas to quantify the value \( C_D \) have been proposed (Etminan et al. 2017, Sonnenwald et al. 2019). However, in the shallow water mathematical model, the drag coefficient is often taken as a constant ranging from 0.8 to 1.5.

For the area in rivers covered with vegetation patches, the equivalent Manning coefficient is used to determine the combined resistance of river bed resistance and the additional resistance induced by vegetation. The combination of the source terms of resistance \( S_j \) and \( S_v \) in Eq. (1) could be written as:

\[
S_j + S_v = \begin{bmatrix} 
0 & 0 \\
-g \left( \frac{n_v^2 + n_b^2}{h^{1/3}} \right) u^2 u + v^2 & -g \frac{n_v^2}{h^{1/3}} u^2 u + v^2 \\
0 & -g \frac{n_v^2}{h^{1/3}} v^2 u + v^2 
\end{bmatrix}
\]  

...(7)

Manning coefficient is proposed (Huai et al. 2012), which could be described as:

\[
-\bar{n} = \sqrt{\left(1-c\right) n_b^2 + 2C_D \alpha_v \frac{2}{3} c \min(h, h_v) h^{1/3}}
\]  

...(8)

Where \( c \) is vegetation density and \( c = c\min(h, h_v)/h \); \( c_v \) is the ratio of vegetation volume to water volume in the vegetation layer; \( \alpha_v \) indicates shape factor whose value is usually 1.0 for cylindrical vegetation; \( \xi \) is a constant called velocity correction factor which is nearly 1.0; \( h_v \) is vegetation height.

In the vegetation module of a mathematical model, an equivalent Manning coefficient is adopted to represent the combined resistance of the vegetation patch. The equivalent Manning coefficient of each vegetation patch needs to be determined according to the water depth and vegetation characteristics (density, diameter and height) of each vegetation patch.

**Numerical Scheme**

Eq. (1) is spatially discretized by applying the cell-centered finite volume method based on the Godunov scheme, which can be described as:

\[
U_{i,j}^{n+1} = U_{i,j}^n - \frac{\Delta t}{\Delta x_{i,j}} \left[ F_{i+1/2,j} - F_{i-1/2,j} \right]
- \frac{\Delta t}{\Delta y_{i,j}} \left[ G_{i,j+1/2} - G_{i,j-1/2} \right] + \Delta t S_{i,j}
\]  

...(9)

Where \( m \) denotes time level; \( i \) and \( j \) represent cell indexes; \( \Delta t \) is time step; \( \Delta x \) and \( \Delta y \) are space steps in \( x \) and \( y \) directions, respectively; \( F_{i+1/2,j} \), \( F_{i-1/2,j} \), \( G_{i,j+1/2} \), and \( G_{i,j-1/2} \) are the vectors of fluxes in the east, west, north, and south interfaces respectively.

The cell boundary fluxes are calculated using the approximate Riemann solver of the HLLC format, which considers the influence of the medium wave (Toro et al. 1994). This study adopts the two-stage explicit Runge-Kutta scheme (Hou et al. 2013) to achieve a second-order temporal accuracy and update the conserved flow variables at a new time level. Besides, to obtain the second-order accuracy in space, the MUSCL scheme was chosen to linearly reconstruct the conserved flow variables in each cell. The numerical computation in this study was performed by our program which has proved the capability of the finite-volume Godunov-type scheme (Bai et al. 2016, Zhu et al. 2018).
Study Area and Field Investigation

As a tributary of Fuhe River, the old course of Fuhe River is located in Jiangxi Province, China, as shown in Fig. 1. The old course of Fuhe River starts from the flood diversion sluice of Jianjiang River and flows to Gangqian dam, with a total length of 18km approximately. The width of the river channel ranges from 100 to 800 meters. As a section of the West Main Canal of Ganfu Plain, the old course of Fuhe River is an important part of non-engineering measures of Fuhe River for flood control by holding the discharged water from the mainstream of Fuhe River. During the non-flood season, the incoming water is completely introduced by Jiaoshi Barrage Dam and flows into the old course of Fuhe River through West Main Canal. The entire river, especially the upper reaches, has a good ecosystem and is less affected by human activities.

The vegetation distribution in the old course of the Fuhe River was investigated in 2017, including vegetation species, location, density, height, and other characteristics. The main vegetation species and land use types are shown in Fig. 2. According to the field survey results, Eichhornia crassipes and Zizania latifolia are the absolute dominant species, accounting for approximately 51.80% and 54.27% of the survey plots, respectively. The biomass of the two dominant plants reaches the maximum level in September and then decreases from September to November. Based on the rigidity and submergence of vegetation, the distribution of vegetation species and land use types are simplified as shown in Fig. 3 to quantify the resistance coefficient of each zone easily. The study area is divided into 75 sub-areas in total. The vegetation species, water blocking structures, and basic parameters of each sub-area are listed in Table 1.

VALIDATION

A set of flume experiment data and a set of measured data from the old course of Fuhe River were adopted to verify the numerical model. The flume experiment conducted by Pasche and Rouvé (1985) is about overbank flow on floodplains covered with vegetation. The experiment was conducted in a tilting flume with a bottom slope of 0.0005 and a bottom Manning coefficient of 0.01. The flume is 25.5 m long and 1 m wide with a trapezoidal cross-section. Two vegetation densities were considered, 0.013 (Run M-1) and 0.025 (Run M-2), with the corresponding flow discharge of 0.0345 m$^3$.s$^{-1}$ and 0.0365 m$^3$.s$^{-1}$, respectively. The hydrological data measured in the old course of Fuhe River includes the in-
coming discharge of 70 m$^3$/s, the mean water level at the exit cross-section of 26.54m, and the flow velocity distribution of three cross-sections (CS-1, CS-2, and CS-3).

The comparison results between the measured and the calculated velocity profiles by the numerical model in this study are shown in Fig. 4. It is found the simulated velocity is in good agreement with the measured velocity, and the numerical model could basically reflect the adjustment effect of vegetation on the floodplain, proving the model has good simulation capabilities. Besides, the simulation result calibrated the Manning coefficient of the main channel of the old course of Fuhe River to 0.021.

APPLICATIONS

To analyze the influence of vegetation on the hydrodynamics of the old course of Fuhe River, this study considered different vegetation development conditions and different combinations of coming discharge from upstream and the

<table>
<thead>
<tr>
<th>Species</th>
<th>Area Number</th>
<th>Height [m]</th>
<th>Diameter [m]</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weeds</td>
<td>1-3</td>
<td>0.12</td>
<td>0.0025</td>
<td>0.0108</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>0.14</td>
<td>0.0021</td>
<td>0.0082</td>
</tr>
<tr>
<td>Sugarcane</td>
<td>4</td>
<td>2.20</td>
<td>0.0420</td>
<td>0.0130</td>
</tr>
<tr>
<td>Crops</td>
<td>5-13</td>
<td>0.21</td>
<td>0.0024</td>
<td>0.0100</td>
</tr>
<tr>
<td>Zizania latifolia</td>
<td>15</td>
<td>1.70</td>
<td>0.0087</td>
<td>0.0118</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.74</td>
<td>0.0085</td>
<td>0.0121</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>2.20</td>
<td>0.0150</td>
<td>0.0176</td>
</tr>
<tr>
<td></td>
<td>22, 23, 25, 26, 30</td>
<td>1.75</td>
<td>0.0085</td>
<td>0.0120</td>
</tr>
<tr>
<td><em>Eichhornia crassipes</em></td>
<td>14, 17, 18, 21, 24, 27-29, 31-34</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fishing net</td>
<td>35-50</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ponds</td>
<td>51-75</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 1: Details of each sub-area.**

![Vegetation distribution map and land use type of the old course of Fuhe River.](image-url)
Fig. 3: The simplified map of vegetation distribution and land use types.

Fig. 4: Comparison results of the simulated and measured velocity.
floodwater discharged from the flood diversion gate. The running conditions simulated by the numerical model are listed in Table 2. The results and analysis would be presented in the following sub-section.

### Influence of Vegetation on Hydrodynamics without Flood Diversion

Run A and B listed in Table 2 are the cases without considering the floodwater discharged from the Jianjiang River flood diversion sluice. Based on the vegetation module, the Manning coefficient distribution diagrams of Run A-1 and Run B-1 are shown in Fig. 5. The water depth in the area of *Zizania latifolia* increases with the increase of flow discharge and the resistance of *Zizania latifolia* in the non-submerged state to the water flow has an increasing trend with the value of Manning coefficient ranging from 0.13 to 0.14. According to Fig. 5, the Manning coefficient of the area near the mainstream is greater than that of the central area of *Zizania latifolia* since the water depth is greater in the area near the mainstream, reflecting the roughness of non-submerged vegetation zone increases with water depth rising.

Comparison results in water level and velocity of Run A and Run B are illustrated in Fig. 6 to demonstrate the water-blocking effect of vegetation. The water level of Run A-1 and Run B-1 rises compared to Run A-2 and Run B-2, indicating the strong water-blocking effect of *Zizania latifolia*. However, affected by the downstream outlet boundary, the increment of water level is gradually weakened from upstream to downstream. And the largest water level increment exists near the flood diversion gate. The largest water level rises by about 0.09 m in Run A, which is less than the largest rising water level of 0.12 m in Run B. Besides, the mean rising water level of Run B is greater than that of Run A because of the larger incoming discharge. The existence

### Table 2: Details of each simulated condition.

<table>
<thead>
<tr>
<th>Run</th>
<th>$Q$ [m$^3$.s$^{-1}$]</th>
<th>Water Level at Exist Cross-section [m]</th>
<th>Vegetation Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>70</td>
<td>21.54</td>
<td>Existing vegetation</td>
</tr>
<tr>
<td>A-2</td>
<td>0</td>
<td></td>
<td>No vegetation</td>
</tr>
<tr>
<td>B-1</td>
<td>110</td>
<td>21.80</td>
<td>Existing vegetation</td>
</tr>
<tr>
<td>B-2</td>
<td>0</td>
<td></td>
<td>No vegetation</td>
</tr>
<tr>
<td>C-1</td>
<td>110</td>
<td>27.50</td>
<td>Existing vegetation</td>
</tr>
<tr>
<td>C-2</td>
<td>200</td>
<td></td>
<td>No vegetation</td>
</tr>
<tr>
<td>C-3</td>
<td></td>
<td></td>
<td>Convert farmland to <em>Zizania latifolia</em></td>
</tr>
<tr>
<td>C-4</td>
<td></td>
<td></td>
<td>Expand farmland</td>
</tr>
<tr>
<td>D-1</td>
<td>110</td>
<td>28.00</td>
<td>Existing vegetation</td>
</tr>
<tr>
<td>D-2</td>
<td>400</td>
<td></td>
<td>No vegetation</td>
</tr>
<tr>
<td>D-3</td>
<td></td>
<td></td>
<td>Convert farmland to <em>Zizania latifolia</em></td>
</tr>
<tr>
<td>D-4</td>
<td></td>
<td></td>
<td>Expand farmland</td>
</tr>
</tbody>
</table>

![Fig. 5: Manning coefficient diagrams of Run A-1 and Run B-1.](image-url)
of vegetation causes the velocity in the vegetation area decreases obviously with the largest velocity reduction of 0.2 m.s\(^{-1}\) and the velocity in the mainstream increases. And the mean velocity of the whole cross-section decreases because of the rising water level. Similarly, the difference in velocity increases when the incoming discharge gets larger.

Influence of Vegetation on Hydrodynamics Considering Flood Diversion

Considering the floodwater discharged from the flood diversion gate of Jianjiang River, this study analyzed the influence of existing vegetation on the hydrodynamics of the old course of Fuhe River. According to the flood control plan of the Fuhe River basin, the typical flood diversion discharges are 200m\(^3\).s\(^{-1}\) (Run C) and 400m\(^3\).s\(^{-1}\) (Run D) respectively.

The Manning coefficient distribution diagrams of Run C-1 and Run D-1 considering the existing vegetation were shown in Fig. 7. It can be seen the roughness of the *Zizania latifolia* area is the largest, followed by the areas of sugarcane, crops, and grass. By studying the roughness induced by *Zizania latifolia*, there are differences in the distribution of roughness in the *Zizania latifolia* area, which is related to the regional topographical fluctuations. Changes in topographical conditions affect the submergence ratio of vegetation, inducing different water-blocking effects. Besides, the Manning coefficient value of vegetation area in Run C-1 is significantly larger than that in Run D-1 by comparing Fig. 7 (a) and (b). Actually, it is related to the relative ratio of water depth to vegetation height. Originally, the water depth is close to vegetation height in Run C-1. However, with the flood diversion discharge increasing to 400m\(^3\).s\(^{-1}\), the water depth generally spreads over the top of the plant, and the average resistance of vegetation along the water depth shows a downward trend.

Changes in water level difference and velocity difference under the simulated conditions considering flood diversion are similar to that without considering flood diversion. The water-blocking effect of vegetation patches causes water levels rising and the major area of rising water level is mainly near the flood diversion gate of the Jianjiang River. The largest rising water levels under the diversion discharge of 200m\(^3\).s\(^{-1}\) and 400m\(^3\).s\(^{-1}\) are 0.17 m and 0.18 m. According to the analysis above, the Manning coefficient decreases since the plants are overwhelmed by water with the discharge increasing to 400m\(^3\).s\(^{-1}\). However, the mean rising water level under the condition of high flood diversion is larger than that with lower flood diversion. In terms of velocity difference, *Zizania latifolia* located in the upper reaches of the old course

![Fig. 6: (a) Water level difference between Run A-1 and A-2; (b) Velocity difference between Run A-1 and A-2; (c) Water level difference between Run B-1 and B-2; (d) Velocity difference between Run B-1 and B-2.](image-url)
of the Fuhe River has a greater obstruction to river flow. In contrast, other vegetation with low height on floodplains generally appear to be completely submerged under the condition of high flood diversion, and their water-blocking effect is weakened, which is reflected in the smaller decline in the velocity of vegetation area.

To analyze the vegetation influence on velocity distribution, 4 monitoring cross-sections were selected and their locations were presented in Fig. 8 (b) and (d). Changes in velocity distribution are illustrated in Fig. 9. With diversion discharge rising, the velocity of each cross-section generally increases. Besides, it clearly shows a changing trend which is the velocity in the main channel increases while the velocity on the floodplain decreases because of the obstruction of plants on the floodplain.

Considering the ratio of the discharge in the main channel \( Q_m \) to the discharge on floodplains \( Q_f \), diversion ratios \( Q_m/Q_f \) of each cross-section under different flood diversion and vegetation conditions were given in Table 3. The diversion ratio decreases with the increase of flood diversion discharge under the same vegetation condition. As affected by the vegetation, the diversion ratio increases, which means more discharge flows into the main channel, causing the adjustment of velocity distribution.
Influence of Vegetation on Hydrodynamics Considering Different Vegetation Development Conditions

Social development is accompanied by the contradiction between environmental protection and human survival. On the one hand, to weaken the impact of human activities on the old course of the Fuhe River, the farmland is considered to be converted into the area for growing *Zizania latifolia* which is helpful to promote water quality and ecological environment. On the other hand, with the increase in population, more farmland is needed for growing crops. Hence, to study the influence of changes in land use type on the hydrodynamics in the old course of the Fuhe River, this study considered these two kinds of land use type change illustrated in Fig. 10.

Under the flood diversion discharges of 200 m$^3$.s$^{-1}$ and 400 m$^3$.s$^{-1}$, the Manning coefficient diagram of each condition was shown in Fig. 11. By comparing Fig. 11 (a) and (b), it could be seen that the Manning coefficient in the areas converted from farmland to growing *Zizania latifolia* has a significant increase with the flood diversion discharge rising. It is because the topography of these areas is relatively high and *Zizania latifolia* is not completely submerged when the flood diversion discharge increases to 400 m$^3$.s$^{-1}$. Therefore, with water depth increasing, the emergent *Zizania latifolia* has stronger resistance to water flow. In terms of expanding farmland in the old course of Fuhe River, the Manning coefficient of each farmland area decreases with the flood diversion discharge increasing from 200 m$^3$.s$^{-1}$ to 400 m$^3$.s$^{-1}$.

Table 3: Diversion ratio of each cross-section under different conditions.

<table>
<thead>
<tr>
<th>Run</th>
<th>Diversion ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DM1</td>
</tr>
<tr>
<td>C-1</td>
<td>3.70</td>
</tr>
<tr>
<td>C-2</td>
<td>3.43</td>
</tr>
<tr>
<td>D-1</td>
<td>2.25</td>
</tr>
<tr>
<td>D-2</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Fig. 9: Velocity distribution of 4 monitoring cross-sections.
By comparing Run C-3 with Run C-1 and Run D-3 with Run D-1, it was found changes in land use type would cause water levels rising and the significantly affected area is the upstream area of the old course of Fuhe River. Compared with the existing vegetation condition, the largest water level difference is about 0.035m under the flood diversion discharge of 400m$^3$.s$^{-1}$. As for velocity, the affected area is mainly the region where land use type is changed. The decreasing velocity in crop areas indicates that the water-blocking effect of *Zizania latifolia* is stronger than that of crops. Besides, the decrease in velocity of the river bank where farmland is located causes the floodplain velocity on the opposite bank to increase. In terms of expanding farmland, water level and velocity differences are similar to the changing trend illustrated in Fig. 12.

**CONCLUSION**

This study adopted an equivalent Manning coefficient to establish the mathematical model of the vegetation module.
Combined with the hydrodynamic module and field investigation, the influence of vegetation patches on the hydrodynamics in the old course of the Fuhe River was studied by considering various combinations of incoming discharge, flood diversion discharge, and changes in land use type, which could be summarized as below.

(1) The differences in vegetation characteristics (height, diameter, and density) lead to different resistance effects to water flow. Under the same running condition, *Zizania latifolia* has the strongest water-blocking effect followed by sugarcane, crops, and weeds.

(2) The resistance effect of vegetation patches on floodplains causes the local flow velocity to decrease and the water level to rise, which would lead to the adjustment of cross-section velocity. The magnitude of water level difference and velocity difference is related to vegetation resistance and cross-section width.

(3) With the increase in incoming discharge and flood diversion discharge, water level difference and velocity difference induced by vegetation increase.

(4) Converting farmland to *Zizania latifolia* and expanding farmland have similar water-blocking effects. And velocity decreasing in the farmland area on the one side of the river bank would lead to an increase in velocity on the other side of the river bank.
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ABSTRACT

Cyanobacteria are an important source of food and a primary producer of the aquatic food chains. Cyanobacteria are universally photosynthetic, with a higher plant type of photosynthesis, a large number of those also have the pivotal character of nitrogen fixation. Phytoplankton is made up of mostly cyanobacteria and microalgae. The microalgae store food in the form of lipids and serve as the source of energy as well as lipids for the fish. The lipid content of the fish depends on the diet that they take, and some of the lipids like the omega 3 and omega 6 fatty acids are derived from specific microalgae, like the marine protists and dinoflagellates including Thraustochytrium, Schizochytrium, and Phaeodactylum. Cyanobacteria being nutritionally more independent with nitrogen and carbon fixing ability, are more economical to grow in bulk. Hence the present work was aimed to screen the high lipid-containing cyanobacteria for use as fish feed. Five different cyanobacterial isolates, originally obtained from the mangroves were used as the sample cyanobacteria. The mangroves are a unique and at the same time stressful ecosystem. The significance of choosing cyanobacteria from this area is to allow for the isolation of cyanobacteria with unique characteristics. It is known that microorganisms from harsh or unique environments have even more potential for developing special survival strategies and for the production of more secondary metabolites. These cyanobacteria from stress environments can grow in conditions where other cyanobacteria or microalgae do not survive well. The isolation of lipids was performed by different extraction methods and separation using different solvent compositions was performed. The standard growth and biochemical studies of the cyanobacteria were conducted, followed by the assessment of their lipid content and variability. Out of the five isolates, a higher number of lipids were observed in AS1-(1) and AS2-(2). Lipids were isolated in chloroform-methanol and three variations of TLC were used to separate the lipids. The three are the single mobile phase, two mobile phase systems, and 2D development solvent system. The separation of the lipids gave the best results with the two mobile phase system, in which two different mobile solvent mixtures were used sequentially. The isolates AS1-(1) and AS2-(2) exhibited higher lipids, hence they could be a potentially suitable candidate as a fish feed.

INTRODUCTION

Cyanobacteria

Cyanobacteria (blue-green algae) are a group of bacteria showing higher plant-like photosynthesis. Cyanobacteria appeared approximately 2.5-3 billion years old and thus are the oldest oxygenic phototrophs on Earth. Even the development of an oxygen-rich atmosphere on Earth is attributed to cyanobacterial photosynthesis (Kumar et al. 2019, Garcia-Pichel 2009).

The cyanobacteria show oxygencic photosynthesis. However, they differ from the higher plants in having only one type of Chlorophyll, the Chlorophyll a, and lacking the chlorophyll b. Combinations of Chlorophyll a, together with other pigments like phycobilins, and carotenoids, result in the most commonly observed blue-green color of the cyanobacteria. The ability to change the pigment composition, by altering the proportion of various pigments is another unique character. This allows harvesting light as per the light quality available allowing it to grow even in the polar regions, open ocean, and desert regions. In addition, the cyanobacterial nitrogen fixation can be a significant source of biologically available nitrogen in these ecosystems. Cyanobacteria are also one of the primary colonizers of many new ecosystems.

Cyanobacteria is a large, heterogeneous group resembling the eukaryotic algae in many ways, including morphological characteristics and ecological niches. In fact, they were considered a type of algae before being regrouped in the kingdom Monera with the other prokaryotes, including the bacteria (Garcia-Pichel 2009).

Cyanobacteria are structurally simple with only one or two types of vegetative cells. Some of the species form the spores with thick walls called the akinetes, which might allow the cyanobacteria to tide over the stressful conditions.
Despite such simple and unspecialized structural evolution, the cyanobacteria show morphologically diverse forms. They show a very wide occurrence, in both the aquatic and terrestrial habitats (Sompong et al. 2005). They have widespread occurrence due to their physiological diversity, the filamentous species also occur either freely or in groups forming trichomes. Species such as certain *Nostoc* forms synthesize extracellular mucilage embedding the filaments in them and forming large structures like bunches and balls. The filamentous forms include nonheterocystous, and heterocystous genera. Heterocysts are specialized cells harboring enzymes for nitrogen fixation, a process by which atmospheric nitrogen (N_2) is converted to a biologically useful form (NH_3). All heterocystous and some non-heterocystous coccoid/filamentous cyanobacteria also fix nitrogen. By nitrogen fixation, the cyanobacteria can occupy the most varied ecosystems, including those devoid of reduced nitrogen compounds (Prasanna et al. 2009).

Most cyanobacteria do not grow in the absence of light (they are obligate phototrophs); however, some can grow in the dark if there is a sufficient supply of glucose to act as a carbon and energy source, this could be required for the symbiotic associations with plants where they are harbored away from light or when buried below the soil layers.

In addition to being photosynthetic, many species of cyanobacteria can also “fix” atmospheric nitrogen—that is, they can transform the gaseous nitrogen of the air into compounds that can be used by living cells. Particularly efficient nitrogen fixers are found among the filamentous species that have specialized cells called heterocysts (Garlapati et al. 2020). The heterocysts are thick-walled cells that have special structural features to make them impermeable to oxygen; they provide the anaerobic (oxygen-free) environment necessary for the operation of the nitrogen-fixing enzymes. In Southeast Asia, nitrogen-fixing cyanobacteria often grow abundantly in rice paddies, thereby eliminating the need to apply nitrogen fertilizers (Chittora et al. 2020).

Cyanobacteria reproduce asexually, either utilizing binary or multiple fission in unicellular and colonial forms or by fragmentation and spore formation in filamentous species. Under favorable conditions, cyanobacteria can reproduce at explosive rates, forming dense concentrations called blooms. Cyanobacteria blooms can color a body of water. For example, many ponds take on an opaque shade of green as a result of overgrowths of cyanobacteria, and blooms of phycoerythrin rich species cause the occasional red color of the Red Sea. Cyanobacteria blooms are especially common in waters that have been polluted by nitrogen or phosphorous wastes; in such cases, the overgrowths of cyanobacteria can consume so much of the water’s dissolved oxygen that fish and other aquatic organisms perish (Ariosa et al. 2003). Two species, which fall under this category, are *Anabaena* and *Microcystis* (Watson et al. 2015, Kumar et al. 2019).

Cyanobacteria are one of the most successful organisms having survived so many ecological and environmental changes, in their atmosphere. There has been very little change in there structure. The physiological adaptations to global change have played a significant role in the success of cyanobacteria. As a group, they can tolerate desiccation, very cold and very hot temperatures, hypersalinity, variable visible light conditions, and high ultraviolet light conditions (Garcia Pichel 2009, Yamamoto 2009).

Cyanobacteria account for a larger proportion of the phytoplankton. Though the cyanobacteria have a simple structural variability, they are limited to only three cell types. They still show a wide variety of morphological, genetic, and ecological diversity in their occurrence in nature (Nayak et al. 2007). The cyanobacteria also present a very wide secondary metabolite production, with applications in the food, feed, pharmaceutical, and nutraceutical industries (Berg & Smalla 2007). The cyanobacteria also present a very wide secondary metabolite production, with applications in the food, feed, pharmaceutical, and nutraceutical industries (Berg & Smalla 2009, Kumar et al. 2019, Carpine & Sieber 2021).

In addition to the large variability of production, the stability of the products of cyanobacterial origin has attracted scientists towards them (Carpine & Sieber 2021). The metabolites are stable over a wide range of pH and temperature and are generally easily soluble in water. There are over 200 genera of cyanobacteria, however, the production of secondary metabolites is more commonly reported from the cyanobacteria belonging to the order Oscillatoriales (49%), Nostocales (26%), Chroococcales (16%), Pleurocapsales (6%), and Stigonematales (4%) (Gerwick et al. 2008).

Foods containing the required amounts of essential nutritional compounds, such as carbohydrates, proteins, fats, vitamins, and minerals, are termed functional foods. They are designed to also contain certain bioactive compounds, exhibiting additional benefits for human health. Such bioactive compounds are generally derived from various plant or microbial sources (Liu et al. 2021).

One of the microorganisms used as a source of bioactive compounds cyanobacteria, has been exploited as a potential food supplement since ancient times. *Spirulina maxima* and some other cyanobacteria have been used as food for more than 600 years (Afnovandra et al. 2021, Alagawany et al. 2021).

The population of the world is on an ever-increasing wave from six billion in 1999 to seven billion in 2011, which may easily reach nine billion by 2050. The population puts pressure on the agricultural resources. Not only the population has to be provided with food, but also it has to be balanced.

---
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to overcome the nutritional deficiency. The fish is worldwide recognized as a delicacy with local flavors of each place. In addition, it is a very healthy alternative to providing nutrient-rich food. Fish also occupy a very special place, being one of the richest and in many cases the only way of obtaining omega 6 fatty acids, which helps to provide the crucial balance to the omega 3 fatty acids (Castejó & Señoráns 2020, Jovanovic et al. 2021).

The food needs require that we check into alternative resources for food as well as active principles such as prebiotics, probiotics, or essential fatty acids (Afnovandra et al. 2021, Alagawany et al. 2021).

Despite a large number of plants and other sources being used as a source of active principles of health care or to provide nutrient benefits, cyanobacteria are still underutilized. *Spirulina* are probably the only cyanobacteria that have been utilized to a larger extent (Alagawany et al. 2021).

**Cyanobacteria as A Source of Lipids and Protein For Fish Feed**

**Use of Lipids in Fish Feed**

- Lipids play important physiological roles in providing energy, essential fatty acids, and fat-soluble nutrients for the normal growth and development of fish.
- Fish oil, because of its high content of essential fatty acids, is used as the main lipid source in marine fish feeds.

Cyanobacteria are considered to have given rise to the higher eukaryotic chloroplasts through endosymbiosis. This appears true as the cyanobacterial lipids are similar to those in the inner envelope membranes and thylakoid membranes of the plastids of higher plants. On the other hand, they show differences from those of many other bacteria, which generally show phospholipids as a major component of glycerol lipids. The cyanobacteria exhibit monogalactosyldiaclylglycerol, digalactosyldiaclylglycerol, and sulfoquinovosyldiaclylglycerol, and a phospholipid, phosphatidyglycerol, as major glycerolipids (Oliveira et al. 2018, Uma et al. 2020). They also contain glycolipids. In the absence of reliable morphological and structural characteristics to differentiate between the different cyanobacterial genera, one taxonomic classification is also based on the type of fatty acids in the cyanobacteria. The lipids are also most sought after for commercial uses as the source of essential fatty acids for fish and animals and more vigorously in the recent past as the source of biofuel (Uma et al. 2020).

The ability to act as an important source of lipids and oils is due to the fast growth of many of the cyanobacteria. As also the significant quantities produced by many. The lipids of cyanobacteria are generally esters of glycerol and long fatty acids. They may be either saturated or unsaturated. In the natural environment, cyanobacteria serve as one of the natural sources of essential fatty acids for animals (Semanti et al. 2021). These are also the same as required in the human diet. These essential fatty acids include the C18 linoleic (18:2o6) and γ-linolenic (18:3o3) acids and their C20 derivatives, eicosapentaenoic acids (20:5o3) and arachidonic acid (20:4o6). Certain filamentous cyanobacteria show a higher production of the polyunsaturated fatty acids accounting for 25 to 60 % of the total fatty acids. (4-6). Marine microalgae have been studied more with respect to the accumulation of lipids. Some cyanobacteria also show accumulation of lipids as reserve material.

**MATERIALS AND METHODS**

**Isolation and Purification of Test Strains**

A total of six heterocystous filamentous cyanobacteria were used in this study. All these strains were isolated from rice fields of Visakhapatnam and mangroves of Kakinada, India. The strains were subjected to purification by plating, sub culturing in sterile nitrogen source-free BG-11 agar medium (Rippka et al. 1979).

Cultures were inoculated in 500 and 1000 mL Erlenmeyer flasks containing 40% of the volume as BG-11 nitrogen source free medium and incubated at 28±2ºC, in continuous light intensity from the cool white light source.

**Culture Conditions**

The cyanobacteria were maintained on the standard BG 11 broth or agar medium. The medium composition is as under. Citric acid monohydrate (C6H8O7) - 6 g.L-1, Ferric ammonium citrate (C6H8FeNO7) - 6 g.L-1, dipotassium hydrogen orthophosphate (K2HPO4) - 40 g.L-1, magnesium sulfate heptahydrate (MgSO4) - 75 g.L-1, calcium chloride dihydron (CaCl2) - 36 g.L-1, sodium carbonate (Na2CO3) - 20 g.L-1, ethelene diamine tetra acetic acid (EDTA) - 1 g.L-1 (0.1g.100 mL-1), trace metal solution. After proper mixing of solution, the medium was sterilized in an autoclave at a temperature of 121ºC, maintaining 15lb/inch² pressure for 15 min. Stock - 2 (ferric ammonium citrate) and stock - 3 (dipotassium hydrogen phosphate solutions) were sterilized separately and added to the medium after cooling as per Stanier et al. (1971).

**Inoculation**

**Soil dilutions:** 1 g of soil sample was taken and serially diluted until 10^{-9} dilutions. 10^{-6} and 10^{-7} dilution tubes of each culture were used to inoculate in 5 mL of BG11 broth.
medium. An observation for growth was made after 10 to 15 days.

**Direct soil suspension:** For another set, 1 g of soil sample was taken and added to 20 mL of saline or BG11 medium in 100 mL conical flasks. Put on a shaker for about 2 h for a complete suspension of the soil sample. Left to settle overnight and then inoculated the supernatant on solid BG11 medium.

**Direct slide inoculation:** The soil sample was suspended in a minimum amount of water, and allowed to settle. The supernatant was later observed under the microscope. Capillary tubes were used to pick up visible cyanobacterial filaments, on observation and the tubes were put directly into 10 mL of BG11 broth medium in test tubes. The inoculated test tubes were incubated for growth.

**Culture maintenance:** The test cyanobacteria inoculated both on agar and broth medium were subcultured periodically. The colonies on Petri plates were used for restreaking and plating onto agar media to maintain the cultures. Restreaking was performed monthly.

**Growth:** To assess the growth of various test organisms, a growth curve was made by repeated growth measurement over a period of 10-12 days. For this, the 20 mL culture tubes were used with the 5 mL of BG 11 broth. A homogenized thick suspension of the cyanobacterial samples was prepared by centrifuging actively growing culture suspension followed by homogenization. Homogenization was performed using a mechanical glass homogenizer in laminar airflow to maintain sterile conditions. An equal quantity of the thick suspension was added as inoculum in each of the tubes to a final O.D. to 0.08 –0.09 at 663 nm.

These inoculated culture tubes were transferred to culture racks. Care was taken to ensure all the tubes were equidistant from the light source. Every alternate day 3 test tubes with the suspension were utilized individually for doing growth and biochemical analysis. Growth measurement of samples was carried out at a 2-day interval for 16 days. Absorbance was measured in UV-Visible Spectrophotometer at 670 nm (Plate 13).

**Lipid estimation:** Equal quantity of cultures of the six cyanobacteria cultures AS2(2), AS1(2), AS1(1), AS5(1), AS4(2), and AS3(1) was taken. The cultures were homogenized in mortar and pestle. From this homogenized culture again, equal quantities of each culture were taken in three replicates each.

An equal amount of the homogenized culture was taken in centrifuge tubes and centrifuged at 5000 rpm for 5 min at 16 degrees temperature in high-speed centrifugation. The pellet was extracted in chloroform and methanol (2:1) repeatedly for complete extraction. The extracted solution was transferred to the preweighed Petri dish and kept the plates in a hot air oven for 1 hour at 45 degrees temperature, for evaporation of the supernatant and collection of lipids. After complete evaporation, the Petri dishes were removed from the hot air oven and the weight of the dish was recorded. The lipids were redissolved in 1 mL of extract solvent and collected and stored in Eppendorf tubes.

**Preparation of TLC Plates**

TLC plates were poured using silica slurry and allowed to dry. After drying the TLC plates were kept in the hot air oven for 3 hours at 80 degrees temperature for activation.

**Lipid separation Using TLC**

The separation of isolated cyanobacterial lipids was carried out in 3 ways as follows:
1. Single mobile phase
2. Dual mobile phases
3. 2D direction system

**Single Mobile Phase**

Chloroform, methanol, acetic acid, and water (80 mL: 9 mL: 12 mL: 2 mL) were used in the mobile phase.

**Procedure**

**Single mobile solvent system:** The lipid samples were loaded about 2 cm from the bottom end of the TLC plate. For the single mobile solvent system, after a run covering 70% of plates, the plates were dried and developed with iodine crystals in a glass chamber, followed later with the UV observation.

**Two mobile phase solvent systems:** In this method, the TLC was first run in the mobile phase of chloroform, methanol, and water (60 mL: 30 mL: 5 mL) till the 50% run was over. Whereafter the second mobile phase made of hexane, diethyl ether, and acetic acid was used (80 mL: 20 mL: 1.5 mL).

**2D development system:** The lipid extract from a single organism was taken in the TLC plate and treated with two solvent systems, after the completion of the run in one direction with one solvent system, the run was completed in the second direction after turning the TLC plate by 90 degrees. The first run of TLC plates was run in this solvent after rotating by 90 degrees, so that the run line of lipids in the first direction is towards the bottom, till the solvent front reached about 90% of the TLC plate. After drying the TLC plate, the chromatogram was developed with iodine crystals in a glass chamber.

Protein estimation for the different cultures (AS3-(1), AS2(4), AS1-(2), AS2-(2), AS5-(1), AS1(1)) was done using
Folin’s method. 1mg of algal biomass + 1 mL of 1N NaOH was taken in a test tube and placed in a boiling water bath for 10min. The blank/sample tubes were added with reagent A (1 mL of freshly prepared Na-K tartrate solution containing 0.5% of CuSO₄ and 2% Na₂CO₃) and incubated for 10min. After incubation 0.5 mL of reagent B (Folin reagent) was added and incubated again for another 15min. Finally, the supernatant absorbance was recorded at 650nm. BSA solution standard curve was used to estimate the protein content (Lowry et al. 1951)

**Carbohydrates**

Carbohydrates in the six test cultures were estimated by the anthrone method. 1mg of algal sample and 1.25 mL of double distilled water were added to a test tube, to this suspension freshly prepared Anthrone reagent (4 mL) was added and mixed thoroughly in the same way blank/standard/sample tubes were prepared and these tubes were placed in boiling water bath for 10 min. The absorbance of the supernatant was observed at 620nm against blank. The carbohydrate content was analyzed with a standard glucose curve (Spiro 1966)

**RESULTS AND DISCUSSION**

**Growth Observation**

The growth curve of all the six isolates was plotted (Fig. 1). It was observed that all the isolates showed an increase in growth as the time passed however in general an increase in growth was obtained from the fourth day after inoculation. The highest growth was obtained in AS-2(2). Followed by AS-2(4) and AS 1(1).

**Protein**

The protein content of the isolates was also quantified as a standard growth parameter. The protein values were taken after a growth of 15 days for all the cultures (Fig. 2). An equal quantity of the biomass was taken for protein assay. The highest amount of protein was obtained with AS3(1) with 38 micrograms per milligram protein, followed by As-2(2) with less than 37 μg/mcg per mg. The minimum quantity was observed in AS-5(1) at 28 μg/mcg per mg.

**Estimation of Carbohydrates**

**Carbohydrate analysis:** Carbohydrate content was highest in AS1 (1) followed by AS-2(4) and AS-2(2). The graphs and results show that carbohydrate content was low in AS-5[1] and the highest carbohydrate content was seen in AS-2[4] followed by AS-3[1] (Fig. 3).

**Lipids**

**RF value of lipids in single mobile phase:** The five cyanobacterial isolates each showed separation of two lipid spots. With almost similar Rf, in the common range of 0.45 to 0.48 and 0.52 to 0.54.

---

**Fig. 1: Growth curve of the six cyanobacteria (Mangrove isolates), the growth was recorded every day for up to 10 days. Growth was measured as optical density at 663 nm.**
**RF value of lipids in two mobile phases:** In two mobile phase systems AS1-(1) showed the largest number of the lipid spots with 9 separate spots developing with iodine followed by AS2-(2) (Plates 1-3 and 7-9). AS4-(2)(Plate 10), and AS5-(1) (Plates, 12) both showed the development of seven lipid spots the least number were observed in AS3(-1) (plate-11). AS1-(2) showed the development of only six spots (plates 4-6). This result clearly indicates the much better separation of lipids spots of the cyanobacteria with the two solvent systems.

![Protein content of isolates](image)

**Fig. 2:** Protein content of test cyanobacterial isolates (AS-2(4), AS-3(1), AS-5(1), AS-1(1), AS-1(2), and AS-2(2)) was tested for 15 DOI cultures of equal biomass (as a Chl a measure).

![Quantity of carbohydrates](image)

**Fig 3.** Quantification of carbohydrates in cyanobacterial isolates by anthrone method. Equal biomass (as a measure of OD at 663nm) of all five isolates was used to test for total carbohydrate.
RF value of lipids in the 2D development system

1. AS1-(1)
   **Step-1** chloroform : methanol: water

   ![Plate 1](image1.jpg)
   **Plate 1:** Lipid separation using Two mobile phases; Step 1, of 2D separation of isolate AS1-(1)

   **Step-2** Hexane: Diethyl ether: Acetic acid

   ![Plate 2](image2.jpg)
   **Plate 2:** Lipid separation using Two mobile phases; Step 2, lipids after separation of isolate AS1-(1)

   **Step-3** Treating with iodine

   ![Plate 3](image3.jpg)
   **Plate 3:** Lipid separation using Two mobile phases; Step 3, lipids stained with Iodine vapors of isolate AS1-(1)

2. AS1-(2)
   **Step-1** chloroform: methanol: water

   ![Plate 4](image4.jpg)
   **Plate 4:** lipid separation using Two mobile phases; Step 1, of 2D separation of isolate AS1-(2)

   **Step-2** Hexane: Diethyl ether: Acetic acid

   ![Plate 5](image5.jpg)
   **Plate 5:** Lipid separation using Two mobile phases; Step 2, lipids after separation of isolate AS1-(2)

   **Step-3** Treating with iodine

   ![Plate 6](image6.jpg)
   **Plate 6:** Lipid separation using Two mobile phases; Step 3, lipids stained with Iodine vapors of isolate AS1-(2)
3. AS2-(2)

**Step-1**  chloroform : methanol : water

**Plate 7:** Lipid separation using Two mobile phases; Step 1, of 2D separation of isolate AS2-(2)

**Step-2**  Hexane : Diethyl ether : Acetic acid

**Plate 8:** Lipid separation using Two mobile phases; Step 2, of 2D separation of isolate AS2-(2)

**Step-3**  Treating with iodine

**Plate 9:** Lipid separation using Two mobile phases; Step 3, of 2D separation of isolate AS2-(2)

4. AS4-(2)

**Plate 10:** Lipid separation using Two mobile phases AS4-(2)

5. AS3-(1)

**Plate 11:** Lipid separation using Two mobile phases AS3-(1)

6. AS5-(1)

**Plate 12:** Lipid separation using Two mobile phases AS5-(1)
The third type of lipid separation used was the 2D system, however, we were unable to find good development of spots, which may have been likely due to the need for standardization of the solvent system.

The lipid weight of the lipid isolated from the same amount of culture is shown in Fig. 4. Just as observed with the number of lipid spots developed in the two solvent systems, the lipid quantity was highest in AS1-1, however, AS1-(2) which showed production of 0.446 mg of the lipid exhibited only six spots.

It is well known that lipid production differs quantitatively and qualitatively depending on the need in different cyanobacteria. It would be interesting to find out if the higher number of lipids produced would improve the lipid levels of a fish diet or the high quantity.

Conclusion: Our work points out that mangrove cyanobacteria can be used as a source of good protein and lipid content for fish or other aquatic animals. The lipid content of cyanobacteria could prove a very important source for introducing lipids into fish.
cyanobacteria. It would be interesting to find out if the higher number of lipids produced would improve the lipid levels of a fish diet or the high quantity.

Conclusion: Our work points out that mangrove cyanobacteria can be used as a source of good protein and lipid content for fish or other aquatic animals.

The lipid content of cyanobacteria could prove a very important source for introducing lipids into fish.
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ABSTRACT

Organic junk contamination is one of the serious environmental concerns throughout today’s world. Heavy usage of throwaway plastics devastates nature by obstructing rainwater drainage. From constant exposure to sunlight and warmth, plastics release hazardous gasses into the atmosphere. To reflect the vastly increased amount of various waste plastics, a scaled hybrid plasma gasification reactor is being introduced, which uses an advanced pyrolysis process to break down the plastic waste. The design is simple, transportable, easy to handle, and required very little repair work on long-period usage. Thermochemical investigations are carried out at temperatures ranging from 400 to 600 degrees Celsius, with heating rates ranging from 15 to 22 degrees Celsius per minute, yielding 76-88 percent pyrolysis oil, 10-23 percent syngas, and 4-15 percent chars as besides. It occurs when the molecular architecture of polymers is separated, resulting in the creation of Synthesis gas, which is then condensed into synthesis petroleum fuel. The highest yielding of oil utilizes gas and solid char is determined at 550°C, 600°C, and 450°C respectively, according to the computed pyrolysis kinetic parameter on oil recovery from various waste plastics. The mono-graphic analysis is also used to classify different waste residual char. The model reduces the volume of waste plastic by 89.2%, lowering the detrimental impacts on all living things while simultaneously producing a synthesis of petroleum fuel as a by-product that may be utilized as a replacement or addition to traditional fuel.

INTRODUCTION

Households and hospitals generate a large amount of plastic waste from single-use items. It’s no secret that single-use plastic has a harmful effect on the environment. Plastic trash degradation takes between 8 and 1200 years. As a result, it forms a layer over the land surface that acts as a shield to rainfall sinking into the land. Furthermore, it produces hazardous gasses into the surroundings as a result of constant solar radiation and heat, which causes health problems for living creatures so it is also partially accountable for environmental warming (Dutta & Paul 2019). In India, around 2,73,84,000 kg of plastic waste is generated every day (Manuja et al. 2020). Today, plastic waste management has become a major concern in developed countries (Gupta et al. 2015). It has been reported that by 2022, India’s annual plastic consumption will increase from 15 million tonnes to 24 million tonnes annually. As a result of synthetic polymers made from petroleum as raw material (Salandra 2018), India’s plastic manufacturing industries have grown over the past seven degenerations. Polyethylene Terephthalate, Polyethylene, High-Density Polyethylene, Acrylonitrile butadiene styrene, Low-Density Polyethylene, Polyvinyl Chloride, Polypropylene, Polystyrene, polyamide, and polybutylene terephthalate are some of the most important synthetic plastic polymer products. These products generate 52% of the plastic waste that ends up in rivers and on land. As a result, India’s single-use plastic waste management is a major concern. For hospital waste, however, there are no international standards for the classification of the waste. World Health Organization (WHO) estimates that 20 percent of plastic hospital wastes are potentially unsafe materials that may contain a transferrable, poisonous, or irradiated element (Fang et al 2020). From the perceptive of ecological preservation and preventing infection, it has innumerable implications to improve the appropriate and safe treatment and disposal of medical waste plastics.

The thermolysis process also knowns as gasification or pyrolysis, is one of the most important chemical recycling technologies for waste plastic. In this process splitting frequency involve a temperature at which plastic molecules vibrate is directly proportional to the temperature of the molecules and a high temperature and restriction of oxygen cause material breakdown, which might result in syngas, liquids, or wax as the ultimate product, depending on the conditions of pyrolysis (Rahimi & García 2017). For the recycling of plastic waste, experts have devised and tested a variety of methods. Mechanical recycling techniques are
ideal, but plastic trash must be homogeneous and uncontaminated during the recycling process for it to be successful (Punčochář et al. 2012).

Thermolysis or gasification is an alternative to burning treatment that has been extensively investigated (Pinto et al. 2002, Sekiguchi & Orimo 2004), with several patents already in place. Even now, thermal plasma technology is a well-known technology, and its research is ongoing. Metallurgical processing, synthesizing, and coating processes are all well-known applications for this technique (Sekiguchi and Orimo 2004). In the plasma process, an electron breaks the molecules as travel through a high electrical field, which causes dissociation, ionization, and excitation of the originating material. This creates exciting molecular species, ionic and active radical forms that trigger the chemical plasma reaction (Tendero et al. 2006, Fridman et al. 2008).

Considering safety concerns, the most important use of thermal plasma waste treatment is in obliterating hazardous materials (Punčochář et al. 2012, Samal 2017), instead of conventional recycling or mechanical recycling techniques. Compared to the standard pyrolysis process, thermal plasma pyrolysis provides many advantages. As a result of a high amount of energy for the thermolysis process, it produces a high temperature. As a result of the rapid heating of the material, certain significant reactions occur that do not emerge in the traditional pyrolysis approach (Heberlein & Murphy 2008). As a result of the higher temperature, it generates more syngas (a volatile substance including CO, H₂, CH₄, C₂H₂, and other hydrocarbons) with a lower tar content, which may be utilized immediately to drive gas turbine power plants or stored for use in other applications. Organic carbon solids waste may be transformed into valuable gaseous fuel by using the thermal plasma method, as demonstrated in previous bench-scale studies (Mumbach et al. 2019).

The research investigation focused on a hybrid plasma gasification reactor system for waste plastic as organic material. The main areas that have been presented for studies are gathered detailed details on the characteristics of waste plastic materials in the pyrolysis process. On hybrid plasma, pyrolysis to evaluate the pyrolysis oil recovery rate and kinematics parameters with varied temperature variances in different waste plastic. On conduct comparative investigations of residual weight analysis using a variety of temperature ranges from the pyrolysis process. And investigate waste char slag from various organic carbon solids waste during hybrid plasma pyrolysis.

**MATERIALS AND METHODS**

**Setup and Procedure**

Experimental setup equipped with a hybrid heating technology on the combination of the bottom electric heater with advanced cylindrical plasma heater for batch gasification reactor. The reactor has a volumetric capacity of eight kg per hour of organic waste materials. Fig. 1 shows the schematic diagram of a hybrid plasma gasification reactor. The hybrid plasma gasification reactor vertical type, heating furnace height of 0.80 m, and diameter of 0.25 m. A screw feeder-powered motor feeds small bits of organic waste from top feeding storage raw material storage, and then into the...
plasma gasification unit. An optional inert (nitrogen) gas port for supply to the reactor chamber with a control pressure valve for the removal of oxygen for the pyrolysis method. The inner part of the plasma heater is revealed in Fig. 2. The plasma heater’s surface is composed of stainless steel and has two layers. To prevent heat loss, both sides of the plasma heater are coated with refractory clay. Fig. 2 shows a graphite electrode set at an equal distance between stainless steel half-circular rings anodes fixed within the plasma heater in such a way that voltage from the power source can generate high temperature at the feeder point without damaging the heater pipe in the reactor. A molten liquid sterling motor and a sterling motion unit are employed at the bottom of the furnace, coupled with an 800 W modified electric heater attached at the bottom of the reactor, due to the high viscosity of the liquid state.

Waste from the reactor chamber is collected via a waste slag/char outflow. The pressure sensor is used to determine the stability of the reactor, while the temperature sensor is a K-type thermocouple. For the condensation process, pressurized syn-gases are fed into the condenser. The condensation of synthesis gas takes place in a liquid heat exchanger. Fig. 1 depicts the coolant inlets and outflow port. Subsequently, it is stored in the final collector container through the product outlet valve. The temperature profile up to 600°C was used to investigate the temperature distribution in the reactor chamber during pyrolysis without raw material and a thermal plasma system. Fig. 3 shows a temperature distribution profile. The temperature was measured in an empty reactor chamber at a 15°C time interval. Fig. 4 shows the placement of the thermocouple and it’s used for the measurement of temperature during the experiment.

Fig. 2: Inside view of plasma heater.

Fig. 3: Empty chamber temperature distribution profile.
squared graphite electrodes that serve as the cathode in an electrical system with a high current DC source transformer.

Fig. 3: Empty chamber temperature distribution profile.

Fig. 4: Placement of thermocouple in the pyrolysis chamber.

Fig. 5: (a) Pyrolysis oil collector unit (b) View of reactor setup.

Fig. 5 depicts the entire bench-scale 8 kg hybrid plasma gasification reactor setup with filtered syngas and a pyrolysis oil collector. Completely operational electric operated apparatus featuring 650°C thermally brake temperatures, single phase 230 V AC electrical heater, and a plasma heater system. A cylinder container with a tapering bottom half shell makes up a plasma heater. It is made up of four squared graphite electrodes that serve as the cathode in an electrical system with a high current DC source transformer.

Materials

The organic garbage (waste plastic) was obtained from the Kalinga Institute of Medical Science (KIMS) and the municipal corporation of Bhubaneswar, Odisha. Selected, it’s been divided into seven separate sterilized and dried waste plastic grads. For the aim of the experiment, each waste sample plastic was obtained in an identical mass ratio. Various forms of plastic were gathered for pyrolysis/gasification are shown in Fig. 6. Table 1 shows several types of waste plastic, as well as their generic kind and plastic-type indication. Individual types of plastic trash may be seen in the experiment. Following classification, the items are chopped into small pieces ranging from 10 to 40 millimeters in length using a cutter machine.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Mark</th>
<th>Code</th>
<th>Type of plastics</th>
<th>Waste plastic materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PET</td>
<td>🚗</td>
<td>Polyethylene Terephthalate</td>
<td>Saline bottles, juice containers, Mineral water bottles, soft drink bottles, vacutainers, photographic film</td>
</tr>
<tr>
<td>2</td>
<td>HDPE</td>
<td>🚗</td>
<td>High-density polyethylene</td>
<td>One-off dustbin pouch, milk pouch, Packaging sheets, or pouch</td>
</tr>
<tr>
<td>3</td>
<td>PVC</td>
<td>🚗</td>
<td>Polyvinyl Chloride</td>
<td>Tube for blood and Urine, Sample collector bottle</td>
</tr>
<tr>
<td>4</td>
<td>LDPE</td>
<td>🚗</td>
<td>Low-density polyethylene</td>
<td>Sample collector small bag, Disposable gloves, trash bag</td>
</tr>
<tr>
<td>5</td>
<td>PP</td>
<td>🚗</td>
<td>Polypropylene</td>
<td>Disposable masks-shoe-covers &amp; caps, cytotoxic drugs packaged, dustpans worn one, Syringes body and plunger</td>
</tr>
<tr>
<td>6</td>
<td>PS</td>
<td>🚗</td>
<td>Polystyrene</td>
<td>ET Tube, Suction’s tube &amp; bags, Plastic cover for light handles,</td>
</tr>
<tr>
<td>7</td>
<td>PE, PA, ABS, PBT</td>
<td>🚗</td>
<td>Polyethylene, polyamide, acrylonitrile butadiene styrene, polybutylene terephthalate</td>
<td>Plastic Bag Warmer Patients ID Bands, Gloves, Intravenous tubes, and sets,</td>
</tr>
</tbody>
</table>

Fig. 6: Various forms of gathered waste plastic for gasification.

RESULTS AND DISCUSSION

Oil Recovery Rate with Calculated Pyrolysis Kinetic Parameter

According to an oil recovery investigation, increasing reactor temperatures reduces oil recovery time. As a consequence of the shorter time that volatiles spend in the reaction chamber, carbon bonding separation with high molecular heaviness composition occurs, increasing the concentration of the pyrolysis oil generated. The kinetic parameters were derived using the Arrhenius plot technique during every oil recovery process. Fig. 7 shows the oil recovery rate from
PET it takes 22, 31, 69, and 114.8 min at 600, 550, 500, and 400°C respectively. Fig. 8 shows a graphical calculation of activation energy based on kinetic parameters for PET.

Fig. 9 shows the oil recovery rate from HDPE takes 26, 31, 69.8, and 115.5 min at 600, 550, 500, and 400°C respectively. However, the pattern of oil recovery percentage increase with time for PET and HDPE. Fig. 10 shows a graphical calculation of activation energy based on kinetic parameters for HDPE.

Fig. 11 shows the oil recovery rate from PVC takes 38, 43, 84, and 132 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery increment from PVC concerning time is similar up to 70% of oil recovery as PET, HDPE, and LDPE showed, but in this case, the oil recovery rate decreases after 70% oil recovery. Fig. 12 shows a graphical calculation of activation energy based on kinetic parameters for LDPE.

Fig. 13 shows the oil recovery rate from LDPE takes 23, 34, 72, and 117 min at 600, 550, 500, and 400°C respectively. However, the pattern of oil recovery percentage increase with time for PET and HDPE. Fig. 14 shows a graphical computation of activation energy based on kinetic parameters for LDPE.

Fig. 15 shows the oil recovery rate from PP takes 24, 33, 64, and 113 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery from PP is similar to 80% oil recovery like that of PET, HDPE, and LDPE, and beyond that, the trend does not match. Fig. 16 shows a graphical calculation of activation energy based on kinetic parameters for PP.

Fig. 17 shows the oil recovery rate from PS takes 19, 27, 44, and 92 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery is similar to a nearly straight line till 80% oil recovery but the oil recovery rate decreases...
Fig. 8: Graphical calculation of activation energy for PET.

Fig. 9 shows the oil recovery rate from HDPE takes 26, 31, 69.8, and 115.5 min at 600, 550, 500, and 400 °C respectively. However, the pattern of oil recovery percentage increase with time for PET and HDPE. Fig. 10 shows a graphical calculation of activation energy based on kinetic parameters for HDPE.

Fig. 9: Oil recovery rate for HDPE at a heating rate of nearly 18 °C/minutes.

Fig. 10: Graphical calculation of activation energy for HDPE.

Fig. 11 shows the oil recovery rate from PVC takes 38, 43, 84, and 132 min at 600, 550, 500, and 400 °C respectively. The pattern of oil recovery increment from PVC concerning time is similar up to 70% of oil recovery as PET, HDPE, and LDPE showed, but in this case, the oil recovery rate decreases after 70% oil recovery. Fig. 12 shows a graphical calculation of activation energy based on kinetic parameters for LDPE.

Fig. 11: Oil recovery rate for PVC at a heating rate of nearly 18 °C/minutes.

Fig. 12: Graphical calculation of activation energy for PVC.

Fig. 13 shows the oil recovery rate from LDPE takes 23, 34, 72, and 117 min at 600, 550, 500, and 400 °C respectively. However, the pattern of oil recovery percentage increase with time for PET and HDPE. Fig. 14 shows a graphical computation of activation energy based on kinetic parameters for LDPE.

Fig. 13: Oil recovery rate from LDPE at a heating rate of nearly 18 °C/minutes.
Fig. 11 shows the oil recovery rate from PVC takes 38, 43, 84, and 132 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery increment from PVC concerning time is similar up to 70% of oil recovery as PET, HDPE, and LDPE showed, but in this case, the oil recovery rate decreases after 70% oil recovery. Fig. 12 shows a graphical calculation of activation energy based on kinetic parameters for PVC.

Fig. 13 shows the oil recovery rate from LDPE takes 23, 34, 72, and 117 min at 600, 550, 500, and 400°C respectively. However, the pattern of oil recovery percentage increase with time for PET and HDPE. Fig. 14 shows a graphical computation of activation energy based on kinetic parameters for LDPE.

Fig. 12: Graphical calculation of activation energy for PVC.

Fig. 13: Oil recovery rate for LDPE at a heating rate of nearly 18°C/minutes.

Fig. 14: Graphical calculation of activation energy for LDPE.

Fig. 15 shows the oil recovery rate from PP takes 24, 33, 64, and 113 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery from PP is similar to 80% oil recovery like that of PET, HDPE, and LDPE, and beyond that, the trend does not match. Fig. 16 shows a graphical calculation of activation energy based on kinetic parameters for PP.

Fig. 12: Graphical calculation of activation energy for PVC.

Fig. 13: Oil recovery rate for LDPE at a heating rate of nearly 18°C/minutes.

Fig. 14: Graphical calculation of activation energy for LDPE.

Fig. 15: Graphical calculation of activation energy for LDPE.
afterward. Fig. 18 shows a graphical calculation of activation energy based on kinetic parameters for PS.

Fig. 19 shows the oil recovery rate from a mixture of various plastics, where the mixture is prepared by taking the equal weight of each kind of plastic. It takes 28, 37, 82, and 135 min at 600, 550, 500, and 400°C respectively. The pattern of oil recovery is similar to a nearly straight line till 80% oil recovery but the oil recovery rate decreases afterward. Fig. 20 shows a graphical calculation of activation energy for mixed plastics based on kinetic parameters.

The oil recovery pattern is comparable to all prior tests, although the results for 550°C and 600°C are virtually identical to earlier trials. In all cases, oil production began when the temperature of the reactor core reached 380°C, with sluggish oil recapturing in the first stage and increasing when the temperature of the reactor was above 450°C. Oil recovery was extremely quick at high operating temperatures. At lower temperatures, polypropylene and polyethylene terephthalate break down, followed by hydrogen abstraction and random scission. In the early stages, degradation is caused by polystyrene end chain scission followed by scission, resulting in increased gas production such as hydrogen and methane. Increases in process temperature cause deterioration, which is followed by scission formation of larger quantities of extended chain hydrocarbon, resulting in higher liquid yield in all cases.

The Arrhenius plot is generated and shown in the above figures. Each plot in the figures shows S-shape curves which...
Fig. 17: Oil recovery rate for PS at a heating rate of nearly 18°C/minutes.

Fig. 18: Graphical calculation of activation energy for PS.

means that the kinetics of the reaction follows the nucleation and grain growth model and Johnson and Mehl (Sarkar & Ray 1990) equation: \( \ln[-\ln(1-\alpha)] = n \ln(k') + n \). The calculated value of activation energy for polyethylene terephthalate (PET) is 40.84 kJ.mole\(^{-1}\) and exponential factor 11.488/second; similarly, high-density polyethylene (HDPE) is 37.91 kJ.mole\(^{-1}\), exponential factor 6.896/second; Low-density polyethylene (LDPE) is 40.84 kJ.mole\(^{-1}\), exponential factor 11.487/second; Polyvinyl chloride (PVC) is 31.88 kJ.mole\(^{-1}\), exponential factor 2.124/second; Polypropylene (PP) is 38.47 kJ.mole\(^{-1}\), exponential factor 7.926/second; Polystyrene (PS) 39.58 kJ.mole\(^{-1}\) exponential factor 12.150/second; and Mixed 39.51 kJ.mole\(^{-1}\) exponential factor 7.784/second.

Wu et al. (1993) recorded lower values of 233-326 kJ.mol\(^{-1}\) for HDPE, 194-206 kJ.mol\(^{-1}\) for LDPE, 184-265 kJ.mol\(^{-1}\) for PP, and 172 kJ.mol\(^{-1}\) for PS. Again, Sorum et al. (2001) identified commercial-grade activation energy as 445.1 kJ.mol\(^{-1}\) for HDPE, 340.8 kJ.mol\(^{-1}\) for LDPE, 336.7 kJ.mol\(^{-1}\) for PP, and 311.5 kJ.mol\(^{-1}\) for PS respectively. Similarly, Diaz-Silvarrey and Phan (2016) found activation energy waste as HDPE 375.59 kJ.mol\(^{-1}\), LDPE 267.61 kJ.mol\(^{-1}\), PP 261.22 kJ.mol\(^{-1}\), PS 192.61 kJ.mol\(^{-1}\), and PET 197.61 kJ.mol\(^{-1}\) respectively."

The activation energy (40.89 kJ.mol\(^{-1}\)) is far smaller compared to that above. This demonstrates the benefit of the plasma reaction which reduces energy activation (Sabat 2014, Rajput et al. 2016). The semi-batch pyrolysis thermal reactor is more impactful in the terms of disposal of waste plastic.

**Residual Weight Analysis**

The weight fractions of all plastic samples vary with temperature in this investigation. It has been determined that LDPE
and PET have distinct weight fraction curve patterns. Fig. 21 also illustrates a distinct pattern of the curve after 52°C and 500°C at a rate of 18°C for PS and PP, respectively. This indicated the normal thermal degradation process during pyrolysis (Mumbach et al. 2019).

**Characteristics**

**Pyrolysis oil**

During the investigation, we obtained the product as pyrolysis oil from various waste plastic elements. Fig. 22 depicts the collection of pyrolysis oil in containers and waste plastic samples with oil extraction. Fig. 23 depicts the collection of a waste plastic sample with oil extraction.

In terms of pyrolysis oil’s characteristics, we tested all collected samples for density at 28 °C using the ISO-1183 method, kinematic viscosity at 23°C using the ISO-3104 method, flash point using the ISO 2719 standard method, fire point using the ISO 2592 method, calorific value using a bomb calorimeter, pour point using the ISO 3016 testing method, and ash content using the ISO 3451 testing method. Table 2 shows lists all of the physical characteristics of waste plastic pyrolysis oil with petroleum diesel and petrol. Table 2, showing the comparison of (Renewable diesel and petrol) parameter properties of all plastic pyrolysis oil, indicated that it can be a substitute as a furnace oil for the power plant or as an industrial diesel. Mixed pyrolysis oil can be blended with diesel/ petrol and used for automobile cars.

**Waste Char**

After the examination, we got char as a waste of the plastic pyrolysis of the different plastic waste materials. Under the method, kinematic viscosity at 23°C using the ISO-3104 method, flash point using the ISO 2719 standard method, fire point using the ISO 2592 method, calorific value using a bomb calorimeter, pour point using the ISO 3016 testing method, and ash content using the ISO 3451 testing method. Table 2 shows lists all of the physical characteristics of waste plastic pyrolysis oil with petroleum diesel and petrol. Table 2, showing the comparison of (Renewable diesel and petrol) parameter properties of all plastic pyrolysis oil, indicated that it can be a substitute as a furnace oil for the power plant or as an industrial diesel. Mixed pyrolysis oil can be blended with diesel/ petrol and used for automobile cars.

**Fig. 19:** Oil recovery rate for mixed plastics at a heating rate of nearly 18 °C/minutes.

**Fig. 20:** Graphical calculation of activation energy for mixed plastics.
micrographic observation of the individual plastic material of char, SEM images of plastic char are shown in Fig. 24 (a), (b), (c), (d), (e), and (f).

Polyethylene Terephthalate (a) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed that some carbon black substance was present in char. It indicates the presence of printed paint and marks on PET-type plastic waste material that has not completely decomposed during thermal pyrolysis.

Low-density polyethylene (b) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed the absence of carbon...
After the examination, we got char as a waste of the plastic pyrolysis of the different plastic waste materials. Under the micrographic observation of the individual plastic material of char, SEM images of plastic char are shown in Fig. 24 (a), (b), (c), (d), (e), and (f).

- **Fig. 24: (a) Microscopic view of Polyethylene Terephthalate waste char.**

  Polyethylene Terephthalate (a) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed that some carbon black substance was present in char. It indicates the presence of printed paint and marks on PET-type plastic waste material that has not completely decomposed during thermal pyrolysis.

- **Fig. 24: (b) Microscopic view of Low-density polyethylene waste char.**

  Low-density polyethylene (b) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed the absence of carbon black substance present in char. It indicates the material has completely decomposed during the pyrolysis process.

- **Fig. 24: (c) Microscopic view of High-density polyethylene waste char.**

  High-density polyethylene (c) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed about 3.68% - 3.97% carbon black substance with ash and large bonding molecular particles present in char. It means that HDPE materials decomposed during the pyrolysis process.

- **Fig. 24: (d) Microscopic view of Polyvinyl Chloride waste char.**

  Polyvinyl Chloride (d) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed about 28.86% - 30.28% carbon black substance with ash and compact bonding molecular particles present in char. It indicates the presence of additive added into PVC that is commonly composed of the inorganic residual compound for the improvement of properties of PVC.
Fig. 24: (c) Microscopic view of High-density polyethylene waste char. We observed about 3.68% - 3.97% carbon black substance with ash and large bonding molecular particles present in char. It means that HDPE materials decomposed during the pyrolysis process.

Fig. 24: (d) Microscopic view of Polyvinyl Chloride waste char. We observed about 28.86% - 30.28% carbon black substance with ash and compact bonding molecular particles present in char. It indicates the presence of additive added into PVC that is commonly composed of the inorganic residual compound for the improvement of properties of PVC.

Fig. 24: (e) Microscopic view of Polypropylene waste char. We observed a random uniform structure of molecular bonding present in char. It indicates that the material degraded during the pyrolysis operation.

Fig. 24: (f) Microscopic view of Polystyrene waste char. We observed that char has a consistent structure of molecular bonding. It indicates that the material was degraded during the pyrolysis operation.

CONCLUSION

Hybrid plasma pyrolysis is most effective in terms of activation energy, i.e., nearly about 40.89 kJ/mol, generating yields of 76-88% pyrolysis oil, 10-23% syngas, and 4-15% chars as a product. The calorific value of pyrolysis oil is about 39-41 MJ per kg, indicating that it has the highest potential energy value as an alternative for petroleum-based diesel and petrol. The current investigations show that there are a plethora of options for developing hybrid plasma gasification technologies that apply to organic waste plastic materials disposal treatment with material and energy recapture.

REFERENCES
black substance present in char. It indicates the material has completely decomposed during the pyrolysis process.

High-density polyethylene (c) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed about 3.68% - 3.97% carbon black substance with ash and large bonding molecular particles present in char. It is quite low. It means that HDPE materials decomposed during the pyrolysis process.

Polyvinyl Chloride (d) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed about 28.86% - 30.28% carbon black substance with ash and compact bonding molecular particles present in char. It indicates the presence of additive added into PVC that is commonly composed of the inorganic residual compound for the improvement of properties of PVC.

Polystyrene (f) char is being seen with a 15X magnification at 1200 µm and 150X magnification at 600 µm respectively. We observed a random uniform structure of molecular bonding present in char. It indicates that the material degraded during the pyrolysis operation.

CONCLUSION

Hybrid plasma pyrolysis is most effective in the terms of activation energy i.e., nearly about 40.89 kJ.mol⁻¹ generating yielding of 76-88% pyrolysis oil, 10-23% syngas, and 4-15% chars as a product. The calorific value of pyrolysis oil is about 39-41 MJ per kg, indicating that it has the highest potential energy value as an alternative for petroleum-based diesel and petrol. The current investigations show that there are a plethora of options for developing hybrid plasma gasification technologies that apply to organic waste plastic materials disposal treatment with material and energy recapture.

<table>
<thead>
<tr>
<th>Physical properties</th>
<th>PET</th>
<th>HDPE</th>
<th>LDPE</th>
<th>PVC</th>
<th>PP</th>
<th>PS</th>
<th>Mixed</th>
<th>Diesel</th>
<th>Petrol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density @ 26°C [g.cm⁻³]</td>
<td>0.88</td>
<td>0.87</td>
<td>0.76</td>
<td>0.82</td>
<td>0.84</td>
<td>0.83</td>
<td>0.91</td>
<td>0.84-0.86</td>
<td>0.82-0.86</td>
</tr>
<tr>
<td>Kinematic viscosity [mm².s⁻¹]</td>
<td>3.92</td>
<td>4.86</td>
<td>4.97</td>
<td>5.82</td>
<td>4.16</td>
<td>2.85</td>
<td>6.02</td>
<td>3.04-4.83</td>
<td>1.12-3.27</td>
</tr>
<tr>
<td>Flash point [°C]</td>
<td>28.2</td>
<td>47.8</td>
<td>40.0</td>
<td>39.0</td>
<td>30</td>
<td>27.1</td>
<td>32</td>
<td>52-94</td>
<td>42-108</td>
</tr>
<tr>
<td>Calorific value [MJ.kg⁻¹]</td>
<td>27.8</td>
<td>41.5</td>
<td>39.8</td>
<td>21.6</td>
<td>40.8</td>
<td>43.0</td>
<td>40.01</td>
<td>35.7-42.7</td>
<td>34.2-46.48</td>
</tr>
<tr>
<td>Pour point [°C]</td>
<td>-18</td>
<td>-5</td>
<td>-9</td>
<td>4</td>
<td>-9</td>
<td>-67</td>
<td>5</td>
<td>0.0 - 55</td>
<td>-</td>
</tr>
<tr>
<td>Ash content [wt %]</td>
<td>0.002</td>
<td>0.04</td>
<td>0.02</td>
<td>0.04</td>
<td>0.002</td>
<td>0.006</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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ABSTRACT

Forest stock volume (FSV) is an important forest resource indicator. Satellite images from various sensors have been used to estimate FSV. However, there is still a lack of comparative studies on the estimation of FSV with remote sensing data obtained by different sensors. In addition, there is a lack of high-precision ground sample positioning methods, which can improve the matching of ground data and remote sensing data to a certain extent, and improve the estimation accuracy. In this research, a new ground sample plot positioning method was proposed, which could achieve sub-meter positioning accuracy in forest areas, greatly improving the matching accuracy of ground sample plot data and remote sensing data. Based on this high-precision positioning method and the random forest algorithm, we compared and quantified the ability of different sensors to estimate the FSV. The results by random forest modeling showed that the images from a single sensor, Sentinel-2, performed best in the test dataset \( R^2 = 0.57, \text{RMSE} = 70.12 \text{ m}^3 \text{ ha}^{-1} \). For the data from two sensors, the best performance was achieved by the combined Sentinel-2 and PALSAR2/PALSAR data, which had an \( R^2 \) of 0.62 with RMSE of 65.51 m\(^3\) ha\(^{-1}\) in the validation data. The images from the three sensors, Sentinel-2, Landsat-8, and PALSAR2/PALSAR, achieved a modeling accuracy of \( R^2 \) (0.62) and RMSE (65.40 m\(^3\) ha\(^{-1}\)). The results clearly showed the capacity of the different sensor data to estimate FSV based on the high precision sample plot positioning method, and it will help forest researchers investigate and estimate the FSV in the future.

INTRODUCTION

As an important part of terrestrial ecosystems, forests play vital roles in both economic development and ecosystem protection. Forests are an important renewable natural resource that is crucial to the strategic timber security of a country (Xia et al. 2019). At the same time, forest ecosystems are the largest carbon pools in terrestrial ecosystems (Sun et al. 2020). Due to the close relationship between forests and carbon (Mitchard 2018), any change in forests directly impacts carbon sequestration (Zhang et al. 2020). Also, forest ecosystems play an irreplaceable role in ecosystems that includes absorbing carbon dioxide from the air, providing animal habitat, maintaining the carbon balance, and mitigating global climate. The management and monitoring of forests mainly require focusing on the information about wood resources, which can be assessed through the volume of trees, which is commonly known as the forest stock volume (FSV). Forest resource inventories are primarily conducted to estimate the existing FSV in forests, which has practical relevance for ecological environmental monitoring and sustainable forest management. Therefore, accurately assessing FSV at the regional and national scales is of great significance.

Currently, some studies have been performed based on a single sensor data or the combination of various sensor data for FSV estimation. For instance, Chrysafis et al. (2017) performed FSV estimation research using Sentinel-2 and Landsat-8 data in Greece. By modeling with the random forest (RF) algorithm, they obtained the best FSV prediction result with Sentinel-2 data \( R^2 = 0.63, \text{RMSE} = 63.11 \text{ m}^3 \text{ ha}^{-1} \). Muaya et al. (2019) estimated the FSV of a small-scale forest plantation in Tanzania with Sentinel-1(SAR), Sentinel-2, and ALOS PALSAR2 data with multiple linear regression
algorithms. They found that the Sentinel-2 data (RMSEr = 42.03%, pseudo-$R^2 = 0.63$) performed better than the combined Sentinel-1 and Sentinel-2 data (RMSEr = 46.98%, pseudo-$R^2 = 0.52$), and Sentinel-1 performed worst (RMSEr = 59.48%, pseudo-$R^2 = 0.18$). These studies showed that different data combinations had different forest parameter estimation results. Further research is needed to evaluate the feasibility and limitations of multi-sensor integrated datasets to estimate forest parameters (such as FSV). On the other hand, the complex collinearity among independent variables is an urgent problem during the process of model construction that cannot be avoided in traditional linear regression models, for example, some parametric methods. However, RF, which is a non-linear algorithm, could solve complex collinearity problems. Compared to the multiple regression algorithm, the resistance to collinearity and robustness to outliers of the RF algorithm make it uniquely feasible for predicting forest parameters using remote sensing variables (Breiman 2001).

In addition to remote sensing data and modeling algorithms, the importance of ground truth from sample plot data should not be ignored. However, the positioning accuracy of traditional handheld GPS units in forest areas is very low, and the error can even exceed 30 m (Stefanoni et al. 2018). Given the large position deviation in forests, it is necessary to find a positioning method to solve this problem. Huang et al. (2013) found that the accurate plot location recorded by DGPS (1-meter accuracy) reduced the geolocation error and thus achieved high prediction accuracy in the estimation of forest AGB (Huang et al. 2013).

This study has two objectives: (1) to test and determine a new forest sample plot positioning method that can achieve sub-meter accuracy in deep mountain forests and (2) to assess the performance of different sensor datasets (Sentinel-1, Sentinel-2, Landsat-8, and PALSAR2/PALSAR) in estimating FSV based on ground sample plots using the new positioning method. This paper will propose a new forest sample plot positioning method, clarify the performance of the yearly Sentinel-1, Sentinel-2, Landsat-8, and PALSAR2/PALSAR data in estimating the FSV in Southern China, especially Hunan Province, and even promote the estimation of FSV throughout the whole country.

MATERIALS AND METHODS

High-Precision Positioning Experimental Design

Three GNSS receivers produced by the Hi-Target Navigation Technology Corporation (H32 Almighty GNSS RTK System) were used in this experiment. A GNSS receiver was set up in a wide urban area, which ensured that the GNSS receiver could receive satellite signals well and use the continuously operating reference stations (CORS) service to achieve accurate positioning. The other two GNSS receivers were set up in the dense forest, in which the canopy density reached 0.7 or more. All three GNSS receivers worked together for 30 min at each designed distance (Fig. 1).

Measurement Accuracy Evaluation Method on Positioning

The CORS service was used in all GNSS receivers to obtain the coordinates $R (X_r, Y_r)$ as true positioning values. All GNSS receivers could also obtain the coordinates $E (X_e, Y_e)$ after the post-decomposition calculation. Then, equation (1) was used to calculate the $D_{error}$, which represented the positioning accuracy.

$$D_{error} = \sqrt{(X_r - X_e)^2 + (Y_r - Y_e)^2} \quad \ldots (1)$$

Sample Plot Data Collection

A total of 459 sample plots were investigated from October 1, 2017, to April 1, 2018, in Hunan province (Table 1, Fig. 2). The newly designed sample plot positioning method was used to position the individual tree and sample plot centers. The Vertex Laser VL5 was used to measure the tree heights. A DBH tape was used to measure the diameter at the breast height of the trees. All trees in the sample plots with DBHs greater than 5 cm were measured. The shape of the sample plot was a circle with a diameter of 30 m. The FSV of the sample plot was calculated (Hu et al. 2020) and extended to the hectare scale. To accurately match the remote sensing pixels, the sample plots were resampled to a cell size of 25 m × 25 m. To normally distribute the FSV data, the data were processed with a normal transformation function ($f(FSV) = FSV^\lambda, \lambda = 0.4$) (Pan et al. 2019).

Landsat-8 Surface Reflectance Tier 1 Data

Landsat-8 Surface Reflectance Tier 1 data were available on the Google Earth Engine (GEE) platform. To match the date of our sample plot data and fully cover the research area, the date filter was set from May 1, 2017, to October 31, 2017, and May 1, 2018, to October 31, 2018. Clouds and cloud shadows were masked by the “pixel-qa” band. A “median” function was applied to extract the median value of all overlapping images, and seven characteristic spectral bands (e.g., B2, B3, B4, B5, B6, B7, B10) were finally calculated. All calculated bands were resampled to a 25 m resolution.

Sentinel-2 Level-1C Data

Sentinel-2 Level-1C product was used to extract the spectral characteristics, and the date filter was set from May 1, 2017, to October 31, 2017, and May 1, 2018, to Oct 31, 2018. Three
available bands were first used to mask the clouds in the images. The QA60 band is a cloud mask band that is used to mask opaque clouds with a threshold setting of less than 1. Then, the B1 band was used to mask cirrus clouds with a threshold setting of less than 1500. The B2 band was used to mask cirrus clouds with a threshold setting of greater than 2500. After that, the “median” function was used to extract pixel values. Eleven bands were calculated (i.e., B2, B3, B4, B5, B6, B7, B8, B8A, B10, B11, B12), and all bands were resampled to a 25 m resolution.

**Global PALSAR2/PALSAR Data**

The global 25 m PALSAR2/PALSAR mosaic data are available from January 1, 2007, to January 1, 2018, on the GEE

---

**Table 1: Summary of normally transformed sample plots.**

<table>
<thead>
<tr>
<th>Forest types</th>
<th>Main species</th>
<th>Number of plots</th>
<th>FSV (m$^3$ ha$^{-1}$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Broadleaf forest</td>
<td>Quercus, Cinnamomum camphora, Phoebe zhen-nan, Alniphyllum fortunei, Liquidambar formosana, Schima superba, Gum trees, etc.</td>
<td>169</td>
<td>1.15</td>
<td>11.30</td>
</tr>
<tr>
<td>Needleleaf forest</td>
<td>Cunninghamia lanceolata, Pinus massoniana, Cupressus funebris, Metasequoia glyptostroboides, Cryptomeria, etc.</td>
<td>231</td>
<td>1.52</td>
<td>12.72</td>
</tr>
<tr>
<td>Mixed forest</td>
<td>Cunninghamia lanceolata, Pinus massoniana, Cupressus funebris, Quercus, Cinnamomum camphora, Phoebe zhen-nan, Alniphyllum fortunei, etc.</td>
<td>59</td>
<td>1.78</td>
<td>11.43</td>
</tr>
</tbody>
</table>

---

**Fig. 1: Flowchart of the GNSS positioning experiment.**
platform. The 2017 yearly mosaic data was used to match our sample plot data. The HH and HV bands were selected and processed in windows of different sizes (1 × 1 pixel, 3 × 3 pixels, 5 × 5 pixels, 7 × 7 pixels, 9 × 9 pixels, 11 × 11 pixels, 13 × 13 pixels). Then, equation (2) was used to convert the DN values to gamma naught values in decibel units (dB) (Qin et al. 2017).

\[ \gamma^0 = 10 \log_{10} DN^2 - 83.0 \text{ dB} \]  \hspace{1cm} (2)

**Sentinel-1 SAR Data**

The Sentinel-1 SAR ground range detected (GRD) dataset has data that starts on October 3, 2014, on the GEE platform; the further data processing was conducted based on the research of Hird et al. (2017), including (1) masking the edges of the images using the angle; (2) filtering out windy days using climate forecasts; (3) performing angle correction; and (4) filtering with different windows (1 × 1 pixel, 3 × 3 pixels, 5 × 5 pixels, 7 × 7 pixels, 9 × 9 pixels, 11 × 11 pixels, 13 × 13 pixels).

**RF Regression Algorithm**

The RF regression algorithm is a popular regression algorithm in this field of study. It uses the bootstrap method to generate multiple datasets to build multiple decision trees (regression trees). The average of the predicted values of the multiple decision trees is used as the final output of the RF regression model. The RF regression model can be mathematically summarized as follows: given a data sample \( X \) and a prediction set \( Y \), a forest-dependent on the random variable \( \theta \) is planted on this basis to form a tree predictor \( h(X, \theta_k) \), which outputs the result as a numerical value. The RF predictor is obtained by averaging these trees \( \{ h(X, \theta_k) \} \) with respect to \( k \) (k represents the number of sub-training datasets). The RF regression function is as follows: \( Y = E_{\theta}h(X, \theta_k) \). The out-of-bag (OOB) data was used to calculate the prediction error (PE) of each regression tree (Equation (3)).

\[ PE = E_{\theta}E_{XY}(Y - h(X, \theta_k))^2 \]  \hspace{1cm} (3)

The principle of the RF regression is as follows (Fig. 3):

In the model development (number = 321, ratio = 0.7) and model test (number = 138, ratio = 0.3), the performance of each RF model was evaluated by the coefficient of determination \( (R^2) \) and root mean square error (RMSE) (Wang et al. 2019).

\[ R^2 = \frac{\sum_{i=1}^{m}(f_i - \bar{y})^2}{\sum_{i=1}^{m}(y_i - \bar{y})^2} \]  \hspace{1cm} (4)

\[ \text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m}(y_i - f_i)^2} \]  \hspace{1cm} (5)

Where \( f_i \) is the modeling predictor; \( y_i \) is the measured value of the sample plot; \( \bar{y} \) is the mean measured value of the sample plot; and \( m \) is the number of training and test data points.

**Variable Selection**

Variable selection is necessary when modeling with a large number of independent variables. It simplified the models, shortens the training times, breaks the curse of dimensionality, and enhances the generalization by reducing over-fitting. In this study, the “VSURF” package in R 3.5.3 was used to select variables for different data combinations (Genuer et al. 2015).

**RESULTS**

The Newly Designed Differential Positioning Accuracies

Through the static relative positioning test under different distances, different times, and different stand environments, it can be concluded that distance, time, and forest stand environment all have different effects on the positioning accuracy.
(Fig. 4). Under the forest stand conditions of the first canopy density level, the GNSS receiver can reach a positioning accuracy of 0.50 m within a static range of 30 km for 10 minutes. However, under the second canopy density forest stand condition, the static duration of more than 25 min at a distance of 30 km is required to achieve a positioning accuracy of 0.50 m. Under the third canopy density forest stand conditions, at least 20 minutes of the static state is required at a distance of 30 km.

Selection of Variables for Image Classification

For the Sentinel-1 and PALSAR2/PALSAR variables, only 2 variables (HH, VV) were included in each window size, and the variable selection step was not conducted. The preprocessing step was performed first to decide which window size had a stronger relationship with the FSV. However, considering the weak performance of the Sentinel-1 data, we only selected the PALSAR2/ PALSAR variables of 11×11 window size to estimate the FSV.

The “VSURF” package was used for the Sentinel-2 and Landsat-8 variables. For the Sentinel-2 variables, 5 out of 11 variables were selected: blue band (B2), green band (B3), red band (B4), red edge 1 band (B5), and SWIR 1 band (B11). In Landsat-8 variables, 6 out of 9 variables were selected: ultra-blue band (B1), green band (B3), red band (B4), near-infrared band (B5), shortwave infrared-2 band (B7), and brightness temperature band (B11). The variable combinations for all cases are summarized in Table 2.

FSV Estimation with the RF Regression Model

For the training data, Fig. 5 shows the performance of different data combinations in the training phase. The best performance was the data combination with Sentinel-2, Landsat-8, and PALSAR2/PALSAR, with the highest $R^2 = 0.94$ and the lowest RMSE = 32.19 $m^3.ha^{-1}$. The worst performance was the PALSAR2/PALSAR (except Sentinel-1), with the lowest $R^2 = 0.86$ and the largest RMSE = 47.75 $m^3.ha^{-1}$.

For the test data, Fig. 6 shows the performance of different data combinations in the test phase. The best performance was also the combined Sentinel-2, Landsat-8, and PALSAR2/ PALSAR data, which had the highest $R^2(0.62)$ and the lowest RMSE (65.40 $m^3.ha^{-1}$). The worst performance was the PALSAR2/PALSAR (except Sentinel-1), which had the lowest $R^2 = 0.25$ and the largest RMSE = 81.87 $m^3.ha^{-1}$.

Table 2: The selected variables for RF modeling.

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Variable selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>P11</td>
<td>H11</td>
</tr>
<tr>
<td>S2</td>
<td>S2_B2 S2_B3 S2_B4 S2_B5 S2_B11</td>
</tr>
<tr>
<td>L8</td>
<td>L8_B1 L8_B3 L8_B4 L8_B5 L8_B7 L8_B11</td>
</tr>
<tr>
<td>S2+P11</td>
<td>S2_B2 S2_B3 S2_B4 S2_B5 S2_B11 H11 V11</td>
</tr>
<tr>
<td>L8+P11</td>
<td>L8_B1 L8_B3 L8_B4 L8_B5 L8_B7 L8_B11 H11 V11</td>
</tr>
<tr>
<td>S2+L8</td>
<td>S2_B2 S2_B3 S2_B4 S2_B5 S2_B11 L8_B1 L8_B3 L8_B4 L8_B5 L8_B7 L8_B11</td>
</tr>
<tr>
<td>S2+ L8+P11</td>
<td>S2_B2 S2_B3 S2_B4 S2_B5 S2_B11 L8_B1 L8_B3 L8_B4 L8_B5 L8_B7 L8_B11 H11 V11</td>
</tr>
</tbody>
</table>

Note: S2 stands for Sentinel-2, L8 stands for Landsat-8, P11 stands for PALSAR2/PALSAR in an 11×11 window size, and H11 stands for HH in an 11×11 window size, and V11 stands for HH in an 11×11 window size.
DISCUSSION

The Potential Of Multi-Sensor Image Data to Improve FSV Estimation

For the Sentinel-1 SAR data, the performance of FSV estimation was very poor. A similar study also found that the Sentinel-1 SAR data did not perform well in estimating FSV, with an $R^2$ of only 0.18 (Mauya et al. 2019). The main reason for the poor performance may be the saturation problem (Huang et al. 2018). Since the SAR-C band is easily affected by speckle noise in complex forests, some studies have only used Sentinel-1 SAR on grass fields (Crabbe et al. 2019).

When considering the L-band PALSAR2/PALSAR dataset, it performed slightly better than the SAR-C band dataset because the PALSAR2/PALSAR L-band dataset had a higher saturation than the Sentinel-1 SAR-C band dataset in estimating FSV. However, it still did not perform well. Some studies also showed that the ALOS PALSAR data did not perform well in forest biomass estimation (Zhao et al. 2016). Saturation is a major cause of poor performance. Some studies have also found that saturation problems could occur in some forest areas using ALOS PALSAR data to estimate FSV (Antropov et al. 2013). In our sample plot data, the sample values ranged from 1.42 $m^3.ha^{-1}$ to 577.49 $m^3.ha^{-1}$, and many sample values were under 100 $m^3.ha^{-1}$, which may be the main reason for our poor modeling result.

For the single dataset, Sentinel-2 performed best both in the training phase and test phase, which showed that the

Fig. 4: Static relative positioning error at different distances, different times, and different forest environments: (a) non-forest area, (b) the first canopy density level forest area, (c) the second canopy density level forest area, and (d) the third canopy density level forest area.
Fig. 5: The performance of the different sensors in the training phase.
For the Sentinel-1 SAR data, the performance of FSV estimation was very poor. A pairwise linear regression was performed between the measured and predicted values of FSV with a data set of 138 pairs. The performance of FSV estimation was very poor in all cases. The predicted values of FSV using Sentinel-2 & Landsat-8 data were higher than the measured values, and the estimated R² was 0.6233. The performance of FSV estimation was also poor when using Landsat-8 & PALSAR-2/PALSAR-1 data, with a R² of 0.4797.

Fig. 6: The performance of different sensors in the test phase.
Sentinel-2 dataset was more appropriate than the Landsat-8 dataset, with B5 (red edge) possibly having a positive effect on the FSV estimation. Some studies have proven that the red edge information was related to FSV and biomass estimation (Vaglio et al. 2014). For the data combination, although the combined Sentinel-2, Landsat-8, and PALSAR2/PALSAR data performed best, the Sentinel-2 and PALSAR2/PALSAR datasets performed only slightly worse than the three data combinations. The combined Landsat-8 and PALSAR2/PALSAR data not only had the worst performance among the data combinations but also performed worse than the Sentinel-2 data. This showed that it was unnecessary to use Landsat-8 data when Sentinel-2 data was being used to estimate FSV. Additionally, adding PALSAR2/PALSAR may only create a small level of positive feedback for FSV estimation.

Although the fusion of the three data sources improved the prediction performance under the RF regression model, the test accuracy was still not high. This was caused by the saturation of the data. In forestland with a small FSV, sparse trees and bare ground directly impact the spectral and microwave signals, which affects the accuracy of modeling. Spectral unmixing may be a way to improve the modeling accuracy (Lu et al. 2005). In forestland with a high FSV, optical image and microwave signal saturation were the main reasons leading to the decline in the prediction model’s performance. To date, there has been no effective way to solve the saturation problem caused by the data itself (Lu et al. 2016). However, some studies have found that the LiDAR data performed quite well in the forest research field based on its unique ability to penetrate the canopy (Hu et al. 2019).

Potential of Machine Learning Methods and High-Quality In-Situ Data to Improve FSV Estimation

To achieve such modeling results in a large mountain area in Southern China with a large range of sample values, two points should be considered to achieve the ambitious goals of the study. The first point is the optimized RF algorithm. The best parameters (mtry, ntree) were calculated first to build the regression trees, which may have improved the accuracy of the regression model prediction. With some studies using default values (mtry is $\sqrt{n}$ or $\frac{n}{3}$, n is the number of modeling variables; ntree is 500 or 1000) for RF modeling, we calculated the two parameters using the MSE as a criterion, which would reduce the modeling time and improve modeling accuracy. Although the RF algorithm has been widely used and demonstrated to work quite well in comparison with other machine learning methods, deep learning methods should not be ignored. Some studies have used different deep learning methods to estimate forest parameters (Zhang et al. 2019). Based on this, additional research should also be conducted in the future.

The second point is the advanced sample positioning technology used in this research. Three GNSS receivers formed a triangulation model and one GNSS receiver was set in the urban area using the CORS service, which allowed it to obtain accurate coordinates as control points to correct the coordinates of the other two GNSS receivers, the positioning accuracy reached the sub-meter level. Compared with the traditional sample positioning method, this new positioning method would help match sample plots with the pixels of remote sensing images more accurately (Hu et al. 2019).

Likely Sources of Uncertainty in FSV Estimations

In this study, we acknowledge that the Sentinel-2 TOA data was not the best choice for FSV estimation. Although we extracted cloudless images, some factors, such as aerosols, will still have a certain effect on the reflectivity of the ground objects. However, processing the Sentinel-2 TOA data to BOA data at provincial or even national scales is unrealistic. The large volume of data would take a researcher several months or even years to complete on a local computer. Many studies have been conducted and demonstrated that it was acceptable to use TOA data to estimate forest parameters (Lin et al. 2015) and those for wetlands (Hird et al. 2017). However, we still recommend using Sentinel-2 BOA data to carry out research when BOA data are available in the future.

The sample plot data was another source of uncertainty in the FSV estimations. The uncertainty of sample data collection came from the measurement of the trees, the sample plot size, and the tree volume formula (Gao et al. 2018). The measurements of the trees mainly included tree height and DBH, which are directly related to the tree volume and therefore directly related to the FSV of the sample plot. The sample plots used in this study were circle plots with a diameter of 30 m, which was different from the resampling pixel size of remote sensing data. Although the FSV was calculated based on the size of the area and the center position of the plot, since pixels and sample plots were not directly matched, some errors will inevitably occur. This problem could be solved quite well by setting up large-area sample plots and using the pixel coordinates to directly extract the tree volumes in the plots. For the tree volume formula, not all tree species have corresponding calculation equations. Tree volume calculation through tree species classification will also have a certain impact on the original volume value. In addition, if the sample plot data are sufficient and follow
a normal distribution, the prediction accuracy of the model may be further improved (Mohd et al. 2018).

CONCLUSION

In this study, a new positioning method was proposed to obtain the center coordinates of sample plots and achieved an accuracy within 0.5 m. The sample plots were used to assess the capacity of the different sensor datasets to estimate FSV. Finally, the results showed that the Sentinel-1 SAR data and PALSAR2/PALSAR data was not suitable for estimating FSV in Southern China. However, the PALSAR2/PALSAR data could provide positive feedback when combined with other sensor data. Although the combined Sentinel-2, Landsat-8, and PALSAR2/PALSAR data performed best, the combination performed only slightly better than the combined Sentinel-2 and PALSAR2/PALSAR data. The third best performance was the Sentinel-2 data, which had a performance that was very close to that of the combined Sentinel-2 and PALSAR2/PALSAR data. Using Sentinel-2 data to estimate FSV is a good choice on a provincial scale. Combining Landsat-8 and PALSAR2/PALSAR data could not greatly improve the accuracy of the estimation. We will attempt to use LiDAR data and deep learning methods to estimate FSV in the future.

ACKNOWLEDGEMENT

This work was funded by the Natural Science Foundation of Ningxia Province (Grant number 2021AAC03017), and the Ningxia Key Research and Development Project (2018BFG02015). The authors are grateful to the Chinese Academy of Inventory and Planning, and the National Forestry and Grassland Administration, for providing the in situ data used in this study.

REFERENCES

Xia, H., Qin, Y., Feng, G., Meng, Q. and Liu, G. 2019. Forest phenology dynamics to climate change and topography in a geographic and
Efficient Adsorptive Performance of Graphene Oxide by Nano Clay

Wenjie Yu, Biao Qian, Beifeng Lv, Haibo Kang†, Ping Jiang, Wei Wang and Na Li
School of Civil Engineering, Shaoxing University, Shaoxing 312000, China
†Corresponding author: Haibo Kang; 18020852079@usx.edu.cn

ABSTRACT
Research regarding the use of Nano clay to remove toxic GO (Graphene oxide) from wastewater was limited. Through a variety of characterization techniques and methods, the adsorption performance and mechanism of Nano clay for GO were systematically studied. The related effects of solution pH, temperature, adsorbent dose, and GO concentration were studied in detail. The results show that the aggregation and deposition of GO on Nano clay depends on the pH value of the solution and the type and concentration of the electrolyte, and the isotherm data fits well with the Langmuir equation. Under the best conditions (pH=3.0), the maximum removal rate is 97.8% (C₀=80 mg·L⁻¹), and the adsorption capacity is 245.8 mg·g⁻¹ (C₀=80 mg·L⁻¹, T=303K, equilibrium time=24 h, m=10 mg). Specifically, the dissolution of Nano clay at a relatively low pH or a high pH value helps the aggregation of GO. The results of this study provide key information for predicting the fate of GO in the land-water transition zone where Nano clay exists.

INTRODUCTION
With many advanced properties of the hydrophilic surface, easy modification, and good dispersion in water (Liu et al. 2019a, 2019b), graphene oxide (GO) has been used in various fields. In view of the increasing production of graphene-based nanomaterials and their incorporation in consumer products, they are likely to be discharged into the sewage treatment plant (Burkart et al. 2015) and further into the environment. When the wastewater is untreated or inadequately treated, the high concentration of GO in the wastewater will threaten the lives of animals and plants on the earth (Chen et al. 2019, Tabish et al. 2017). Although there is no known record of the precise concentration of GO in wastewater treatment plants, some authors have been modeling and testing to find possible concentrations. Chen et al. 2019, Tabish et al. 2017, Gottschalk et al. 2013). Currently, there are many different technologies used to remove GO from sewage. Due to its selectivity, low operating cost, affordability, simple operation, high efficiency, and reusable adsorbent, adsorption technology is considered to be one of the best methods to treat wastewater.

In recent years, many adsorbents have been studied for the removal of GO, such as layered double hydroxides (Wang et al. 2016), and Al₂O₃ (Ren et al. 2014). Other low-cost adsorbents have also been studied. Clay minerals have been proposed as alternative adsorbents for GO. In addition, clay minerals are widely distributed and abundant in soil, which makes them a promising environmental adsorbent for industrial processes (Deng et al. 2017). Due to the widespread existence and availability in soil and sediments, clay has been used as a flocculant and adsorbent for the treatment of suspended particles, pathogenic organisms, and toxic compounds in water (Rozhina et al. 2019). In the past thirty years, the use of clay and clay minerals for water treatment has been extensively studied (Hızal & Yılmazoğlu, 2021). Examples of such applications include removing grease from water, building clay linings to intercept organic leachate in waste treatment sites, absorbing heavy metals and destroying endocrine chemicals, and recovering nitrogen from nitrogen-rich wastewater. Therefore, there is greater potential for adsorption of GO using natural clays.

The purpose of this study is to evaluate the potential use of Nano clay as a natural adsorbent for the removal of GO under the same experimental conditions. In the adsorption studies, all the parameters that affect the adsorption were studied, such as the amount of adsorbent, the pH value of the aqueous solution, and the initial concentration of GO.

MATERIALS AND METHODS
Materials
All chemicals (analytical grade) used in the experiment were purchased from Sinopharm Chemical Reagent Co., Ltd. (Shanghai, China). Nano clay was purchased from Hubei Gold Fine Montmorillonite Technology Co., Ltd. (Hubei, China). The content of montmorillonite is greater than 91.27%. The particle size of nano clay is in the range of 1-2 nm, the surface area is in the range of 220-270 m²·g⁻¹ and
the density is in the range of 0.03-0.37 g cm\(^{-3}\). The graphene oxide aqueous solution was purchased from Suzhou Tanfeng Graphene Technology Co., Ltd. (Jiangsu, China).

**Batch Experiments**

Removal experiments were carried out in a series of vials with teflon-lined nuts fitted with batch technology. A certain amount of Nano clay (0.01 g) was added to the vial to achieve the required concentration of different ingredients. The required initial pH value (3-10) of the suspension in each vial was adjusted by adding negligible 0.1 mol L\(^{-1}\) NaOH or HCl. The vials containing these mixtures were placed on a horizontal shaker and shook at a constant speed of 220 rpm for 1 hour. Subsequently, the vial was taken out of the shaker and left to stand on a flat surface for 24 hours to allow the aggregates of Nano clay and GO to settle completely. Finally, the residual concentration of GO (Ce (mg L\(^{-1}\))) in the supernatant was determined by a UV-Vis spectrophotometer (UV-2550, PerkinElmer) at a wavelength of 221 nm (Wang et al. 2016). Formulas 1-3 were used to calculate the relevant parameters:

\[
R\% = \frac{C_0 - C_e}{C_0} \times 100\% \quad \text{...(1)}
\]

\[
q_e = \frac{(C_0 - C_e) \times V}{m} \quad \text{...(2)}
\]

\[
K_d = \frac{Q_e}{C_e} \quad \text{...(3)}
\]

Where, \(C_0\) (mg L\(^{-1}\)) and \(C_e\) (mg L\(^{-1}\)) represent the initial and equilibrium concentrations of GO, and \(Q_e\) represents the amount of adsorption.

**Characterization**

Using CuK\(\alpha\) radiation, the crystal structure of the absorbent was detected by an X-ray diffractometer (XRD, Empyrean). The functional groups were identified by Fourier Transform Infrared Spectroscopy (FT-IR, NEXUS), and the scanning range was 400-4000 cm\(^{-1}\). Scanning electron microscope (SEM, JSM-6360LV), atomic force microscope (AFM, SPA400), and high-resolution transmission electron microscope (HRTEM, JEM-2100F) were used to study the morphology and element composition of the composite material. X-ray photoelectron spectroscopy (XPS) was performed by a Thermo ESCALAB 250 spectrometer, which applied a focused monochromatic Al K\(\alpha\) X-ray source (h\(\nu\)=1486.6 eV).

**RESULTS AND DISCUSSION**

**Structural and Morphological Characterization**

**XRD analysis:** The assessment of the structures of nano-clay materials is strongly supported by the XRD patterns. The crystalline structures of products were identified with XRD. 20 values were recorded in the XRD patterns of GO, Nano clay, and Nano clay/GO in the range from 5° to 90°, as shown in Fig. 1. As can be seen from the figure, GO and nano clay have obvious diffraction peaks. The adsorption of Nano clay on GO was evaluated by XRD. After Nano clay adsorbs GO, the diffraction peak structure changes. It can be seen from the figure that after Nano clay adsorbs GO, the characteristic peak of Nano clay still exists, but becomes weaker. A weak peak around the GO (001) one is detected in nano clay/GO, and a small variation in its position can be due to an expansion of the stacking of the GO layer. This shows that Nano clay/GO is a mixture of nano clay and GO. This is because the XRD test only scans the surface of the sample, while GO/nano clay is the sample obtained from the adsorption of GO by nano clay. The XRD results show that the XRD pattern is similar to that of nano clay and GO.

![Fig. 1: XRD analysis of GO, Nano clay, and Nano clay/GO. (Adsorption conditions for Nano clay:pH=3, C\(_0\)=60 mg L\(^{-1}\), m=80 mg, T=303K).](image-url)
clay and cannot be observed to be similar to that of GO. Diffraction peaks indicate that there is a large amount of nano clay on the surface of the sample, and the GO portion in the GO/nano clay is blocked by the nano-clay. The change of structure is beneficial to improve the adsorption capacity of the adsorbent (Yan et al. 2010).

**SEM analysis:** To investigate the surface morphology and structure distribution before and after GO adsorption with SEM. The morphology and microstructure of the material were analyzed by a scanning electron microscope (SEM). The SEM micrographs of GO, Nano clay, and Nano clay/GO are shown in Fig. 2 (a, b, c). The lamellar structure of GO is visible in the SEM image (Fig. 2a). The porous structure of Nano clay is regarded as a layered structure, with irregular particle shapes, agglomerates of variable size, and sharp edges (Fig. b), which is consistent with earlier reports (Yi et al. 2015). On the other hand, when nano clay adsorbs GO, it can be seen that nano clay is covered with a film similar to GO (Fig. 2c) and GO is distributed on the porous network surface of Nano clay with less stacking, indicating that Nano clay has adsorbed GO.

**TEM analysis:** The structural evolution of the material preparation process was observed under transmissive electron microscopy, and the morphology and particle diameter of the product before and after adsorption can be further analyzed (Qi et al. 2015). TEM and XRD together are one of the main tools used to determine the dispersion of clay nanoparticles, and the obtained TEM image correlates well with the XRD results (Bae et al. 2009). The structure evolution during the preparation of the material was observed under the transmission electron microscope. GO is a multi-layer folded gauze (Liu et al. 2015) (Fig. 3a). When Nano clay absorbs GO, a layer of black substance is obviously attached to the surface of GO in flake shape, and the wrinkles will be significantly reduced or even disappeared (Fig. 3b), which is consistent with XRD diffraction pattern results and SEM images.

**AFM analysis:** We use AFM images from different dimensions to characterize micro-morphology evolution in the material preparation process (Zhang et al. 2019). AFM was used to further illustrate the above results. Fig. 4 shows the representative 2D AFM images of GO and Nano clay/GO. The cross-sectional analysis and white lines of the AFM image are shown in Figs. 4b and d. From the evolution of the AFM micromorphology, the thickness of GO measured by AFM shows that all samples exhibit a single layer or double layer, which is consistent with previous research results (Liu et al. 2018). However, as the thickness of Nano clay/GO increases, Nano clay is buried in the GO sheet, indicating that Nano clay successfully adsorbs GO. Representative results of AFM images are consistent with previous XRD, FT-IR, SEM, and TEM analyses.

**XPS analysis:** XPS was also used to further investigate the

---

**Fig. 2:** SEM images of (a) GO, (b) Nano clay, and Nano clay/GO (c). (Adsorption conditions for Nano clay:pH=3, C0=60 mg.L⁻¹, m=80 mg, T=303K).
adsorption mechanism. XPS is a surface-sensitive technique for the analysis of the chemical environments of elements. The chemical environment changes of the element in a functional group due to adsorption can be identified through the shift of binding energy in the corresponding XPS spectrum (Ciftyurek et al. 2019). The XPS spectra of Nano clay adsorbing GO are related to the characteristic peaks of C 1s and O 1s in the original GO, respectively. As shown in Fig. 5, various strong peaks can be observed, such as Al 2p, Mg 1s, N 1s, Cl 2p, Cl 1s, O 1s, and C 1s, indicating that the main elements on the surface of the sample are magnesium, aluminum, and oxygen. Compared with the C 1s before GO adsorption, the strength of C 1s after GO adsorption by Nano clay is significantly reduced. From the high-resolution C 1s spectra before GO adsorption, the C 1s spectra can be deconvoluted and integrated into four components, which are about 284.8 eV,
286.2 eV, 287.9 eV, and 289.0 eV, respectively (Wen et al. 2013) (Fig. 5 b). The first component with a binding energy of ~284.8 eV is due to non-oxidized ring carbon, and the other three components are due to carbon in C-O (~286.2 eV), carbonyl carbon (C=O, ~287.9 eV) and carboxylic acid Carbon (O-C=O, ~289.0 eV). After GO is adsorbed by Nano clay, C=O disappears, indicating that the adsorption process of GO and Nano clay is carried out by C=O. According to the above analysis, Nano clay can effectively remove GO by adsorbing GO and attaching it to its surface.

**Adsorption Performance**

**pH Effect:** The pH value of GO solution is an important parameter for adsorption (E et al. 2020). Fig. 6 illustrates the change in the adsorption capacity of Nano clay on GO when the initial GO concentration is 60 mg.L^{-1}. Visual fitting data shows that in the pH range of 3-10, the adsorption capacity first decreases and then increases, and performs best at pH=3. High surface area and adsorbent functional groups can improve the adsorption efficiency (Naser et al. 2016). As shown in Fig. 6, when pH<5, the adsorption capacity, removal rate and distribution coefficient of Nano clay on GO first decrease with the increase of pH. However, when pH ≥ 5, the above three indicators are reversed. The increase in pH may be related to the initial pH of GO. It is known that the surface charge of clay in the solution is negative.

![Fig. 5: XPS survey (a), C 1s spectra of GO (b) and C 1s spectra of Nano clay/GO (c) (Adsorption conditions for Nano clay: pH=3, C_0=60mg.L^{-1}, m=80 mg, T=303K).](image-url)
so the available active sites are reduced (Acisli et al. 2016). Due to the aggregation of concentrated Nano clay particles, the adsorption capacity gradually decreases from 250 mg.g$^{-1}$ to 50 mg.g$^{-1}$. This is due to the aggregation of concentrated Nano clay particles, so the available active sites are reduced (Acisli et al. 2016). This indicates that the high adsorption capacity or high removal rate needs to be reasonably selected according to the actual application. In this study, a 10 mg dose was used as an example for follow-up experiments.

**GO concentration:** The removal rate of Nano clay on GO was studied with different initial GO concentrations of 20 mg.L$^{-1}$, 40 mg.L$^{-1}$, 60 mg.L$^{-1}$, and 80 mg.L$^{-1}$, respectively. Fig. 8 shows that the removal capacity is affected by the initial GO concentration. With the increase of GO concentration, the adsorption capacity of Nano clay has been increasing. When the GO concentration is 80 mg.L$^{-1}$, the maximum adsorption capacity is 300 mg.g$^{-1}$. However, its removal rate and distribution coefficient show opposite trends, the removal rate is reduced from 89% to 72%. In addition, the distribution coefficient decreases with the increase of GO concentration, indicating that the environment with relatively high GO concentration is not conducive to the adsorption of GO by Nano clay.

**Adsorption Isotherm and Thermodynamic Study**

**Adsorption isotherm:** The change of adsorption isotherm is usually used to further analyze the migration mechanism, reflecting the interaction between the adsorbent and the adsorbate and the structural characteristics of the adsorbed layer. As depicted in Fig. 9, the relationship between $C_e$ and $q_e$ was described at T=303 K, 313 K, and 323 K. Two main trends in adsorption capacity can be seen in Fig. 9: (1) Under the same conditions, the equilibrium adsorption capacity of Nano clay decreases with the increase of working temperature; (2) Under the same conditions, the equilibrium adsorption capacity of Nano clay increases with the increase of the equilibrium GO concentration. Langmuir and Freundlich’s models are commonly used to describe the equilibrium adsorption isotherms. The former is based on the assumption \[ q_e = \frac{K q_m C_e}{1 + K C_e} \] and \[ q_e = K q_m C_e^{1/n} \] for Langmuir and Freundlich isotherm, respectively.

\[ K = \frac{1}{n} \] for Freundlich isotherm, respectively.
that a single layer is adsorbed on a surface with a limited number of adsorption sites and uniform adsorption energy, while the latter can be applied to non-ideal adsorption and multilayer adsorption on non-ideal surfaces. The adsorption data conforms to Langmuir (Dalvand & Mahvi 2020) and Freundlich (Wang et al. 2020) models, described as follows.

\[
\frac{1}{q_e} = \frac{1}{q_m} + \frac{1}{K_L q_m} \times \frac{1}{C_e} \quad \ldots (4)
\]

\[
lnq_e = lnK_F + \frac{1}{n} lnC_e \quad \ldots (5)
\]

Where, \(C_e\) (mg.L\(^{-1}\)) and \(q_e\) (mg.g\(^{-1}\)) refer to the equilibrium concentration of GO in the supernatant and the amount of GO adsorbed per unit of Nano clay weight at equilibrium, respectively. \(q_m\) (mg.g\(^{-1}\)) represents the maximum adsorption capacity related to complete monolayer coverage, and \(K_L\) (L.mg\(^{-1}\)) is the Langmuir constant related to the energy and affinity of the adsorbent. The Freundlich constant \(K_F\) is related to the relative adsorption capacity (mg.g\(^{-1}\)) of the adsorbent, and \(n\) is related to the high-energy heterogeneity. Several equations were used to analyze the balance of experimental data. The curves in Fig. 10 b-c respectively show the experimental data fitted by Langmuir and Freundlich models. From the result parameters, the correlation coefficient value (R\(^2\)) of the Langmuir model (0.965-0.996) was higher than that of the Freundlich model (0.904-0.966),
Fig. 8: Effects of GO content on the adsorption of GO by nano clay.

GO concentration: The removal rate of Nano clay on GO was studied with different initial GO concentrations of 20 mg L\(^{-1}\), 40 mg L\(^{-1}\), 60 mg L\(^{-1}\), and 80 mg L\(^{-1}\), respectively. Fig. 8 shows that the removal capacity is affected by the initial GO concentration. With the increase of GO concentration, the adsorption capacity of Nano clay has been increasing. When the GO concentration is 80 mg L\(^{-1}\), the maximum adsorption capacity is 300 mg g\(^{-1}\). However, its removal rate and distribution coefficient show opposite trends, the removal rate is reduced from 89% to 72%. In addition, the distribution coefficient decreases with the increase of GO concentration, indicating that the environment with relatively high GO concentration is not conducive to the adsorption of GO by Nano clay.

Fig. 9: (a) Adsorption isotherms of Nano clay on GO at T=303K, 313K, and 323K; (b) Equilibrium adsorption isotherms fitted by Langmuir model; (c) Freundlich model; Experimental conditions: Initial pH at 30, dosage = 10 mg, T=303 K.

Table 1: Adsorption isotherm model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>(q_m) [mg g(^{-1})]</th>
<th>(K_L) [L mg(^{-1})]</th>
<th>(R^2)</th>
<th>(1/n)</th>
<th>(K_F) ([\text{mg}^n \cdot \text{L}^n \cdot \text{g}^{-1}])</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Langmuir</td>
<td>384.615</td>
<td>0.135</td>
<td>0.996</td>
<td>0.528</td>
<td>61.375</td>
<td>0.966</td>
</tr>
<tr>
<td>Freundlich</td>
<td>86.207</td>
<td>0.130</td>
<td>0.968</td>
<td>1.564</td>
<td>0.300</td>
<td>0.909</td>
</tr>
<tr>
<td>Freundlich</td>
<td>10.000</td>
<td>0.017</td>
<td>0.965</td>
<td>2.653</td>
<td>0.002</td>
<td>0.904</td>
</tr>
</tbody>
</table>

indicating that the Langmuir model is more suitable for fitting the Nano clay adsorption process. Therefore, due to the Langmuir isotherm, the adsorption mechanism occurs in the single-layer adsorption mode (Sereshti et al. 2019). The corresponding correlation coefficients and other parameters are listed in Table 1, and the highest adsorption capacity is 384.615 mg g\(^{-1}\). It should be noted that when the temperature is 303 K, the value of \(n\) of Freund’s constant is greater than 1. However, when the temperature is 313 K and 323 K, the value of \(n\) of Freund’s constant is less than 1. This shows that Nano clay has a favorable adsorption effect on GO at a temperature of 303 K.

**Thermodynamic study:** To determine the possibility and nature of the adsorption mechanism, thermodynamic research was carried out. The effect of temperature on adsorption was studied at 303 K, 313 K, and 323 K. The Van’t Hoff thermodynamic model was applied to describe the adsorption mechanism of Nano clay (Hu et al. 2020). The adsorption thermodynamic parameters are calculated based on the value of the adsorption thermodynamic equilibrium constant \(K_d\) obtained from various temperatures. The value of ln \(K_d\) is then plotted against 1/T to follow the linear form of the van’t Hoff equation according to the equation.

The thermodynamic parameters of the adsorption process, namely the value of the standard Gibbs free energy \(\Delta G^0\), standard enthalpy \(\Delta H^0\) and standard entropy \(\Delta S^0\)
The results show that the adsorption process of GO and Nano clay is carried out by C=O. Increasing temperature inhibits adsorption, which is consistent with the adsorption capacity results at different temperatures. Higher working temperature makes $\Delta G^{\theta}$ larger, indicating that high temperature inhibits adsorption.

The negative value of $\Delta H^{\theta}$ indicates that the adsorption of GO on Nano clay is exothermic, and the negative values and positive values of $\Delta G^{\theta}$ indicate that the adsorption process at low temperature is more favorable. $\Delta S^{\theta}$ is all negative, indicating that the degree of freedom of the solid-liquid interface of GO on Nano clay increases during the adsorption process. Similar results have been reported in other studies of thermodynamics (Naghizadeh et al. 2017).

**CONCLUSION**

The results of this study show that Nano clay has an adsorption effect on GO. The use of 10 mg of pH~3 adsorbent can produce a higher adsorption capacity (245.78 mg·g$^{-1}$). XRD and FT-IR show the changes in crystals and functional groups during adsorption and differentiation on the topography. The TEM and AFM show adsorption, which is consistent with the adsorption capacity results at different temperatures. According to the thermodynamic results, it is obvious that for Nano clay, as the temperature increases, the value of $\Delta G^{\theta}$ becomes larger, which indicates that the adsorption process at low temperature is more favorable. $\Delta S^{\theta}$ is all negative, indicating that the degree of freedom of the solid-liquid interface of GO on Nano clay increases during the adsorption process. Similar results have been reported in other studies of thermodynamics (Naghizadeh et al. 2017).

**Table 1: Adsorption isotherm model parameters.**

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>$q_{m}$ [mg·g$^{-1}$]</th>
<th>$K_{L}$ [L·mg$^{-1}$]</th>
<th>$R^{2}$</th>
<th>$I/n$</th>
<th>$K_{f}$ (mg$^{-1}$·L$^{n}$·g$^{-1}$)</th>
<th>$R^{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T/K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>384.615</td>
<td>0.135</td>
<td>0.996</td>
<td>0.528</td>
<td>61.375</td>
<td>0.966</td>
</tr>
<tr>
<td>313</td>
<td>86.207</td>
<td>0.130</td>
<td>0.968</td>
<td>1.564</td>
<td>0.300</td>
<td>0.909</td>
</tr>
<tr>
<td>323</td>
<td>10.000</td>
<td>0.017</td>
<td>0.965</td>
<td>2.653</td>
<td>0.002</td>
<td>0.904</td>
</tr>
</tbody>
</table>

The adsorption capacity for Nano clay is exothermic, and the negative values and positive values of $\Delta G^{\theta}$ indicate that the adsorption process at low temperature is more favorable. $\Delta S^{\theta}$ is all negative, indicating that the degree of freedom of the solid-liquid interface of GO on Nano clay increases during the adsorption process.
Table 2: Values of thermodynamic parameters for the adsorption of Nano clay on GO.

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>$C_0$ [mg.L$^{-1}$]</th>
<th>$\Delta H^\circ$ [kJ.mol$^{-1}$]</th>
<th>$\Delta S^\circ$ [kJ.mol$^{-1}$.K$^{-1}$]</th>
<th>$\Delta G^\circ$ [kJ.mol$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>303 K</td>
<td>313 K</td>
<td>323 K</td>
<td></td>
</tr>
<tr>
<td>Nano clay</td>
<td>20</td>
<td>-209.25</td>
<td>-0.66</td>
<td>-8.62</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-157.02</td>
<td>-0.49</td>
<td>-7.11</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>-98.17</td>
<td>-0.30</td>
<td>-7.15</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>-89.91</td>
<td>-0.28</td>
<td>-5.97</td>
</tr>
</tbody>
</table>

that the adsorption process of GO and Nano clay is carried out by C=O. The adsorption isotherm can be well fitted by the Langmuir model, which indicates single-layer adsorption. The equilibrium adsorption capacity of Nano clay decreases with the increase in working temperature. In addition, van’t Hoff’s thermodynamic model believes that the adsorption of Nano clay on GO is an exothermic adsorption process.
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ABSTRACT

Air quality is directly associated with the health of society. So, it becomes essential to forecast air pollution, which assumes an imperative part in air pollution warnings and control. A time-series simulation approach was adapted for the forecasting of monthly mean ambient air pollutants (PM$_{2.5}$, O$_3$, NO$_2$) concentration and Aerosol Optical Depth (AOD) at an urban traffic site (Mathura Road, CSIR-CRRI) in New Delhi, India. Satellite-based aerosol loading (AOD$_{550}$) retrieved from the Terra MODIS (Collection 6) enhanced Deep Blue (DB) algorithm was used for further analysis. The analysis considered the average monthly mean concentration of air pollutants and AOD between 2012-2017 and, simulates the concentrations of PM$_{2.5}$, O$_3$, NO$_2$, and AOD for the same period and then forecasts air quality for the years 2020-2023. The forecasted results were validated with 24 months of in-situ and satellite data from 2018-to and 2019. In the year 2020, observed and simulated results are in lower agreement due to the shutdown of anthropogenic activities to combat pandemic situations. Otherwise, modeled and forecasted results are in good harmony with the in-situ and satellite observations. The results also signify that the time series Autoregressive Integrated Moving Average (ARIMA) modeling approach can be an effective and simple tool for air pollution simulation and future forecast. The results are evocative concerning the forecast of near future aerosol loading information and will also be profound to address the problems.

INTRODUCTION

Indian cities are the epicenter of economic activity and are also on the front lines of some of the world’s worst air quality (Choudhary & Gokhale 2016, 2019). Industrialization and unchecked population growth have resulted in increased resource consumption, further amplifying the problem of air pollution (Kumar et al. 2021, Pratap et al. 2020, Choudhary et al. 2020). Millions of casualties happened worldwide because of the worst air quality (Pandey et al. 2021). Air pollution remains one of the most important public health concerns across the globe for the last two decades, contributing to substantial premature mortality with a greater impact in developing nations (Balakrishnan et al. 2019). It is, therefore, important to provide time-to-time air quality forecasts at global, regional, and local scales to support public health authorities (Maji et al. 2021) and policy-makers and enable them to take timely preventative action (Jia et al. 2020) in the short term, long term and event-specific scenarios (Vadrevu et al. 2020) to combat the atmospheric pollutions (Kumar et al. 2018).

In India, geographical boundaries are also favorable and supportive of deteriorating air quality. It is observed in the post-monsoon and winter seasons (October to November and December to February) (Kumar et al. 2020c, Prabhu et al. 2019). Despite this, some episodic events are also well known in India that lead to extremely poor air quality in a particular period of the year (Kumar et al. 2019, 2020a). For example, the rice-wheat crop buildup consumption (CRB) happens two times every year, in April–May wheat crop/Ravi crop and October–November rice crop/Kharif crop, respectively. These periods worsen air quality in many Indian cities (Sarkar et al. 2018). Post-monsoon (October-November)
period in India has other episodic events (such as Diwali and biomass burning), and adverse meteorology worsens the air quality. Diwali is associated with burning fire crackers in bulk (Singh et al. 2010) and massive crop residue burning increases the immense load on the local atmosphere. Faiz & Sturm (2000) have assessed that about 10% of respiratory ailments out of thousands of detailed cases are related to climatic contamination every year during these episodic events in Delhi. The Diwali episode lifts PM\(_{10}\) and total suspended particulate concentration two to three times in Hisar city, India (Ravindra et al. 2019). Likewise, Barman et al. (2008) additionally revealed that an episodic event Diwali increases pollutants PM\(_{10}\), SO\(_2\), and NO\(_x\) concentrations 5.7, 6.6, and 2.7 times, respectively, in contrast to any regular day in Lucknow, India.

In the year 2020 to prevent the COVID-19 transmission, a worldwide lockdown was announced at a different time of the year, and the lockdown imprints were observed in the ambient atmosphere (Kumar et al. 2020b). In India, additionally, air contamination levels dropped altogether with the inconvenience of the 21-day lockdown. To understand the response to complete lockdown, many scientific reports were published to demonstrate the different aspects of air quality all about changes (Chen et al. 2020, Muhammad et al. 2020, Tobías et al. 2020, Xu et al. 2020). A significant decrease in PM\(_{2.5}\), NO\(_x\), and CO concentration before and after lockdown (21-days) were reported by Srivastava et al. (2020) for two Indian cities. Kotnala et al. (2020) stated a 14-time reduction in NO\(_x\) concentration (342 to 24 ppb) in New Delhi during the lockdown.

Forecasting, in all aspects, is always very important to formulate the policies to control the situation and condition. Time series analysis is widely implied over the long-term data for comparative analysis and predicts current trends and future forecasts (Soni et al. 2015). The utilization of time series examination depends on the idea that there are some interior trends and patterns inside the data, for example, autocorrelation, patterns, or occasional variety. Several analyses applied the time-series approach to address the air quality by utilizing autoregressive, moving normal models and a mingle of both, known as an autoregressive integrated moving average (ARIMA) (Abish & Mohana 2013, Soni et al. 2014). ARIMA stays as the mainstream model these days due to its adaptability in addressing various sorts of time arrangements, autoregressive (AR), moving normal (MA), and autoregressive moving normal model (ARIMA), it can be defined as ARIMA (p, d, q). When the dataset is non-stationary, the difference will take part in stationary data (AbdRahman et al. 2013). The three stages viz. distinguish verification; assessment and analytic checking assure the precision of time series outcomes (Kumar et al. 2018).

ARIMA depends on the Box–Jenkins approach; it is broadly applied in air quality investigations (Box & Jenkins 1976). The insights concerning the ARIMA depicted elsewhere (McBerthouex & Brown 2002). For time series examination, around 50-100 data points are required (Box & Jenkins 1976, Milionis & Davies 1994). Several researchers considering the impact of meteorological components and apply ARIMA models to anticipate submicron molecule fixations (Jian et al. 2012), day-by-day normal PM\(_{10}\) focuses (Liu 2009), and ozone fixation in metropolitan and provincial territories (Duenas et al. 2005).

The ARIMA model has widespread application due to its flexibility (Lai et al. 2019, Li et al. 2020, Singh et al. 2020). Therefore, this study’s main objectives were as follows, 1) to forecast the future trend of pollutants (PM\(_{2.5}\), O\(_3\), and NO\(_2\)) and AOD, just after the pandemic episode by applying the ARIMA tool, and 2) to perform a comparative analysis of measured and simulated observations, 3) validation of forecasted results with 25% data (monthly mean of the year 2018-2019, 24 points). 4) Further study will also characterize the trends and variability of the year 2020, emphasizing the lockdown period.

**MATERIALS AND METHODS**

**Data Source**

A stationary stochastic ARIMA modeling approach was applied to forecast the monthly mean concentration of ambient air pollutants (PM\(_{2.5}\), O\(_3\), and NO\(_2\)) and AOD for the urban area of New Delhi, India. The part of data (from 2012-2017) of air pollutants (PM\(_{2.5}\), O\(_3\), and NO\(_2\)) have been obtained from the automated installed station at CSIR-Central Road Research Institute (CRRI), New Delhi and part of data obtained from CPCB (Central Pollution Control Board) India, for the CSIR-CRRI, New Delhi station for the year 2018-2020. The aerosol optical depth (AOD) at 550 nm was extracted daily for the period 2012 to 2020, from MODIS onboard the Terra satellite for the stations CSIR-CRRI (28.5517° N, 77.2750° E). MODIS measures spectral radiances from 0.55 μm for land with a resolution of 0.1° × 0.1° (https://earthobservatory.nasa.gov/global-maps). The MODIS (Collection 6) enhanced Deep Blue (DB) AOD (Deep_Blue_Aerosol_Optical_Depth_550_Land_Best_Estimate) of level 2, was used in this study. The 24-h average time series data of ambient air pollutants (PM\(_{2.5}\), O\(_3\), and NO\(_2\)) were averaged into monthly data, similarly daily AOD data were also averaged into monthly AOD then applied the ARIMA for the further analysis.

**Quality Control Approach**

For quality affirmation, the study used two strategies: (i)
outlier recognition and gap-filling procedures were applied to improve the nature of the dataset (Jesus et al. 2020), and (ii) a manual exclusion of zero, negative and invalid information, after reviewing of the dataset. This was applied for the AOD dataset since missing values were greater than those applied for the AOD dataset since missing values were greater than the 365 data points (around 11% of total data). The pollutants PM$_{2.5}$, O$_3$, and NO$_2$ have less than 1% missing values for the total assessment period since the gap-filling techniques are generally recommended when missing information rates are more prominent than 5% (Ottosen & Kumar 2019, Junger & De Leon 2015). Therefore, pollutants PM$_{2.5}$, O$_3$, and NO$_2$ were manually cleaned and used for the data analysis and interpretations.

**Time Series Approach: ARIMA**

The ARIMA is a time series simulation method presented by Box & Jenkins in the 1970s and was applied for the current and near-future forecast of the aerosol load to the atmosphere (Kantz & Schreider 1997). Time-series data of the simulation object are considered a stochastic sequence, and this sequence is fitted with some numerical models. When the model is recognized, the future qualities can be anticipated over a wide time period (Kucharski et al. 2020). ARIMA can be defined as ARIMA (p, d, q), a model can be partitioned into three sorts, details are given else were (Kumar et al. 2015). The ARIMA model can discover the qualities and patterns of the time-series information and speculate the future behavior effectively (Kumar et al. 2018).

The time series ARIMA approach was applied to assess the air quality trend before and after the Pandemic episode and the near future air pollutants forecast. The section first portrays the 2012-2017 monthly variation of selected pollutants, section two is characterizing the pollutants’ behavior of the year 2020 (Pandemic year), section three is demonstrating the ARIMA simulation and forecasted results, further comparative interpretation of measured, simulated results, and validation data, forecasted observations were described. Such figures are particularly useful in outlining proper approaches for air quality administration (Kumar et al. 2018). The monthly data for the year 2012-2017 (total of 72 data points, 75% of data) was used for the simulation, and monthly data for the year 2018-2019 (25% of data) was used for the validation of the forecasted results (Kumar & Jain, 2009). The extraction and assessment of model boundaries are accomplished by utilizing the ARIMA by using the SPSS package. Different criteria were used to evaluate the model fits and goodness, explained else were (Gocheva-Ilieva et al. 2014).

**RESULTS AND DISCUSSION**

**Year to Year Variation of Pollutants**

Fig. 1 demonstrates the monthly variation of pollutants PM$_{2.5}$, O$_3$, NO$_2$, and AOD for the period 2012 to 2017. The cyclic and seasonality patterns are very distinct in the figure, particularly for the PM$_{2.5}$ and AOD (Kumar et al. 2019, 2020a). Highest emission peaks observed for post-monsoon period (October-November, as per Fig. 1 post-monsoon months are: 10-11, 23-24, 35-36, 47-48, 59-60, 71-72). In the monsoon season, pollutants concentration drops to a minimum, the dropping peaks are also very apparent corresponding to the monsoon season (July-September, as per Fig. 1 monsoon months are: 7-9, 19-21, 31-33, 43-45, 55-57, 67-69). The O$_3$ and NO$_2$ also follow the cyclic seasonality trend, but the peaks get flattened with the proceeding years.

The descriptive statics of the data is depicted in Table 1. The higher skewness value (0.695 to 1.5) indicates that data are in non-symmetrical distribution. Likewise, the kurtosis ranges of 0.511 to 2.97 indicate leptokurtic distribution. The time series simulation approach, ARIMA was applied to the 2012-2017 (75% of data) data set for the future forecast. It was also observed from the data that PM$_{2.5}$ concentrations are much higher (greater than double of NAAQS limit) as compared to NAAQS annual limit (40 μg.m$^{-3}$) whereas the annual concentration of NO$_2$ and O$_3$ concentration is double the annual and 8-hourly NAAQS limit (19.48 ppb, 46.69 ppb), respectively.

**Pollutants Trend in 2020**

To break the transmission of COVID-19 worldwide, the lockdown was forced at a different time in 2020. In India, the Government deployed a complete lockdown that
stopped all the anthropogenic activities, which are the main source of air pollution in the atmosphere. Numerous published researches explained air quality with respect to lockdown (Kumar et al. 2020b). Indian government deployed complete lockdown for 21 days from 25th March, then slowly released the term and condition of lockdown until 31st May 2020. Therefore, very sharp drops in pollutants concentration were observed during 21 days of complete lockdown. Fig. 2 depicted the trend of pollutants and AOD in the year 2020, the lockdown period is highlighted as yellow. After the lockdown period, due to the monsoon season wash-out, significant pollutant concentration drops were observed. The average concentration of the pollutants PM$_{2.5}$, NO$_2$, O$_3$, and AOD in the year 2020 was found as 88.77±74 μg.m$^{-3}$; 38.40±29.40 ppb; 18.40±9.12 ppb and 0.73±0.45, respectively. The maximum concentration is
Fig. 2: Daily-based trend of PM$_{2.5}$, MODIS AOD$_{550}$, NO$_2$, and O$_3$ during 2020, the lockdown period is highlighted as yellow.
reported as 473.92 μg.m\(^{-3}\), 151.27 ppb, 82.84 ppb; 2.80 for PM\(_{2.5}\), NO\(_2\), O\(_3\), and AOD, respectively, and minimum concentration of PM\(_{2.5}\), NO\(_2\), O\(_3\), and AOD is 12.05 μg.m\(^{-3}\), 6.18 ppb, 3.90 ppb and 0.66, respectively. The lockdown duration average concentration was 46.65±23.42 μg.m\(^{-3}\), 16.58±3.63 ppb; 15.69±4.41 ppb; and 0.46, respectively. The maximum lockdown concentration of PM\(_{2.5}\), NO\(_2\), O\(_3\), and AOD was 102.23 μg.m\(^{-3}\), 29.32 ppb, 28.72 ppb, and 1.62, respectively and minimum lockdown concentrations were reported as 19.22 μg.m\(^{-3}\), 8.85 ppb, 11.22 ppb and 0.11, respectively.

The data are presented in Table 2 for a better relative overview. The pre-lockdown and lockdown pollutants concentration demonstrated that the concentration of the selected pollutant drops to half as compared to the past 9 years’ concentration, except for AOD. In case AOD magnitude drops are around 25%.

### Time Series Simulation and Forecast

The ARIMA model was applied for simulation and forecasting pollutants concentration (PM\(_{2.5}\), NO\(_2\), and O\(_3\)) and MODIS AOD for CSIR-CRRI, Delhi-Mathura Road, urban area, New Delhi. The analysis considered the monthly average concentration of pollutants and AOD for 2012-2017 and simulated the monthly concentration of pollutants and AOD and forecast the pollutants and AOD for the period of forecast the pollutants AOD for 2020-2023. The large variations in PM\(_{2.5}\) values moderate variations in MODIS AOD; however, low variations were found in NO\(_2\) and O\(_3\) values (Fig. 3). The observed and simulated values of pollutants and AOD are lies within the upper control limit (UCL) and lower control limit (LCL) boundary, indicating a satisfactory agreement between in-situ measurement and ARIMA-based simulations.

The measured and simulated observation trends for air pollutants (PM\(_{2.5}\), NO\(_2\), and O\(_3\)) and MODIS AOD\(_{50}\) are found in good agreement, as depicted in Fig. 4. It is clearly shown that the monthly AOD values are found higher during pre-monsoon (May to June) and decreasing during monsoon (July to September) and again, increasing trends occur during post-monsoon (October to November) and winter (December to February) months, of almost every year. However, higher concentrations of PM\(_{2.5}\) were found during post-monsoon mainly due to biomass burning transported from the Punjab and Haryana states and during winter months due to transportation, biomass/wood burning, and fog.

Fig. 5 depicts the trends of the residuals ACF and PACF, demonstrating that all points are randomly distributed, and suggesting that model outcomes are satisfactory. Also, each pollutant’s residual autocorrelations are small and are within the significance bounds limit.

The statistical significance of the model was evaluated by Normalized Bayesian Information Criterion (BIC), the R\(^2\)-square, Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), and Ljung–Box Q statistic were used to test for the adequacy and statistical appropriateness of the model. The Ljung–Box Statistic of the model values for Normalized BIC lies between -4.393 to 7.062 for the 16 degrees of freedom (Table 3).

The stationary-R\(^2\) also depicts the good fit between observed and simulated values. ARIMA performed better for PM\(_{2.5}\) (0.752) and NO\(_2\), a lower value of R\(^2\) indicates moderate fit (R\(^2\): 0.585) as compared to other pollutants.

### Table 2: Overview of the pre-lockdown period, lockdown year, and lockdown period.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>Avg 0.60 ±0.05</td>
<td>0.73±0.45</td>
<td>0.46±.26</td>
</tr>
<tr>
<td></td>
<td>Max 1.54</td>
<td>2.80</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>Min 0.21</td>
<td>0.66</td>
<td>0.11</td>
</tr>
<tr>
<td>PM(_{2.5})</td>
<td>Avg 111.58±53.69</td>
<td>88.77±74</td>
<td>46.65±19.9</td>
</tr>
<tr>
<td></td>
<td>Max 295.76</td>
<td>473.92</td>
<td>102.23</td>
</tr>
<tr>
<td></td>
<td>Min 16.2</td>
<td>12.05</td>
<td>19.22</td>
</tr>
<tr>
<td>NO(_2)</td>
<td>Avg 13.93±3.40</td>
<td>38.40±29.40</td>
<td>16.58±4.82</td>
</tr>
<tr>
<td></td>
<td>Max 21.37</td>
<td>151.27</td>
<td>29.32</td>
</tr>
<tr>
<td></td>
<td>Min 9.62</td>
<td>6.18</td>
<td>8.85</td>
</tr>
<tr>
<td>O(_3)</td>
<td>Avg 33.92±16.81</td>
<td>18.40±9.12</td>
<td>15.69±3.70</td>
</tr>
<tr>
<td></td>
<td>Max 76.45</td>
<td>82.84</td>
<td>28.72</td>
</tr>
<tr>
<td></td>
<td>Min 12.14</td>
<td>3.90</td>
<td>11.22</td>
</tr>
</tbody>
</table>
The more or less similar values of the stationary-$R^2$ and the $R^2$ of all selected pollutants and AOD are indicating that the simulated model is reasonably good. Model fit statistics is given in Table 4.

The lower RMSE values (ranges of 0.105-32.084) between observed and simulated pollutants and AODs for a period of 2012-2017 are supportive of favorable results. The MAPE values are ranging 20-to 50, also indicating the

![Comparison of ARIMA model simulations and forecasting (blue line) with observed PM$_{2.5}$, NO$_2$, O$_3$, and MODIS AOD$_{550}$ (red line).](image)

<table>
<thead>
<tr>
<th>Normalized BIC</th>
<th>Statistic</th>
<th>DF</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.062</td>
<td>52.938</td>
<td>16</td>
<td>0.000</td>
</tr>
<tr>
<td>5.869</td>
<td>54.806</td>
<td>16</td>
<td>0.000</td>
</tr>
<tr>
<td>5.703</td>
<td>34.432</td>
<td>16</td>
<td>0.005</td>
</tr>
<tr>
<td>-4.393</td>
<td>23.177</td>
<td>16</td>
<td>0.109</td>
</tr>
</tbody>
</table>
Fig. 4: Comparison of observed and simulated results of PM$_{2.5}$, NO$_2$, O$_3$, and MODIS AOD$_{550}$.

Fig. 5 depicts the trends of the residuals ACF and PACF, demonstrating that all points are randomly distributed, and suggesting that model outcomes are satisfactory. Also, each pollutant’s residual autocorrelations are small and are within the significance bounds limit.

The 24 months data for the year 2018-2019 were used for the validation of forecasted results. The obtained forecasts for the next 48 months (2020-2023) are also excellent compared to actual observations other than those used in the model, retaining the same trend. The forecasted results were (48 months in the year 2020-2023) validated with measured observation (2018-2019, 24 data points) showing an agreeable association, as depicted in Fig. 6.

In Fig. 6, the year 2020 measure and simulated observations were also compared to know the difference between the pandemic year pollutants concentration and the regular data-based simulated value. The year 2020 has different trends of pollutants due to pandemic conditions. It is identified that there is a significant difference in magnitude of the pollutants, but the variable behavior remains the same.
Table 4: Model Fit Statistics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Stationary R-squared</th>
<th>R-squared</th>
<th>RMSE</th>
<th>MAPE</th>
<th>MAE</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM$_{2.5}$</td>
<td>0.752</td>
<td>0.648</td>
<td>32.084</td>
<td>26.522</td>
<td>22.961</td>
<td>1.321</td>
<td>0.1025</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>0.585</td>
<td>0.383</td>
<td>17.672</td>
<td>41.479</td>
<td>12.253</td>
<td>4.813</td>
<td>0.0000</td>
</tr>
<tr>
<td>O$_3$</td>
<td>0.700</td>
<td>0.537</td>
<td>16.246</td>
<td>23.850</td>
<td>12.065</td>
<td>4.709</td>
<td>0.0001</td>
</tr>
<tr>
<td>AOD$_{550}$</td>
<td>0.744</td>
<td>0.824</td>
<td>0.105</td>
<td>9.236</td>
<td>0.073</td>
<td>1.290</td>
<td>0.1076</td>
</tr>
</tbody>
</table>

Fig. 5: Residuals of ACF and PACF for the selected model of PM$_{2.5}$, NO$_2$, O$_3$, and MODIS AOD$_{550}$.
in the case of PM$_{2.5}$ and AOD whereas, O$_3$ and NO$_2$ have slightly different trends in contrast to a regular pattern. Based on the collective assessment of the model output, ARIMA simulation and forecasting results were found consistent. However, unpredictable meteorology and heterogeneity in the aerosol optical properties bring limitations in the model’s output, for example, moderate to low performance of ozone concentrations might be due to these limitations (as observed in Fig. 6 for ozone concentration).

**CONCLUSION**

The data statistics demonstrated the non-symmetrical data and leptokurtic distribution of pollutants PM$_{2.5}$, O$_3$, NO$_2$, and AOD from 2012 to 2017. The pre-lockdown and lockdown comparative analysis demonstrate that in the year 2020, except for AOD, pollutants concentration decreased to half in magnitude compared to the past nine years’ concentration.

The simulated and forecasted result shows good agreement with the observed and validation data. Different model fit statistics, and the five accuracy measures criteria also demonstrated the harmony of results. In the context of air quality management, the ARIMA-based prediction demonstrates better suitability for the MODIS AOD, PM$_{2.5}$, and NO$_2$ as compared to the O$_3$ at an urban location in New Delhi. ARIMA approach, in combination with satellite data, can be a good option to forecast future aerosol load for areas where the ground data is a major limitation for the research.
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ABSTRACT
Concern about increasing incidents of petroleum hydrocarbon spills and spillage into different marine environments is rising day by day due to enhanced human activities in marine water. The toxic compounds of spilled petroleum hydrocarbon in marine water lead to the immediate death of numerous marine organisms as well as initiate various vicious biogeochemical cycles in the marine environment resulting in prolonged toxic impacts on the marine environment. Recently, many sophisticated techniques, including physical methods, chemical methods, and biological methods, have been developed and adopted for the treatment of marine environments polluted with petroleum compounds. However, biological treatment is one of the most promising methods in this field by which microorganisms such as bacteria, fungi, and algae are used for biodegradation of pollutants such as the spilled petroleum hydrocarbon into neutralized or eco-friendly compounds. This review has been focused on different aspects of the pollution of the marine ecosystem by oil, mainly Petroleum hydrocarbons, the fate of spilled oil in marine environments and the role of microbial communities in it, as well as various techniques, especially the bioremediation and biodegradation of spilled oil including the factors affecting the capacity of techniques. Moreover, some future aspects of research in the field of biodegradation and bioremediation of spilled oil have been proposed.

INTRODUCTION
Mineral oil is an important resource to produce the necessary energy for daily life. It is considered one of the most important materials to produce petroleum fuels such as kerosene and gasoline, and many other chemical compounds such as plastics, chemical reagents, solvents, and pharmaceuticals products. Moreover, more and more oil-related economic activities such as oil extraction, refining, transport, and marketing are being carried out because of the increasing global demand for oil for leading modern life. Importantly, half of the activities related to the transportation of the world’s petroleum are achieved by seas and oceans (Varjani & Upasani 2016). As a result of this increased transportation of petroleum compounds by seas and oceans, there has been a significant risk of pollution of marine water by the incidence of oil spills from drilling oil wells, transmission pipelines, and transfer oil tankers around the world. Hence, marine environments become one of the largest and most important reservoirs contaminated with petroleum hydrocarbons resulting in a severe form of pollution (Mahjoubi et al. 2018, Ławniczak et al. 2020). The pollution of marine environments with hydrocarbons is a global concern because of the potential consequences of this pollution on different environments, humans, and marine organisms (Ahmed & Fakhruddin 2018). Hence, rapid action is essential for the treatment of spilled hydrocarbons in a polluted environment. However, treatment of a polluted environment by chemical or physical methods is very expensive as well as difficult to use as compared to the biological methods in which biological agents, mainly microorganisms are used to clean and remove various chemicals from contaminated aquatic environments (Zheng et al. 2013, Ruhi 2017, Saha et al. 2017, Nasrin 2019, Rahman et al. 2019). However, biological methods such as the biodegradation of hydrocarbon pollutants take a longer period and have more complex mechanisms, depending on
the amount and nature of hydrocarbon contaminants and the availability of microorganisms (Xu 2018). Hence, microorganisms that degrade hydrocarbons play the main function in the biodegradation of contaminated environments, where these microorganisms flourish and adapt to these polluted environments (Adeleye 2018).

FUEL OIL POLLUTION

Fuel oil is a natural combination of hydrocarbons that may be in a liquid, solid or gaseous state depending on both pressure and temperature. The extracted oil is not pure containing some impurities such as carbon dioxide, hydrogen sulfide, and some other complex components such as sulfur, nitrogen, oxygen, and other impurities (Hamidian et al. 2020). At the beginning of the twentieth century, great global economic changes were introduced. Consequently, these changes increased the encouragement of the industrial and technological revolution and relied on it as a pattern of prosperity. These changes led to a rise in the demand for the extraction, purification, processing, and transportation of petroleum products, which in turn caused the discharge of large quantities of petroleum waste, around 67 million tons waste per year (Nath & Cholakov 2009). Thus, pollution caused by releasing of fuel oil and their waste into the ecosystem become one of the main types of global pollution, and thus this problem has become the focus of attention to both developing and industrialized countries because of its deleterious effects on both living organisms as well as different environments (Luna et al. 2013). The pollution of the seas and oceans by fuel oil mainly results from the routine operations of oil extraction, refining, and washing operations as well as accidents during oil exploration, extraction, and transport operations. Moreover, natural drift from the seabed, sediment erosion, atmospheric sedimentation from incomplete oil combustion, runoff of rivers and oil-contaminated lands and waste, shipping and clearance, and illegal discharges also contribute to the pollution of marine water (Souza et al. 2014). The spilled fuel oil spreads into the water very quickly with a thickness of 1 mm. Fuel oil pollutants spread in the form of a thin coat on the marine water, which in turn interrupts the mechanisms of gas exchange between atmospheric oxygen and water surface, and thus the reduction of the amount of dissolved oxygen in the water resulting in a higher rate of mortality and morbidity of marine organisms. In addition, fuel oils imprinted into aquatic environments have toxic effects on humans and other terrestrial organisms depending on marine environments directly or indirectly (Hranova 2006). Petroleum hydrocarbons are non-homogenous compounds, so scrubbing these compounds from the marine environment is a difficult process. However, the natural biological process is one of the main ways to clean the environments that are contaminated with hydrocarbons. This microbial degradation occurs naturally in different environments, where the potential microbial communities are available for decomposition and removal of oil pollutants naturally from the environment (Varjani 2017).

THE FATE OF FUEL OIL IN THE MARINE ENVIRONMENT

Pollution of the marine environment by several hundred million gallons of crude oil products annually has been reported and its fate depends on many factors, whether physical, chemical, or biological (Saadoun 2015). These include biological processes, evaporation, hydrolysis, water emulsification, dispersion, sinking, sedimentation, and photolytic oxidation. Biological processes include microbial degradation, ingestion, and the assimilation of oil into the environment (Neff 2012). During these processes in the environment, the changes occur in the structure as well as in the physical and chemical characteristics of the original pollutants. However, the most vital weathering process is initiated in the water environment within 48 hours of oil spills, resulting in evaporation of the components of medium and light oil with a low boiling point into the atmosphere. The evaporation process may be liable for the loss of 33% to 66% of the amount of oil leaked into the aquatic environment (Yakimov 2004). For instance, one-third of the fuel oil spilled from the supertanker Amoco Cadiz evaporated in just three days. Many factors control the process of evaporation such as the common structure of the oil, wind velocity, surface area, air and water temperature, intensity of solar radiation, and abandoned metals (Fig. 1).

RESPONSE OF MARINE MICROBIAL COMMUNITY TO FUEL OIL POLLUTION

Microbes that decompose hydrocarbons vigorously are usually found in the oceanic environment, where spilled hydrocarbons are used by these microbes as an energy source resulting in their enhanced growth and multiplication. Moreover, the number of hydrocarbons degrading microbes is also increased because of changes in some of the catalysts and other physiological factors in polluted marine ecosystems (Labud et al. 2007). Thus, the normal structure of the microbial community is affected by the overgrowth of hydrocarbon-degrading microbes in the marine ecosystem polluted with petroleum hydrocarbons (Xu 2018, Truskewycz 2019). For example, significant changes in the structure of the microbial community in the oil-polluted water of the Caspian Sea and the Persian Gulf were reported by Hassan-shahian et al. (2010). Hence, the determination of the main microbial communities that are working on the degradation
of hydrocarbon pollutants is very important for understanding and developing treatment processes for contaminated sites.

The process of natural biodegradation is one of the efficient ways of removing hydrocarbon pollutants from different environments, especially non-volatile hydrocarbons from crude oil. Commonly, microbes such as bacteria, fungi, and yeast convert hydrocarbon compounds into simpler compounds, some of them are not soluble in water (Cappello 2012). It is hard to accomplish optimal biodegradation and bioremediation values for hydrocarbon pollutants in a short period, because of some non-biodegradable compounds which need more time to deteriorate, as well as many variables that impact the degree and range of biodegradation and bioremediation of contaminants (Cappello 2012, Varjani & Upasani 2017). Moreover, the quantity of some nutrients such as phosphorus and nitrogen is inadequate to support the growth of microorganisms in marine ecosystems naturally, however, supplementation of these substances to contaminated sites encourages the growth of hydrocarbons degrading microbes in marine ecosystems (Hassanshahian et al. 2010). However, some microbial communities finally can adapt to hydrocarbon contamination as they act to resist the toxic effects of these pollutants, thereby increasing the number of microbial organisms that use hydrocarbon contaminants as food sources (Mahjoubi et al. 2018).

**OIL SPILL CLEANING BY BIODEGRADATION AND BIOREMEDIATION**

Many methods namely physical, chemical and biological techniques are used to clean the areas contaminated with oil spills to protect the floras and faunas from further destruction and extinction. However, cleaning up the contaminated environments is often very difficult because of the influence of several factors. The physical or chemical method could be the first option that can be taken immediately after oil spills, even though both techniques have some drawbacks such as the requirement of many auxiliary materials, failure to complete elimination of the leaky oil, and further damage to the environment by the chemicals used for treatments (Kukkar 2020). Because of such disadvantages of physical and chemical methods, biodegradation and bioremediation have appeared as alternative approaches for removing oil from polluted environments.
Biodegradation

Biodegradation of hydrocarbons is an important process in which microorganisms are applied to improve the natural cleaning procedures of hydrocarbon contaminants. However, the process of biodegradation of hydrocarbons is subject to many factors and a series of vital and often different interactions between microorganisms and other factors which mostly occurs on the surface of the contaminated water, and in the beaches, the sediments, and water column of the marine ecosystem. Ultimately, this method relies on the consumption of hydrocarbons by microorganisms to produce food, energy, and carbon dioxide. Biodegradation initiates instantly after the oil spill into the aquatic environment. Microbes naturally degrade oil in the water, and thus they grow and thrive in the contaminated environment due to the availability of food. This process continues with the presence of biodegradable hydrocarbons in the contaminated environment, culminating in the first month of the oil spill and decreasing over time to the depletion of nutrients from the environment. Nutrients (N, P, and K) play an important role in the thriving of potent microbial communities resulting in a faster rate of degradation of hydrocarbons along the polluted shoreline (Shewfelt et al. 2005). However, effective biodegradation of petroleum hydrocarbons by microorganisms is dependent on some physicochemical factors namely temperature, pH, dissolved oxygen in water, and nutrients that regulate the growth of the microorganisms as well as some biological factors such as an enzymatic activity that control the potency of biodegradation (Leahy & Colwell 1990, Varjani & Upasani 2017, Ahmed & Swargiary 2021). In addition to these, many other factors influence the biodegradation rates, for example, the chemical composition and the physical condition of the oil, the type, and quantity of spilled oil, the characteristics of the polluted ecosystem, etc. (Haritash & Kaushik 2009).

Bioremediation

Bioremediation is one of the alternative techniques for the treatment of pollutants which is an inventive technique that relied on microorganisms to reduce toxic pollutants to harmless compounds such as H2O, CO2, CH4, and biomass without disturbing the ecosystem in the polluted environment (Ron & Rosenberg 2014). There are many types of microorganisms that have the potential for bioremediation of spilled hydrocarbon pollutants. These include yeast, fungi, algae, and bacteria (Naeem & Qazi 2019). The rate of bioremediation can be enhanced by the supplementation of some elements such as N to the oil-contaminated environments (Wang et al. 2011). Even if the marine environments polluted with spilled oil are cleaned, some compounds may last for decades on these beaches and environments, threatening the organisms living in these ecosystems (Owens et al. 2008). Depending on the application process, the bioremediation process can be classified into two types, in situ bioremediation, and ex-situ bioremediation. In situ bioremediation techniques are the most desirable options, because of their low cost and avoiding drilling and transport of contaminants where treatment is done on-site. On contrary, ex-situ bioremediation which is the removal of the contaminant’s physical material for treating contaminated environments is very costly as well as problematic due to the tough extraction of contaminants from underwater or soil (Farhadian et al. 2008). This technique is achieved by drilling and removal of contaminated soil and water, including composting, land farming, bioreactors (Vidali 2001), and biopiles (von Fahnestock & Wickramanayake 1998). Bioremediation processes can also be classified into two main approaches, i) Biostimulation and ii) Bioaugmentation (Varjani et al. 2013).

Biostimulation

Biostimulation is defined as an environmental modification process to encourage the growth of existing microbes as well as to stimulate the biodegradation of pollutants to be treated in the modified environment. This process is applied in practice by adding nutrients or substances, for example, carbon, nitrogen, and phosphorus to the environment to be treated, as well as by ensuring appropriate environmental conditions such as moisture and oxygen content to promote microbial growth and natural biodiversity of microorganisms. Nitrogen, Phosphate, and molecular oxygen concentrations in seawater are important examples of abiotic factors. Therefore, Nitrogen and Phosphate are used to reduce the limit of these nutrients, which spurs the prosperity of degrading bacteria for petroleum hydrocarbons. Nitrogen and Phosphate based fertilizers such as nitrates, ammonium phosphate, urea, and phosphate, can be used in such cases because they have high solubility in water (Nikolopoulou & Kalogerakis 2009). Moreover, uric acid which is used as a source of nitrogen by several bacterial species, including Alcanivorax strains, can be a potent biological catalyst for the bioremediation of spilled oil (Ron & Rosenberg 2014).

Bioaugmentation

Bioaugmentation is defined as the use of particular strains of microbial organisms, which could be either isolated or genetically modified to increase their capability for controlling pollution, for example cleaning spilled oil in contaminated marine ecosystems (Nzila et al. 2016). This process relies on the capability of microbes to metabolize pollutants and turn them into less toxic and less dangerous compounds. Biodegradation occurs naturally in contaminated environments by indigenous microorganisms which usually have limited capacity to degrade these compounds because of the
There are many types of microorganisms such as bacteria, algae, and fungi that decompose hydrocarbons in the environment, but bacteria and fungi are common and efficient members of them (Table 1) (Treu & Falandysz 2017, Kaur 2018). There are a few species of algae and protozoa with the ability to degrade hydrocarbons (Kachieng’a & Momba 2017). A particular group of hydrocarbons can be metabolized by an individual type of microorganisms while a consortium of microbes with wide enzymatic abilities can degrade down-mixed and compound hydrocarbons, for example, crude oil compounds in soil, freshwater, and marine waters (Varjani 2017).

### Biodegradation by Bacteria

Oil degradation passes through a series of different and sequential stages. Bacteria is the first group of microorganisms that are responsible for the first attack on oil spills to generate medium compounds that are later used by diverse types of other microorganisms (Hallbeck 2010). In marine environments, more than 200 species and 100 genera of microbes are known to degrade petroleum hydrocarbons; most of them are bacteria (Brakstad 2014). There are several potential strains of oil-degrading bacteria, such as *Oleiphilus*, *Cycloclasticus*, *Alcanivorax*, *Neptunomonas*, *Marinobacter*, etc. These bacteria act on the degradation of alkanes and aromatic hydrocarbons (Nzila et al. 2018). The other potential bacterial groups that degrade hydrocarbons in seawater and soil are *Acinetobacter*, *Chromobacter*, *Actinomycetes*, *Arthrobacter*, *Alcaligenes*, *Nocardia*, *Bacillus*, *Flavobacterium*, *Corynebacterium* sp, and *Pseudomonas* sp. (Villela et al. 2019). Similarly, there are some genera of bacteria such as *Rhodococcus*, *Corynebacterium*, *Mycobacterium*, *Pseudomonas* sp., *Brevibacterium*, *Arthrobacter* and *Nocardia* that degrade gaseous hydrocarbons, especially propane and/or butane (Giebel et al. 2011).

### Biodegradation by Algae

Phytoremediation is an important process in the treatment of petroleum hydrocarbon, which is a type of biological treatment by using micro-algae or macro-algae to clean the solid, liquid, or gaseous pollutants from contaminated soil, wastewater, and air (Naem & Qazi 2020). However, the use of micro-algae in the bioremediation of petroleum hydrocarbons is still a major area of research. Some studies have shown that some algae including green algae, red algae, and brown algae have the potential to degrade some hydrocarbons into less harmful compounds to the environment, indicating their ability to handle crude oil pollution (Naem & Qazi 2020). For example, the algae *Prototheca zoopla* and *Chlorella vulgaris* have the capacity for biodegradation of hydrocarbons resulting in a decrease in alkanes, iso-alkanes, and aromatic hydrocarbons in the contaminated environment (Walker et
al. 1975, Kalhor et al. 2017). In addition, the dry weight of *Chlorella vulgaris* increased with increased concentration of pollutants, indicating that crude oil has a positive effect on the growth of types of algae (Kalhor et al. 2017).

### Biodegradation by Fungi

Fungi play a very significant role in the biodegradation of petroleum hydrocarbons in polluted aquatic environments (Table 1). In addition, the sediment contaminated with

<table>
<thead>
<tr>
<th>Genera</th>
<th>Species</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteria</td>
<td><em>Aeromonas hydrophila</em></td>
<td>(Sarwade &amp; Gawai 2014)</td>
</tr>
<tr>
<td></td>
<td><em>Ochrobactrum anthropi</em></td>
<td>(Bao 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Acinetobacter lwoffii</em></td>
<td>(Alkhatib et al. 2011)</td>
</tr>
<tr>
<td></td>
<td><em>Stenotrophomonas maltophilia</em></td>
<td>(Juhasz et al. 2000)</td>
</tr>
<tr>
<td></td>
<td><em>Erythrobacter citreus</em></td>
<td>(Udotong et al. 2008)</td>
</tr>
<tr>
<td></td>
<td><em>Pseudomonas aeruginosa</em></td>
<td>(Thavasi et al. 2007)</td>
</tr>
<tr>
<td></td>
<td><em>Pseudomonas xanthomarina</em></td>
<td>(Esmail &amp; Obuekwe 2014)</td>
</tr>
<tr>
<td></td>
<td><em>Rhodococcus corynebacterioides</em></td>
<td>(Gentili et al. 2006)</td>
</tr>
<tr>
<td></td>
<td><em>Neisseria elongata</em></td>
<td>(Adoki &amp; Orugbani 2007)</td>
</tr>
<tr>
<td></td>
<td><em>Vibrio fischeri</em></td>
<td>(Bao 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Bacillus megaterium</em></td>
<td>(Das &amp; Chandran 2011)</td>
</tr>
<tr>
<td></td>
<td><em>Enterobacter cloacae, Brevibacillus parabrevis B-1</em></td>
<td>(Al-Jumaily &amp; Al-Wahab 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Bacillus pumilus</em></td>
<td>(Maliji et al. 2013)</td>
</tr>
<tr>
<td></td>
<td><em>Chromobacterium violaceum</em></td>
<td>(Yusoff 2008)</td>
</tr>
<tr>
<td></td>
<td><em>Bacillus cereus</em></td>
<td>(Latha &amp; Kalaivani 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Klebsiella pneumoniae</em></td>
<td>(Hii et al. 2009)</td>
</tr>
<tr>
<td></td>
<td><em>Achromobacter, Acinetobacter, Alcaligenes, Actinomycetes, Achromobacter, Acinetobacter, Alcaligenes, Actinomycetes, Archrobacter, Cycloclasticus, Coryneforms, Chromobacterium, Flavobacterium, Micrococcus, Microbacterium, Mycobacterium, Nocardia, Pseudomonas, Sarcina, Serratia, Streptomyces, Vibrio, Xanthomonas</em></td>
<td>(Giebel et al. 2002)</td>
</tr>
<tr>
<td>Fungus</td>
<td><em>Aureobasidium, Candida</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Rhodotorula</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Acremonium, Aspergillus, Cladosporium, Mortierella, Saccharomyces, Trichoderma, Verticillium</em></td>
<td>(Bogusławska-Wąs &amp; Dąbrowski 2001)</td>
</tr>
<tr>
<td></td>
<td><em>Fusarium solani</em></td>
<td>(Al-Jawhari 2014)</td>
</tr>
<tr>
<td></td>
<td><em>Aspergillus fumigatus</em></td>
<td>(Chandran &amp; Das 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Aspergillus niger</em></td>
<td>(Okoro 2008)</td>
</tr>
<tr>
<td></td>
<td><em>Aspergillus versicolor</em></td>
<td>(Garapati &amp; Mishra 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Cochliobolus lutanus</em></td>
<td>(Al-Nasrawi 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Aspergillus saprophyticus</em></td>
<td>(Ekundayo &amp; Osunla 2013)</td>
</tr>
<tr>
<td>Yeast</td>
<td><em>Aureobasidium, Pichia, Candida maltosa, Candida tropicalis, Candida apicola, Candida, Debaryomyces, Monilia, Rhodotorula, Torulopsis</em></td>
<td>(Bogusławska-Wąs &amp; Dąbrowski 2001)</td>
</tr>
<tr>
<td></td>
<td><em>Exophiala xenobiotics</em></td>
<td>(De Hoog et al. 2006)</td>
</tr>
<tr>
<td></td>
<td><em>Candida tropicalis</em></td>
<td>(Beier et al. 2014)</td>
</tr>
<tr>
<td></td>
<td><em>Candida lipolytica</em></td>
<td>(Das &amp; Chandran 2011)</td>
</tr>
<tr>
<td></td>
<td><em>Candida maltose</em></td>
<td>(Chrzanoski et al. 2006)</td>
</tr>
<tr>
<td></td>
<td><em>Candida tropicalis RETL-Cr1</em></td>
<td>(Tuah et al. 2009)</td>
</tr>
<tr>
<td></td>
<td><em>Pichia ohmen YH-41</em></td>
<td>(Shumin et al. 2012)</td>
</tr>
<tr>
<td></td>
<td><em>Trichosporon asahii</em></td>
<td>(Chandran &amp; Das 2010)</td>
</tr>
<tr>
<td></td>
<td><em>Prototheca zopfii</em></td>
<td>(Brakstad 2014)</td>
</tr>
<tr>
<td>Algae</td>
<td><em>Agmenellum, Amphora, Anabaena, Aphanocapsa, Chlorella, Chlamydomonas, Coccolithorise, Cylindrotheea, Dunaliella, Microcoleus, Nostoc, Oscillatoria, Petalonema, Porphyridium</em></td>
<td>(Vigna et al. 2002)</td>
</tr>
</tbody>
</table>
spilled hydrocarbons is one of the preferred places where these fungi live to use carbon derived from the hydrocarbons (Hamad et al. 2021). However, research on the biodegradation of hydrocarbons by fungi has been focused mainly on the activity of enzymes produced by fungi in biodegradation processes. Several studies have shown that fungi have the potential to degrade total petroleum hydrocarbons with a wider range of other microbial organisms such as bacteria (Hamad et al. 2021).

CONCLUSION

Bioremediation is a cost-effective and environment-friendly technology and is unique to the most promising ways to treat oil pollution in different ecosystems. It has been observed through several studies that the coasts contaminated with hydrocarbons can be recovered by biodegradation technology in 2-5 years. This paper presents the different aspects of biodegradation and bioremediation of petroleum hydrocarbon in the marine ecosystem. As oil spills increase in marine environments, there are many issues related to the process of biodegradation in marine ecosystems that need to be studied, such as the assessment of the risks involved after the bioremediation process and finding solutions. The risks of secondary products of metabolites of hydrocarbons should be determined in the environment and their treatment process should be explored. In addition, the effects of growing and developing microbes that degrade oil on local environments should be evaluated.

REFERENCES


Hallbeck, L. 2010. Principal organic materials in a repository for spent nuclear fuel. SKB.


Hallbeck, L. 2010. Principal organic materials in a repository for spent nuclear fuel. SKB.


Palaeoclimatic Studies of the Late Quaternary Sediments from Chirakkara, Kollam District, Kerala, India

R. Megha*, Divya Murali†, S. Amblikuttan*, Rajesh Reghunath* and K. Anoop Krishnan**

*Department of Geology, University of Kerala, Karyavattom Campus, University of Kerala, Trivandrum, India
**National Centre for Earth Science Studies, Akkulam P.O., Trivandrum, India
†Corresponding author: Divya Murali; divyasooraj89@gmail.com

ABSTRACT

The Quaternary period is considered one of the most eventful periods of all geologic periods. The present study intends to understand the paleo-environmental conditions that prevailed in the southern part of the Kerala State, India, during the Late Quaternary period. The present study aims to understand the climatic variability of the Holocene epoch in the Chirakkara region, the easternmost part of Polachira wetland, Kollam district, South Kerala, by using granulometric data and geochemical proxies. A core of 2.5 m in length has been collected from the study area, and both textural and TOC/TN analyses were carried out. The variation in grain size is attributed to the variations in the energy level of the transporting medium and turn to the climatic conditions, especially rainfall. The sediments encountered in the core are dominated by sand-sized particles indicating dynamic high energy conditions and high precipitation events. The ternary plot of the sediment samples also suggests violent environmental conditions during the deposition of the sediments. The predominance of low values of TOC/TN ratio found at both ends of the core indicates an autochthonous source for organic carbon, possibly due to the aggravated aquatic phytoplankton activity, and increased lake bioproduction, and/or decline in the delivery of organic matter from the terrestrial environment. High values of the TOC/TN ratio noted at the middle portion of the core at depths from 120 cm to 210 cm indicate the allochthonous source for the organic carbon. Among allochthonous sources, the C3-type plant is dominant, indicating a cool and wet climate. At the same time, the extremely high TOC/TN values at 170 cm core depth indicate a short period of hot and sunny climatic conditions. The analysis of the granulometric data and organic matter proxies suggest that the study area has experienced wet climatic conditions with occasional dry spells during the Late Quaternary Period.

INTRODUCTION

Understanding the climatic variations of the recent past is highly essential for drawing comprehensive plans for protecting mother Earth. Paleoclimatic evidence preserved in geologic materials gives indirect indications of the past climatic conditions. Different proxies such as sedimentological, micropaleontological, and geochemical imprints are embedded in the Quaternary sediments (Chappell 1974, Fairbanks 1989, Charles et al. 1996, Naidu & Malmgren 1999, Thamban et al. 2001, Pandarinath et al. 2007). Various methods were suggested by many workers for the reconstruction of Quaternary paleoclimatic conditions (Bradley 1999, Mirecki et al. 1995, Slowey et al. 2002, Ishimura et al. 2012). Many studies relate the sea-level changes on the west coast of India to the climatic conditions of the Quaternary Period (Gupta 1972, Nair & Hashimi 1980, Kale & Rajaguru 1985, Baskaran et al. 1989, Somayajulu 1990, Shankar & Karbassi 1992, Hashimi et al. 1995, Pandarinath et al. 1998). The response of the river system along the west coast of India to the climatic changes during the Late Quaternary Period has been studied by Mishra et al. (2003). Padmalal et al. (2012) conducted a study on India’s fragile coast with special reference to Late Quaternary environmental dynamics. It is believed that the sea-level fluctuations after the Last Glacial Maximum of the Quaternary Period have resulted in the deposition of sediments along the Kerala coast during the later stage of the Quaternary (Thamban et al. 2001, Pandarinath et al. 2007, Shankar & Karbassi 1992, Hashimi et al. 1995). There were few attempts earlier to study the quaternary sediments found along the coastal belt of Kerala, where the focus was mainly on the sedimentological and textural parameters (Nair 1996, Samsuddin 1986, Rao et al. 2010, Padmalal et al. 2014, Vishnu Mohan 2015). The present study aims to reconstruct the Quaternary climatic conditions of the Kollam region, Kerala State, based on sedimentological and geochemical analysis.

STUDY AREA

A core sample has been collected from the Chirakkara
region, the easternmost part of the Polachira wetland, Kollam district, South Kerala. Polachira is a wetland spread over an area of 600 hectares of sprawling land and at an altitude of 5 m above sea level, located in the Kollam District. Polachira wetland is a partially water-logged marshy basin. The wetland encircles the Paravur estuary of the Ithikkara River. It is a unique eco-geo system. As a result of the biodiversity and abundance of fish and mussels within the wetland, Polachira is a favorite destination for migratory birds too.

A core of 2.5 m in length has been collected from the study area at the latitude of 8°8' 42″N and a longitude of 76°43' 22.8″E (Fig. 1). The Study area receives an average of about 2555 mm of rainfall annually. The major source of rainfall is the southwest monsoon from June to September which contributes nearly 55% of the total rainfall of the year. The northeast monsoon season from October to December contributes about 24% and the remaining 21% is received from January to May as pre-monsoon showers. Out of the total 119 rainy days, 70 rainy days occur in the southwest monsoon season.

MATERIALS AND METHODS

The recovered core has been subsampled at every 5 cm and preserved for further laboratory analyses. The textural analysis of sediment samples was conducted by following standard methods such as sieving (Ingram 1971) and pipetting (Galehouse 1971). Total Nitrogen (TN) and Total Organic Carbon (TOC) in the core samples were measured using a CHN analyzer (Elementar Vario EL CUBE).

RESULTS AND DISCUSSION

Grain Size

The grain size depends on the type of environmental setting, transporting agent, length and time during transport, and depositional conditions. Hence, it acquires remarkable usefulness as an environmental proxy (McManus 1988, Stanley-Wood & Lines 1992). The variation in grain size can be attributed to the energy level, the velocity of water, and in turn, the climatic conditions, especially rainfall (Pettijohn 1957). Clay size particles indicate lower energy levels and low-intensity rainfall patterns or a calm environment. During high precipitation events, the energy level of the transporting medium increases. As a result, the sediments being deposited will move to the coarser end, such as gravel, sand, etc. (Pettijohn 1957). The details of the downcore variation of the grain size parameters of the present study are summed up in Table1.
In the present work, the sand content varies from 33.39% to 91.42%, and that of silt varies from 7.77% to 64.5%. All samples are characterized by a very low amount of clay particles, i.e., 0.45% to 2.33%. Both sand and silt content fluctuate drastically along the core length. The downcore variation of clay also shows an irregular variation (Fig. 2). The higher content of sand-sized particles indicates dynamic high energy conditions and high precipitation events.

The sediment classification scheme proposed by Picard (1971) also clearly reveals the dominance of sandy texture over the entire core length (Fig. 3). The upper portions of the core, up to a depth of 200 cm are characterized by the alternative occurrence of sandy silt and silty sand sediments. The lower portions are dominated by sand-sized sediments. The sediment type sandy mud is present at a depth of 63 cm only.

The demarcation of diverse environments from granulometric studies can be done because particle distribution is tremendously reactive to the environment of deposition (Mason & Folk 1958, Friedman 1961, 1967, Griffiths 1962, Stapor & Tanner 1975, Nordstrom 1977, Goldberg 1980, Sly et al. 1982, Seralathan 1988, Padmalal 1992, Badarudeen 1997, Mohan 2000). The sediments that are laid down in different depositional environments, should have peculiar particle size distributions due to their differential erosion, transportation, and deposition (Lario et al. 2002). The hydrodynamic condition of deposition can be understood by using a ternary diagram proposed by Pejrup (1988) which mostly characterizes an aggregated fine fraction and a non-aggregated coarse fraction. The ternary diagram put forth by Pejrup (1988) has been applied in the core samples collected from Chirakkara to decipher the hydrodynamic dynamic condition of deposition that existed at that time. All samples fall in category IV of the ternary diagram (Fig. 4) indicating the dominance of violent environmental conditions during the deposition of the sediments.

### Total Nitrogen and Total Organic Carbon Percentage

Total organic carbon (TOC) and total nitrogen (TN) values of sediments can be used to unravel the palaeo-climatic conditions, since their ratios (TOC/TN) can differentiate marine and terrestrial sources of organic matter, the environment of deposition, etc. Total organic carbon and total nitrogen

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CK 1</td>
<td>53</td>
<td>42.34</td>
<td>2.33</td>
<td>55.33</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 3</td>
<td>63</td>
<td>50.18</td>
<td>0.97</td>
<td>48.85</td>
<td>Sandy mud</td>
<td>IV</td>
</tr>
<tr>
<td>CK 5</td>
<td>73</td>
<td>74.82</td>
<td>0.48</td>
<td>24.7</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 6</td>
<td>78</td>
<td>80.61</td>
<td>0.55</td>
<td>18.84</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 7</td>
<td>83</td>
<td>78.04</td>
<td>0.45</td>
<td>21.51</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 9</td>
<td>90</td>
<td>62.52</td>
<td>1.92</td>
<td>35.56</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 11</td>
<td>100</td>
<td>68.17</td>
<td>0.57</td>
<td>31.26</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 13</td>
<td>110</td>
<td>62.67</td>
<td>0.73</td>
<td>36.6</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 15</td>
<td>120</td>
<td>54.76</td>
<td>0.84</td>
<td>44.4</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 17</td>
<td>130</td>
<td>36.05</td>
<td>1.30</td>
<td>62.65</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 18</td>
<td>135</td>
<td>42.22</td>
<td>1.47</td>
<td>56.31</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 19</td>
<td>140</td>
<td>45.55</td>
<td>1.40</td>
<td>53.05</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 20</td>
<td>145</td>
<td>56.15</td>
<td>1.39</td>
<td>42.46</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 23</td>
<td>160</td>
<td>38.89</td>
<td>1.37</td>
<td>59.74</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 25</td>
<td>170</td>
<td>33.39</td>
<td>2.11</td>
<td>64.5</td>
<td>Sandy silt</td>
<td>IV</td>
</tr>
<tr>
<td>CK 31</td>
<td>200</td>
<td>72.53</td>
<td>1.16</td>
<td>26.31</td>
<td>Silty sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 33</td>
<td>210</td>
<td>79.37</td>
<td>0.77</td>
<td>19.86</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 35</td>
<td>220</td>
<td>88.43</td>
<td>0.58</td>
<td>10.99</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 36</td>
<td>225</td>
<td>91.42</td>
<td>0.81</td>
<td>7.77</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 39</td>
<td>240</td>
<td>89.79</td>
<td>0.60</td>
<td>9.61</td>
<td>Sand</td>
<td>IV</td>
</tr>
<tr>
<td>CK 41</td>
<td>250</td>
<td>87.79</td>
<td>0.57</td>
<td>11.64</td>
<td>Sand</td>
<td>IV</td>
</tr>
</tbody>
</table>
content ratios have been used widely as biomarkers for the reconstruction of the depositional environments and to trace the environmental changes of the past (Dean 1999, 1974, Avramidis et al. 2013, 2014, Badejo et al. 2014, Aasif Lone et al. 2018). Organic matter deposited in lakes has two principal sources: aquatic phytoplankton living in the lake (autochthonous) and terrestrial plants growing in the catchment (allochthonous) (Meyers 1990). Aquatic phytoplankton contains relatively abundant proteins that are rich in organic nitrogen, and therefore the autochthonous organic matter is characterized by low TOC/TN ratios, between 4 and 10 (Meyers 1990). Terrestrial vascular plants are dominated by lignin and cellulose that are poor in nitrogen, and thus allochthonous organic matter has high TOC/TN ratios of 20
and greater (Meyers 1990). Among the terrestrial plants’ C3 vascular plants, which indicate cool & wet environments, has TOC/TN ratios around 12 and over (Tyson 1995), whereas, terrestrial C4 grasses, which indicate hot & sunny environment typically have TOC/TC ratios above 30 (Meyers 1994). In the present study, the TN values range from 0.05 to 0.40%, and that of the TOC ranges from 0.44 to 9.14%. The TOC/TN values range from 5.461 to 30.466% (Table 2).

The downcore variation pattern of both TOC and TN shows an irregular behavior, and that of TOC/TN shows a peak at the middle portion of the core (Fig 5). The upper and lower portion of the core is characterized by extremely low values of TOC/TN ratio, which indicates an autochthonous source for organic carbon, possibly due to aquatic phytoplankton activity and decline in the delivery of organic matter from the terrestrial environment and increased lake bioproducton. High values of the TOC/TN ratio present at the middle portion of the core depths, i.e., from 120 cm to 210 cm indicate the allochthonous source for the organic carbon. Among allochthonous source, the C3 type plant dominate which indicates a cool and wet climate, whereas, the extreme high TOC/TN values at 170 cm core depth indicate hot and sunny climatic conditions. The extreme high ratios at these depths also indicate intense fluvial activity which may be due to neo-tectonic activities or due to high precipitation events, as indicated by the granulometric analysis. On the west coast of India, the climate was arid around 11 kyrs BP (Hashimi & Nair 1986, Sarkar et al. 1990) and changed to

<table>
<thead>
<tr>
<th>Sample-Number</th>
<th>Core depth[cm]</th>
<th>TOC[%]</th>
<th>TN[%]</th>
<th>TOC/TN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CK 1</td>
<td>53</td>
<td>4.08</td>
<td>0.40</td>
<td>10.2</td>
</tr>
<tr>
<td>CK 3</td>
<td>63</td>
<td>1.57</td>
<td>0.20</td>
<td>7.85</td>
</tr>
<tr>
<td>CK 5</td>
<td>73</td>
<td>0.60</td>
<td>0.14</td>
<td>4.286</td>
</tr>
<tr>
<td>CK 6</td>
<td>78</td>
<td>0.69</td>
<td>0.12</td>
<td>5.75</td>
</tr>
<tr>
<td>CK 7</td>
<td>83</td>
<td>0.44</td>
<td>0.08</td>
<td>5.5</td>
</tr>
<tr>
<td>CK 9</td>
<td>90</td>
<td>0.49</td>
<td>0.05</td>
<td>9.8</td>
</tr>
<tr>
<td>CK 11</td>
<td>100</td>
<td>0.65</td>
<td>0.10</td>
<td>6.5</td>
</tr>
<tr>
<td>CK 13</td>
<td>110</td>
<td>0.52</td>
<td>0.08</td>
<td>6.5</td>
</tr>
<tr>
<td>CK 15</td>
<td>120</td>
<td>0.64</td>
<td>0.05</td>
<td>12.8</td>
</tr>
<tr>
<td>CK 17</td>
<td>130</td>
<td>2.37</td>
<td>0.16</td>
<td>14.812</td>
</tr>
<tr>
<td>CK 18</td>
<td>135</td>
<td>4.29</td>
<td>0.20</td>
<td>21.45</td>
</tr>
<tr>
<td>CK 19</td>
<td>140</td>
<td>1.98</td>
<td>0.16</td>
<td>12.375</td>
</tr>
<tr>
<td>CK 20</td>
<td>145</td>
<td>0.91</td>
<td>0.14</td>
<td>6.5</td>
</tr>
<tr>
<td>CK 23</td>
<td>160</td>
<td>2.78</td>
<td>0.24</td>
<td>11.583</td>
</tr>
<tr>
<td>CK 25</td>
<td>170</td>
<td>9.14</td>
<td>0.30</td>
<td>30.466</td>
</tr>
<tr>
<td>CK 31</td>
<td>200</td>
<td>6.61</td>
<td>0.26</td>
<td>25.423</td>
</tr>
<tr>
<td>CK 33</td>
<td>210</td>
<td>2.48</td>
<td>0.17</td>
<td>14.588</td>
</tr>
<tr>
<td>CK 35</td>
<td>220</td>
<td>0.80</td>
<td>0.13</td>
<td>6.154</td>
</tr>
<tr>
<td>CK 36</td>
<td>230</td>
<td>0.71</td>
<td>0.13</td>
<td>5.461</td>
</tr>
<tr>
<td>CK 39</td>
<td>240</td>
<td>1.0</td>
<td>0.13</td>
<td>7.692</td>
</tr>
<tr>
<td>CK 41</td>
<td>250</td>
<td>1.09</td>
<td>0.13</td>
<td>8.385</td>
</tr>
</tbody>
</table>
warm and humid around 10 kyrs BP. Thereafter, the monsoon showers got intensified and remained so up to 7 kyrs BP (Nair & Hashimi 1980).

CONCLUSION

The sediment analysis of the core sample recovered from the Polachira wetland at Kollam district, Kerala State, India, reveals that the study area had witnessed high precipitation conditions with occasional dry or hot and sunny climatic conditions in the recent past. The highly fluctuating as well as the higher content of sand-size particles indicates intermittent high energy conditions and high precipitation events. The ternary plot (Pejrup 1988) indicates violent environmental conditions during the deposition of these sediments. The upper and lower portions of the core are characterized by extremely low values of TOC/TN ratio, indicating an autochthonous source for organic carbon, possibly due to aquatic phytoplankton activity (Meyers 1990). It further indicates a state of limited delivery of organic matter from the terrestrial environment and increased lake bioproduction. High values of the TOC/TN ratio present at the middle portion of the core depths from 120 cm to 210 cm indicate the allochthonous source for the organic carbon. Among the allochthonous sources, the C3 type plant dominates indicating a cool and wet climate (Tyson 1995). The extremely high TOC/TN values noted at 170 cm core depth indicate hot and sunny climatic conditions. The granulometric analysis and the TOC/TN ratio values of the sediments suggest a state of overall cool and wet climatic conditions with occasional dry or hot and sunny environmental conditions during the later Quaternary period.
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ABSTRACT

Sewage sludge (wastewater treatment solids) is an organic and nutrient resource that is generated during wastewater treatment and is utilized as biosolids in landfills, fertilizer, or compost it requires treatment to reduce the microbial load and the concentration of organic matter and pollutants such as metals. Aerobic digestion has been used for the stabilization of sewage sludge, and the use of biodiscs has been limited to primary sewage rather than sewage sludge. Therefore, this paper shows that the primary sewage sludge from a previously sonicated municipal sewage treatment plant can be stabilized using a spiral support biodisc, which is shown to be an effective mechanism with which to reduce the concentration of pathogenic microorganisms in residual sludge and also reduce the concentration of organic carbon, ammonia-nitrogen (NH$_3$-N), and soluble phosphorus. The experimental results using the spiral support biodisc are better compared to those using the conventional biodisc.

INTRODUCTION

Two of the main sources of municipal solid waste are organic waste that is produced in homes and the sludge from wastewater treatment (WWT) (Ahmadi-Pirlou et al. 2017). Sewage sludge is considered a by-product that is rich in nutrients like organic matter, phosphorus, and nitrogen (Chuang et al. 2020). Whenever possible the sludge should be returned to nature for environmental and economic reasons (Bartkowska 2014), for which the application of a previous stabilization treatment is generally required to make the sludge suitable for the required purpose. Such treatments yield a product with a lower microbial load which is more suitable for contact with and handling by humans. To determine the degree of stabilization that is achieved when using a given procedure, two stabilization criteria are preferably used: volatile solids content (VSC), reduction of indicator microorganisms, and reduction of pathogenic microorganisms (Mahamud et al. 1996).

The most common sludge stabilization methods are the biological processes of anaerobic digestion and aerobic digestion, but the latter is simpler and requires less capital, hence it has been commonly used in small- and medium-sized wastewater treatment plants (WTPs). Notwithstanding, aerobic digestion requires large digestion tanks, due to the relatively long retention times that are in the range of 15 to 30 days (Song et al. 2010). One method of aerobic digestion that could be effective is the use of the rotating spiral support biodiscs (SSBs).

SSBs or rotating biological contactors (RBCs) consist of a tank that is open to the atmosphere and discs that are coupled by an equidistant axis, and the shafts are constantly rotated, alternately exposing the discs to atmospheric air and the organic matter in the liquid medium. This process facilitates the attachment and growth of microorganisms on the disc surface, thus forming a film of a few millimeters in thickness that covers the entire disc (Von Sperling, 2007). The microorganisms that form the biofilm are responsible for affecting the degradation of the pollutants that are contained in the liquid medium (QiQi et al. 2012).

The biofilm that forms on the biodiscs carries out biochemical oxygen demand (BOD) removal, and the combined carbon oxidation, nitrification, and denitrification of effluents. As the discs rotate, the bacteria and fungi that constitute the biofilm are alternately exposed to ammoni-
Primary sewage sludge (which is mechanically treated and unstabilized), is not discarded at the original site from which the primary sewage was taken before treatment. This research aimed to stabilize primary sewage sludge using a system of rotating spiral support biodiscs (SSBs) at the laboratory scale.

**MATERIALS AND METHODS**

**Sample Used**

Residual sludge from the primary settler of a municipal wastewater treatment plant (WTP) that is located in Ecatepec, State of Mexico, Mexico was used.

Sludge with pH 6.7 that had previously been sonicated and adjusted to pH 5 with four different conditions of frequency and power was studied: 1) 80 kHz with 72 W of power; 2) 80 kHz with 48 W of power; 3) 45 kHz with 80 W of power; 4) 45 kHz and 56 W of power. The following were used as controls: a) non-sonicated mud without pH adjustment; b) non-sonicated mud with adjustment to pH 5 and c) sonicated mud at 45 kHz and 80 W of power without pH adjustment.

**Biodisc System**

The system that was used in this study consists of a conventional biodisc (CB) and a spiral support biodisc (SSB), and both were located in parallel and operating simultaneously (Fig. 1). The CB and the SSB are made of polyesteramide (PEA) and they are joined longitudinally by a galvanized steel shaft with a length of 45 cm with two bearings and a maintained distance of 8 cm from the base with a capacity of 6.6 L (Fig. 2). The system is housed within a 33 cm long casing that holds the biodisc system at both ends.

For their operation, the CB and the SSB were operated in batch at the laboratory level with a 1 L volume of mud in each of the two systems and the rotation speed was adjusted to 1 rpm. After 15 days of biofilm formation using residual primary sludge, the treatment of this research lasted a total of 7 days.

As response variables to the primary sludge treatment by the CB and the SSB, the following were evaluated: total chemical oxygen demand (COD), total coliforms, fecal coliforms, and total organic carbon (TOC), ammonia-nitrogen (NH$_3$-N), and soluble phosphorus.

**Physicochemical Analysis**

Total COD was determined by using the closed reflux method (5220 C), total organic carbon (TOC), ammonia-nitrogen (NH$_3$-N), soluble phosphorus, and total suspended solids (TSS) according to standardized methods (1995).

**Microbiological Analysis**

Fecal coliforms and total coliforms were determined by using the most probable number (MPN/ml) technique that was modified from the Official Mexican Norm (NOM-004-SEMARNAT-2002) using sodium lauryl sulfate broth (LSB) for
total coliforms and bright green bile broth (BGBB) for fecal coliforms, incubating during 48 h for each test.

**Statistical Analysis**

As a post hoc test to evaluate the difference between the means of the treatments with a significance level of 0.05, a one-way analysis of variance (ANOVA) and the Tukey test were performed on the obtained results.

**RESULTS AND DISCUSSION**

**Total Coliforms**

Both the sonication condition, the type of reactor used, and the interaction of these factors were statistically significant (P <0.0001) regarding the reduction of total coliforms. The treatments applied in the CB concerning the SSB that were statistically different were the control: 45 kHz with 80 W of power without pH adjustment, as well as the treatments with 80 kHz with 48 W of power and 45 kHz with 56 W of power. Greater removals of fecal coliforms were achieved in the sludge that was treated with the SSB, and the control without pH adjustment being sonicated at 45 kHz with 80 W of power was outstanding (Fig. 3), since with this condition 99-100% of total coliforms were removed.

**Fecal Coliforms**

Of the total fecal coliforms, 99-100% were eliminated in the SSB in 5 of the 7 conditions that were tested (Fig. 4): sonication condition, type of reactor, and interaction between these factors were statistically significant (P <0.0001).

pH 5 treatments without sonicating; 80 kHz with 72 W of power and 45 kHz with 56 W of power had statistically significant differences between them when applied in the CB concerning the SSB. Sonicated sludge treated in the SB removed approximately 60% more fecal coliforms. Tawfik et al. (2004) suggest that the adsorption of the biofilm to the rotating discs could be the mechanism by which the removal of *E. coli* occurs, although the participation of higher organisms or even sedimentation could contribute to the removal of pathogens in the rotary biodiscs.

In this research, higher levels of removal of fecal coliforms were expected in the sludge that was treated on the rotating discs. In previous research in the body of literature, Kulikowska et al. (2010) demonstrated that wastewater treat-
ment using rotating discs can remove more than 99% of the fecal coliforms in the influent, while Hassard et al. (2014) affirm that rotating disc systems have a fecal coliform removal capacity greater than 90%. These previous results coincide with those obtained in this research with the treatments in the SSB, but not with those of the treatments in the CB, which could be explained by the greater surface area and therefore greater biofilm area of the SSB (Reyes-Yañez 2017).

Carbon and phosphorus were fully consumed in both the CB and the SSB after the 7 days of this experiment, regardless of the sonication conditions that were tested (Table 1). For the control (mud with no sonication and no pH adjustment), both carbon and phosphorus increased in concentration in both reactors. However, ammonia-nitrogen (NH$_3$-N) had concentration decreases that were greater than 50% with all sonication conditions in the CB.

![Removal of faecal coliforms in CB and SSB in sludge pretreated under different sonication conditions.](image)

**Fig. 4:** Removal of fecal coliforms in CB and SSB in sludge pretreated under different sonication conditions.

### Table 1: Reduction of carbon, ammonia-nitrogen, and soluble phosphorus in the primary residual sludge after the sonication-aerobic reactor treatment.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>CB Reactor</th>
<th>SSB Reactor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq. (kHz)</td>
<td>Power (W)</td>
<td>pH</td>
</tr>
<tr>
<td>1</td>
<td>80</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>48</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>56</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>Control (Mud in its original condition)</td>
<td>6.7</td>
</tr>
<tr>
<td>7</td>
<td>Sludge not sonicated</td>
<td>5</td>
</tr>
</tbody>
</table>
while in the SSB, NH$_3$-N had low levels of removal for the sonicated mud at 45 kHz and 80 W of power, as well as for the non-sonicated mud (Table 1). These results coincide with those of the research by Pynaert et al. (2003), who note that biodisc treatment systems tend to produce effluents that are rich in NH$_3$-N and poor in biodegradable organic carbon (BOC), finding the removal of 89 ± 5% of the influent nitrogen, with N$_2$ as the main final product in synthetic wastewater (SWW), when using a laboratory-scale rotating biological contactor (RBC; biological fixed-film treatment process).

Taking into account the final amount of fecal coliforms that were present in the sludge after applying the different sonication conditions and the subsequent treatment in the aerobic reactor, both in the CB and the SSB, the sludge was considered to be stabilized (Table 2), since it complied with the maximum permissible limits that have been established in the Official Mexican Norm (NOM-004-SEMARNAT-2002) and, therefore, can be used as biosolids in categories of Class A, Class B, or Class C (Table 3), hence it can be asserted that the treatments in both reactors are effective in reducing the number of fecal coliforms. It is noteworthy that from the beginning of this experiment, there was no presence of Salmonella spp. or helminth eggs (ova) in the primary sludge, hence the treatment was evaluated by only considering the fecal coliforms.

When considering the results that were obtained from the treatment in the reactors (Table 2), all of the sludge that was treated in the CB and the SSB was considered to be Excellent biosolids or Good biosolids, in accordance with the provisions of NOM-004-SEMARNAT-2002 and they are applicable for forestry, agricultural, and soil improvement uses (Table 4). Additionally, Class A sludge can also be used in an urban setting with direct public contact. Therefore, adding biosolids to soil could contribute to increasing the quality of crops because of nitrogen and phosphorous concentration (Balaganesh et al. 2020).

Table 2: Fecal coliforms present in post-treatment treatments in CB and SSB.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Fecal coliforms (MPN.g$^{-1}$)</th>
<th>Stabilized?</th>
<th>Class</th>
<th>Fecal coliforms (MPN.g$^{-1}$)</th>
<th>Stabilized?</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control (Mud with no sonication, in its original condition)</td>
<td>188 000</td>
<td>Yes</td>
<td>C</td>
<td>184 000</td>
<td>Yes</td>
<td>C</td>
</tr>
<tr>
<td>45 kHz, 80 W, no pH adjustment</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
</tr>
<tr>
<td>pH 5, no sonication</td>
<td>30 000</td>
<td>Yes</td>
<td>C</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
</tr>
<tr>
<td>80 kHz, 72 W, pH 5</td>
<td>36 000</td>
<td>Yes</td>
<td>C</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
</tr>
<tr>
<td>80 kHz, 48 W, pH 5</td>
<td>72 700</td>
<td>Yes</td>
<td>C</td>
<td>46 300</td>
<td>Yes</td>
<td>C</td>
</tr>
<tr>
<td>45 kHz, 80 W, pH 5</td>
<td>10 000</td>
<td>Yes</td>
<td>C</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
</tr>
<tr>
<td>45 kHz, 56 W, pH 5</td>
<td>60 700</td>
<td>Yes</td>
<td>C</td>
<td>0</td>
<td>Yes</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 3: Maximum permissible limits for pathogens and parasites in sludge and biosolids established in the Mexican Norm NOM-004-SEMARNAT-2002.

<table>
<thead>
<tr>
<th>Class</th>
<th>Fecal coliforms MPN.g$^{-1}$ on a dry basis</th>
<th>Salmonella spp. MPN.g$^{-1}$ on a dry basis</th>
<th>Helminth eggs /g on a dry basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>&lt; 1 000</td>
<td>&lt; 3</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>B</td>
<td>&lt; 1 000</td>
<td>&lt; 3</td>
<td>&lt; 10</td>
</tr>
<tr>
<td>C</td>
<td>&lt; 2 000 000</td>
<td>&lt; 300</td>
<td>&lt; 35</td>
</tr>
</tbody>
</table>

Table 4: Use of solids according to the type and class established in the Mexican Norm NOM-004-SEMARNAT-2002.

<table>
<thead>
<tr>
<th>Type</th>
<th>Class</th>
<th>Exploitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>A</td>
<td>Urban use WITH direct public contact during its application</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Those established for Class B and Class C</td>
</tr>
<tr>
<td>Excellent or Good</td>
<td>B</td>
<td>Urban use with NO direct public contact during its application</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Those established for Class C</td>
</tr>
<tr>
<td>Excellent or Good</td>
<td>C</td>
<td>Forestal use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Soil improvement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Agricultural use</td>
</tr>
</tbody>
</table>
After sonicating the residual sludge under different conditions, and its subsequent treatment in the CB and the SSB, an increase in total chemical oxygen demand (COD) was observed in some cases, mainly in the SSB, while in the treatments in the CB a decrease in COD was observed (Fig. 5). The COD is an indirect parameter for measuring organic matter, hence the increase in this could represent the dispersion of aggregates that are present in the residual sludge or it could even be explained by the detachment of the biofilm from the discs or the spiral, with the biofilm remaining in the liquid phase and adding to the treatment process (Husham et al. 2012).

However, the decrease in COD could be due to the aerobic oxidation of organic matter at was carried out in the biodisc system, where many events occur simultaneously, including the transport of substrate and oxygen from the sludge to the biofilm microorganisms (Andreadakis et al. 1993).

Although the SSB treatments had greater levels of removal of fecal coliforms (Fig. 4), the opposite behavior was observed in the COD determinations (Fig. 5). These treatments are in contrast with what was reported by Reyes-Yañez et al. (2017), who noted 82% removal of COD from wastewater treated for 180 h in their spiral reactor, against 74% removal of COD that was achieved by treatment in their disc reactor. In the present study, the differences that were found between the CB and the SSB could be due to the concentration of microorganisms, since the CB has a greater specific area and, therefore, a greater number of microorganisms. Another aspect could be the difference in the distribution of organic matter, nutrients, and aeration, which are facilitated by the movement which is generated by the spiral biodisc compared to the conventional biodisc (Reyes-Yañez et al. 2017).

It is noteworthy that after the treatment of the sludge in the CB and the SSB, the elimination of the characteristic bad odor (i.e., Hydrogen sulfide, H₂S) of the mud was perceived, in addition to changes in the color of the mud, starting with dark brown and ending with light brown. This fact is explained by the concentration of organic matter that is present, with a darker color concerning the higher concentration of organic matter, as confirmed by Andreadakis et al. (1993) in their research when testing a biodisc at the laboratory level. Furthermore, the suspended solids (sediments) concentration (SSC) decreased by more than 95% in all of the conditions that were tested (Fig. 6). This result agrees with the result in
the research of Tawfik et al. (2004), where those authors note that most of the *E. coli* population was found in suspended solids, which would explain the decrease in fecal coliforms in the systems treated in both the CB and the SSB in the present study.

**CONCLUSION**

After treating the primary sewage with the sequence of sonication-CB and sonication-SSB, in some cases, there was an increase in the concentration of organic matter that was measured as COD observed, while in some other cases, the concentration of organic matter decreased. In the primary sludge that was treated with the CB, the concentrations of total coliforms and fecal coliforms decreased, although the SSB eliminated fecal coliforms in most of the conditions that were tested. Notwithstanding, the sludge resulting from the treatment of both systems is considered to be made up of biosolids because they constitute a stabilized sludge following treatment, hence according to the Official Mexican Norm (NOM-004-SEMARNAT-2002) this can be used for urban, agricultural, soil improvement, and forestry uses.

It is necessary to evaluate the treatment time of the sludge using the biodisc systems to determine the minimum time reached, in accordance with the parameters established in NOM-004-SEMARNAT-2002 regarding its proper use.
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ABSTRACT

Various chromophores are used to make our day-to-day life colorful. Dyes that are used at a large scale are made using these chromophores. The dyes, especially azo dyes are recalcitrant to the degradation due to the presence of aromatic rings in their structure. Several methods have been developed to reduce the harmful impacts of these dyes on the environment. However, none of the processes is safe and fully effective. In this study, we used bacteria as a bioremediation agent and optimized the various parameters for the bacteria to degrade the dye at its maximum ability. It was found that the isolated bacteria were Aneurinibacillus sp. and it completely decolorized methyl orange at a concentration of 20 mg.L\(^{-1}\) after 4 days of incubation. The optimum pH for the functioning of bacteria was 5 and the activity decreased as the pH increased. It was also observed that the addition of glucose and yeast extract increased the dye degradation significantly.

INTRODUCTION

Colors play an important role in our daily life. Dyes and dyestuffs are used to impart colors in the pharmaceutical, textile, printing, and food industries. Due to the presence of aromatic rings in their chemical structure, they are very stable and able to resist most degrading factors such as high temperatures, surfactants, and sunlight (Banat et al. 1996). Due to such high stability, they are tenacious. The most used dyes among all the dyes are azo dyes, which are characterized by nitrogen to nitrogen double bonds. Since the synthesis of azo dyes is cheaper and easy, they have a large spectrum of colors and have higher stability as compared to their natural counterparts they account for a large proportion of dyestuffs used in various industries (Chang & Kuo 2000). During and after the coloring process huge amounts of these dye effluents are discharged, which pollute local terrestrial habitats, rivers, and other aquatic bodies. These dyes released in the environment break down into their constituting chemicals such as amines, which have various harmful impacts such as mutagenic effects and chemical toxicity (Weisburger 2002, Xu et al. 2007). These dyes discharged in the water bodies get accumulated in them and hinder the sunlight penetration which in turn will affect various aquatic fauna and flora. A critical decrease in the photosynthetic ability of the aquatic plants and dissolved oxygen level has been observed (Vandevivere et al. 1998). In addition to these, changes in the levels of various water quality parameters such as chemical oxygen demand, total organic carbon, and biochemical oxygen demands were also observed (Saratale et al. 2009).

Several physicochemical techniques such as membrane filtration, electrochemical techniques, ozonization, coagulation, and ion pair extractions have been used to treat these dye-containing effluents. However, there are various major roadblocks to these proposed methods such as they are expensive, complicated, time-consuming, not fully effective and when used produce a large amount of secondary pollution (Churchley 1994, Daneshvar et al. 2004, Forgacs et al. 2004, López-Grimau & Gutierrez 2006). Thus, the need for economical and safe elimination of these recalcitrant dyes was felt. The process of bioremediation using various bacterial isolates was then focused upon for better results and as hoped they yielded results that were cost-efficient and environment friendly at the same time (Ali et al. 2009, Senan & Abraham 2004). There have been many recent studies on the different bacterial isolates having the potential for dye degradation and have reported a large number of microorganisms having the potential for dye decolorization.
However, several attempts made by the researchers for the degradation of dyes have not yielded complete degradation or decolorization. In this context, the present study emphasizes the potential of a bacterial strain isolated from local industrial waste effluent of the dyeing industry for the degradation efficiency of \( \text{C}_4\text{H}_4\text{N}_3\text{Na}_2\text{S} \) (methyl orange). It aims to optimize various cultural conditions (pH, dye concentration) and nutritional (carbon source) parameters for maximization of Methyl Orange dye decolorization which can be useful in providing an alternate method to accomplish dye degradation.

**MATERIALS AND METHODS**

**Study Site**

Three sites of the Raipur city in Chhattishgarh state of India i.e. Khans dry cleaner in Banzari road, Anshali cards printing in Phool chowk Lorapara, and M.I. industry polymers in Urla were chosen as the site for sample collection as they extensively use the dyes.

**Collection of Sample and Physicochemical Characterization**

Samples in the form of liquid untreated effluent were collected in sterilized sealed plastic bottles from different sites and stored at 4°C in the refrigerator. The tests for the characterization of the sample were performed on the same day of collection. The samples were analyzed and characterized for various parameters such as pH, color, temperature, odor, chemical oxygen demand (COD), biochemical oxygen demand (BOD), dissolved oxygen (DO), total dissolved solids (TDS) and total suspended solids (TSS) using standard methods.

**Isolation and Screening of Dye Degrading Microorganisms from Dye Effluents**

The bacterial isolates present in the dye effluents were isolated by serial dilution pour plate technique on nutrient agar containing different dye concentrations of 30 mg.100mL\(^{-1}\), 40 mg.100mL\(^{-1}\) and 50 mg.100mL\(^{-1}\). 0.1mL of serially diluted sample from three different concentrations (10\(^{-5}\), 10\(^{-6}\), and 10\(^{-7}\)) were spread over the solid medium. The plates were then put in an incubator for twenty-four hours and the temperature was maintained at 37 degrees Celsius. After the incubation period, the colonies showing a clear zone on agar plates were selected for further studies.

**Dye Degradation Study**

Mineral salt media (MSM) consisting of 2.35 g sodium dihydrogen orthophosphate dehydrate, 0.07 g magnesium sulfate heptahydrate, 0.14 g of calcium chloride, 1 mg ferric chloride and 1000 mL distilled water was used for the degradation test. Based on the screening process four isolates were selected for the methyl orange decolorization study. The dye decolorization experiment was carried out in 100 mL MSM with different concentrations of each dye, i.e. 10, 20, 30, 40 and 50 mg.L\(^{-1}\). Inoculum of the isolates, pre-incubated at 37°C for a day were taken out in the volume of 2mL and were inoculated in flasks containing MSM along with different dye concentrations. The flasks were then kept in the mechanical shaker and incubated at 37°C for 3 days. During the incubation period, the samples were withdrawn periodically and the absorbance was measured at the lambda max of methyl orange, i.e. 465 nm, before taking the absorbance the sample was centrifuged at ten thousand rpm for fifteen minutes. The MSM medium which was uninoculated and dye-free was used as blank. The tests were performed in a set of three and the results were compared with the blank.

\[
\%\text{Decolourization} = \frac{\text{Initial OD} - \text{Final OD}}{\text{Initial OD}} \times 100
\]

The dye degradation activity of the isolates was calculated and expressed in the terms of decolorization percentage. At lambda max, a decrease in the absorbance of the sample over time was monitored and the degradation efficiency was calculated from the following equation. The graph of time v/s OD was also plotted.

**Optimization of Factors**

The micro-organism showing the highest decolorization efficiency was then taken and different parameters such as pH, presence, and absence of carbon source, and yeast extract were optimized. Since the previous study the maximum dye decolorization was observed in the sample containing dye at the concentration of 30 mg.mL\(^{-1}\) so, this sample was then subjected to the different optimization experiments. pH values were optimized at 4, 7 and 9. To test the effect of the presence of glucose, 1% glucose was added to the media. Two flasks containing 50 mL of each sample without glucose were also prepared as blank. To test the effect of yeast extract on the decolorization activity, 0.05 g of yeast extract was added to 50 mL of MSM, and an uninoculated flask was used as a blank. And after the incubation period (24 h at 37°C) absorbance was taken at 530 nm.

**Bacterial Growth Curve and Generation Time**

20 μL of isolate 1 showing the highest dye degradation potential was then inoculated in 200 mL autoclaved optimized media and then incubated in a shaking incubator at 37°C for one week. The medium was then taken out and optical density (OD) was measured at 620 nm every 30 minutes. Bacterial
Physiochemical Characterization of Samples

Various physicochemical investigations done on the sample collected from above mentioned three locations are shown in Table 1. The samples were subjected to the pH estimation, and their temperature was checked. In addition to these to check the level of contamination of water chemical oxygen demand (COD), total suspended solids (TSS), and total dissolved solids (TDS) were analyzed. All the three samples gave high values for COD, TSS and TDS suggesting that the sources are highly polluted. Also, all the samples were alkaline, and the temperature varied between 22°C and 28°C.

Isolation and Screening of Dye Degrading Microorganisms

Fig. 2 shows the isolation of the bacteria based on clear zone formation in the dye-loaded media. The bacteria were plated on the agar with dye in it. The colonies that were able to grow and degrade the dye by the production of extracellular enzymes, as seen in the third image from the top, were selected for further dye degradation experiment.

Dye Decolorization Study

Decolorization percentage of methyl orange by Isolate 1 for different days is presented in Table 2. The isolate 1, showing the highest growth in the dye supplemented medium was further checked for its ability to degrade the higher concentrations of dye in its environment. The different aliquots of media were made and supplemented with different dye concentrations. The samples were taken out every 24 hours and checked for the degradation of dye by the bacterial inoculum. The isolates showed high degradation on the third day of inoculation in all the four concentrations.

Fig. 3 shows the degradation of methyl orange by the bacteria. The methyl orange gives a peak absorbance at 465 nm. The gradual decrease in the values of optical density at 465 nm indicates the degradation of methyl orange due to the action of the bacterial enzyme system and metabolic activities.

Table 1: Physicochemical investigations done on the samples collected from different locations.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Site of sample collection</th>
<th>Nature of sample</th>
<th>Color</th>
<th>pH</th>
<th>Temperature</th>
<th>COD [mg.L⁻¹]</th>
<th>TSS [mg.L⁻¹]</th>
<th>TDS [mg.L⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MI polymers, Urla, Raipur C.G.</td>
<td>Liquid</td>
<td>Light pink</td>
<td>8.2</td>
<td>28°C</td>
<td>1120</td>
<td>14200</td>
<td>28000</td>
</tr>
<tr>
<td>2</td>
<td>Khans dry cleaner Banzari road Raipur, C.G.</td>
<td>Liquid</td>
<td>Dark blue</td>
<td>10.7</td>
<td>26°C</td>
<td>2560</td>
<td>8000</td>
<td>19600</td>
</tr>
<tr>
<td>3</td>
<td>Anshali Shadi and cards Phool Chouk Raipur, C.G.</td>
<td>Liquid</td>
<td>Green</td>
<td>8.5</td>
<td>22°C</td>
<td>1040</td>
<td>11000</td>
<td>14000</td>
</tr>
</tbody>
</table>
Optimization of Different Factors

Effect of pH: The bacterial isolates on the first day of isolation were able to degrade only a small percent of the dye present in the sample this can be due to the sudden shock that they experienced when transferred from media to dye-containing media. However, after acclimatizing well in the media they showed good efficiency on the 2\textsuperscript{nd} day at pH 5 suggesting the bacteria to be acidophilic. The effect of pH on the percent decolorization of dye is shown in Table 3.

Effect of carbon source: Bacteria like any other living being needs a carbon source for their proper functioning and supplementing the media with carbon sources like simple sugars can help in high energy generation in a short time. This easy energy can be used by bacteria to more efficiently metabolizing the compounds and give higher degradation efficiency as seen in Table 4. The efficiency on 3\textsuperscript{rd} day increased to 94.17\% just due to the addition of glucose.

![Fig. 2: Isolation of the bacteria based on clear zone formation in the dye-loaded media.](image)

![Fig. 3: Degradation of methyl orange by the bacteria.](image)

![Table 3: Effect of pH on the percent decolorization of dye.](image)
Effect of yeast extract and glucose addition to MSM: The efficiency of the isolate was further checked by supplementing the media with yeast extract which functions as a nitrogen source. It was observed that the addition of yeast extract reduced the dye degradation time to nearly about 24 hours as compared to 3 days with only glucose and 5 days without yeast extract and glucose (Table 5).

Bacterial Growth Curve and Generation Time

The generation time of the bacteria was calculated using the formula LN(2)/B. The calculated generation time for the bacteria was found to be 32 minutes.

The initial 60 minutes show the bacteria in the lag phase and getting ready to divide. A slight increase in the population number can be observed from 90 minutes to 120 minutes. After 120 minutes the bacteria enters the log phase which lasts for about 240 minutes. After the log phase due to the depletion of the nutrients and accumulation of the secondary metabolites the growth comes to a standstill phase known as the stationary phase. In this phase, the number of cells produced equals the number of cells death. This phase lasts for about 420 minutes post which the death phase sets in and cells eventually begin to die at a much higher rate than they are being generated due to the extreme depletion of the nutrients (Fig. 4).

Identification of the Microorganisms

Biochemical tests for the identification of bacteria: The bacterial isolates were subjected to the biochemical tests and on their ability to produce some chemical or degrade the other, they were classified into groups using Bergey’s manual for systematic bacteriology. The isolate 1 that was selected for further studies showed positive gram staining, positive MR test and negative VP test, the bacterial strain produced catalase enzyme when H₂O₂ was added. The strain however was unable to utilize the citrate added in the sample also it showed zero starch hydrolysis suggesting no production of amylase. The strain was positive for indole production, gelatin liquefaction, TSI agar test, nitrate reductase test and oxidase test (Table 6).

Identification Through 16s rRNA Technique

Aligned sequence data of sample Shivani S1 (isolate 1) (A613mo)(1424bp)

Table 2: Decolorization percentage of methyl orange by Isolate 1.

<table>
<thead>
<tr>
<th>Days</th>
<th>Dye concentration (in mg.L⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
</tr>
<tr>
<td>1st day</td>
<td>18.12%</td>
</tr>
<tr>
<td>2nd day</td>
<td>63.75%</td>
</tr>
<tr>
<td>3rd day</td>
<td>96.87%</td>
</tr>
</tbody>
</table>

Table 3: Effect of pH on the percent decolorization of dye.

<table>
<thead>
<tr>
<th>Days</th>
<th>pH 5</th>
<th>pH 7</th>
<th>pH 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st day</td>
<td>4.23%</td>
<td>0.15%</td>
<td>4.14%</td>
</tr>
<tr>
<td>2nd day</td>
<td>80.15%</td>
<td>78.11%</td>
<td>60.38%</td>
</tr>
</tbody>
</table>

Table 4: Comparative Percent decolorization (degradation) of sample on the addition of a carbon source.

<table>
<thead>
<tr>
<th>Days</th>
<th>Without glucose</th>
<th>With glucose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st day</td>
<td>55.15%</td>
<td>89.32%</td>
</tr>
<tr>
<td>2nd day</td>
<td>68.55%</td>
<td>94.17%</td>
</tr>
</tbody>
</table>
The aligned sequence of the bacterial strains showed a close and high similarity (99%) with the isolates of *Aneurinibacillus* strains (Table 7).

The phylogenetic tree was constructed on the basis of the aligned sequences to check for the evolutionary history of the bacterial strain. The phylogenetic trees also tell the close relative of the species. Our strain was more closely related to *Aneurinibacillus migulanus* strain RD 16s ribosomal RNA. It was also genetically related to other *Aneurinibacillus* strains although through a distant relative. Based on this observation our isolate was identified as *Aneurinibacillus* strain (Fig. 5).

**OBSERVATIONS AND DISCUSSION**

Various physicochemical parameters shown in Table 1 were analyzed for proper management of effluent. The pH of effluents from all three sites fell under the alkaline category ranging from 8.2 to 10.7. PH is an important factor in the coming to a standstill phase known as the stationary phase. In this phase, the number of cells produced equals the number of cells death. This phase lasts for about 420 minutes post which the death phase sets in and cells eventually begin to die at a much higher rate than they are being generated due to the extreme depletion of the nutrients (Fig. 4).

**Table 6: Results of the different biochemical tests done for the identification of the isolates.**

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Name of test</th>
<th>Isolate No. 1 (A613mo)</th>
<th>Isolate No. 2 (K69mo)</th>
<th>Isolate No. 3 (K611tb)</th>
<th>Isolate No. 4 (K74tb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gram staining</td>
<td>+ ve</td>
<td>+ ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>3</td>
<td>Catalase test</td>
<td>+ve</td>
<td>-ve</td>
<td>-ve</td>
<td>+ve</td>
</tr>
<tr>
<td>4</td>
<td>Citrate utilization</td>
<td>-ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>5</td>
<td>Indole production</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>6</td>
<td>Amylase production</td>
<td>-ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>7</td>
<td>Gelatin liquefaction</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>8</td>
<td>TSI agar test</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>9</td>
<td>Nitrate reductase</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>10</td>
<td>Oxidase test</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
</tbody>
</table>
degradation of dye as it affects microbial growth & solubility of various chemicals and their reactions (Fernández-Calviño & Bååth 2010, Krishnan et al. 2017). The color of the effluent is the primary indicator of any water body being contaminated by the dye. The samples collected from the three study sites varied in the colors blue, pink, and Green (Fig. 1). The samples displayed high values of COD which indicates a huge amount of industrial pollutants in them (Lee & Nikraz 2015). This may be due to the various types of chemicals being used in different steps of the dyeing process. The highest TDS and TSS recorded were 28000 mg.L\(^{-1}\) and 14200 mg.L\(^{-1}\) respectively. High TDS and TSS values of the effluent affect the potability of the water body if untreated effluent is disposed of in it (Tariq et al. 2006).

Four different bacterial colonies were isolated from the effluents based on the production of clear zones observed (Fig. 2). Based on decolorization potential one isolate was chosen for further study. It was identified as Aneurinibacillus sp. through biochemical tests (Table 6) and 16s rRNA sequencing analysis (Table 7, Fig. 5). Its generation time was calculated was using the standard growth curve by taking absorbance at 620nm (Fig. 4).

The maximum decolorization percentage (96.87%) of methyl orange was observed in a concentration of 20 mg.L\(^{-1}\) after 3 days of incubation by Aneurinibacillus sp and almost complete decolorization was attained on the 4\(^{th}\) day (Fig. 3). Table 2 indicates that an increase in the concentration of methyl orange decreases the dye degrading capacity of the bacteria. Decolorization of methyl orange dye by Aneurinibacillus strain decreased from acidic (80.15%) to neutral (78.11%) pH range (Table 3). To enhance dye decolorization efficiency additional carbon source in the form of glucose was added to the sample. The addition of glucose to the sample led to 94.17% decolorization on the 3rd day (Table 4). It was observed that adding the yeast extract increased the decolorization potential, which is denoted by the complete decolorization of the sample after 24 hours while the addition of only glucose to the MSM required 3 days for complete decolorization. However, SM without any supplementation requires 5 days for complete decolorization (Table 5).

Previous studies done on various strains of Aneurinibacillus have explored its capacity in the biodegradation of various substances such as polylactic acid plastic, kraft

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Organism’s name</th>
<th>Accession No.</th>
<th>% match</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aneurinibacillus migulanus strain RD</td>
<td>KX083693.1</td>
<td>99%</td>
</tr>
<tr>
<td>2</td>
<td>Aneurinibacillus migulanus strain NBRC 15520</td>
<td>NR_113714.1</td>
<td>99%</td>
</tr>
<tr>
<td>3</td>
<td>Aneurinibacillus migulanus strain DSM 2895</td>
<td>NR_112214.1.1</td>
<td>99%</td>
</tr>
<tr>
<td>4</td>
<td>Aneurinibacillus sp. YR274</td>
<td>LC110197.1</td>
<td>99%</td>
</tr>
<tr>
<td>5</td>
<td>Aneurinibacillus migulanus strain B0270</td>
<td>NR_036799.2</td>
<td>99%</td>
</tr>
<tr>
<td>6</td>
<td>Aneurinibacillus migulanus strain G1</td>
<td>JQ337949.1</td>
<td>99%</td>
</tr>
<tr>
<td>7</td>
<td>Aneurinibacillus sp. AT8</td>
<td>FJ821593.1</td>
<td>99%</td>
</tr>
<tr>
<td>8</td>
<td>Aneurinibacillus migulanus strain A72</td>
<td>GU397386.1</td>
<td>99%</td>
</tr>
<tr>
<td>9</td>
<td>Aneurinibacillus sp. strain mandana.zarei</td>
<td>KY270877.1</td>
<td>99%</td>
</tr>
<tr>
<td>10</td>
<td>Aneurinibacillus sp. NCCP-1217</td>
<td>LC065244.1</td>
<td>99%</td>
</tr>
</tbody>
</table>
lignin, collagen, polyethylene, and polypropylene (Chaisu et al. 2012, Murai et al. 2004, Raj et al. 2007, Skariyachan et al. 2018). But it is the first of its kind study done on evaluating the potential of *Aneuranibacillus* sp. in the biodegradation of Azo dyes. The possible mechanism by which the *Aneuranibacillus* sp. degrades the azo dye is by cleavage of the azo bond (-N=N-) with the help of H$_2$O$_2$ produced during its metabolic activity. The azo dye degradation by the H$_2$O$_2$ has already been established (Jaafarzadeh et al. 2018). However, further studies need to be done to understand the full mechanism of dye degradation by *Aneuranibacillus* sp.

**CONCLUSION**

In this study bacterial strains having dye decolorizing capacity were isolated from colored effluents. The results indicate that this bacterium can be employed for the remediation of effluent from dye industries. Further studies are needed to elucidate the mechanism of dye degradation, the intermediates formed and the dye degradation potential of polluted waters in situ. Also, there is a possibility that the efficacy of reclamation of water bodies may enhance by the use of bacterial consortium.
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ABSTRACT

Parangtritis Beach, Yogyakarta, Indonesia, is one of the most visited tourist destinations for domestic and international tourists. These tourists are required to carry out health protocols by wearing masks during the COVID-19 pandemic. The high number of visits is linear with the generation of waste in tourist areas. Marine debris is defined as any solid material that settles, dumps, or is dumped, disposed of in the marine and coastal environment. Efficient management of marine debris is a coordinated strategic approach to dealing with problems and inefficient law enforcement to improve the preservation of the marine environment. This study aimed to analyze the composition, characteristics, and management of marine debris in the Parangtritis Beach area during the COVID-19 pandemic. The amount of waste generated during the pandemic was recorded at 0.9 kg/m².day. Sampling is carried out using the line transect method. The composition of waste consists of PET, PE, other plastics, biodegradable organics, and masks, each of which is 17.86%, 32.54%, 6.85%, 37.61% and 5.14%. Due to the COVID-19 pandemic, mask waste has become waste that has a new category, namely infectious. The characteristics of marine debris other than organic biodegradable tend to have a high calorific value so that it is possible to be processed by thermal processes. Thermal gravimetric analysis (TGA) shows that Polyethylene Terephthalate (PET), (Polyethylene) PE, and mask waste can be decomposed at a temperature of 260-550°C. Organic waste has been managed by processing Black Soldier Fly (BSF), while plastic waste can be processed into handicraft products. In contrast, the remaining plastic waste and masks are processed by a thermal process to allow waste to energy.

INTRODUCTION

The Province of the Special Region of Yogyakarta is a tourist destination that provides various tourist attractions ranging from nature, culture, architecture, and historical heritage, and even Yogyakarta has many coastal beaches, with beauty, and uniqueness on each beach (Hudayanti et al. 2020, Wijayanti & Damanik 2019). The strategy and integrated economic development of the coastal area of Yogyakarta is an alternative form of the economic development model in responding to the challenges of carrying out economic development and regional development in an integrated and comprehensive manner through an integrated approach to developing the potential of the southern coast of Yogyakarta. One of the beaches that have the highest visits in Yogyakarta is Parangtritis Beach (Shidiq Darajat & Susilowati 2018). This beach is legendary or is already very famous among tourists or visitors, and this beach is very crowded when the holidays arrive. To prepare for the arrival of hemp tourists, the manager provides several facilities for visitors to use when they come to Parangtritis Beach. Before the pandemic occurred, the volume of waste always increased along with the increasing number of tourism actors and tourists visiting the tourist area of Parangtritis Beach. The generation of waste that is increasing day by day and cannot be transported every day indicates that the less effective management system implemented by the management has resulted in the condition of the Parangtritis beach area becoming dirty and causing environmental disturbances. Garbage does not only come from tourists, but also from several small rivers that flow to Parangtritis Beach, and garbage is carried by the Opak River to the sea and swept away by waves towards the beach.
Some people in the Parangtritis Beach tourist area think that the facilities and infrastructure for waste management in the area are widely available. However, on the other hand, the community also believes that the available facilities and infrastructure do not yet have good quality. So that in fulfilling the function of the facilities or infrastructure is not optimal. One example that was observed was the Temporary Disposal Site (TPS) at the mouth of the Opak River. The existence of the TPS, in the absence of permanent buildings, causes garbage to overflow so that garbage can enter the river which will eventually pollute the river. Concern in the Parangtritis Beach tourist area may have been quite high, but public awareness has not been followed by a good perception of how to properly manage waste (Masjhoer 2017).

Environmental infrastructure facilities are closely related to environmental aesthetics in tourist attractions. Various environmental problems can occur due to the low availability of environmental instructors. One of the problems that are currently often encountered is marine debris management in the Parangtritis Beach area. Marine debris can cause several environmental impacts such as socio-economic issues for the community and the sustainability of marine organisms’ ecosystems. It was noted that more than 800 species of marine and coastal organisms were affected by waste pollution due to ingestion and entanglement of marine debris (Secretariat of the Convention on Biological Diversity (SCBD) 2016). Marine debris can be a severe problem in coastal areas and small islands of Indonesia, marine organisms’ habitats, and ecosystems (Purba et al. 2019). Based on the results of research from Jambeck et al. (2015), Indonesia is ranked 2nd as the largest producer of plastic waste in the world.

The movement of garbage in the sea knows no boundaries, so marine debris can also end up and accumulate in conservation areas. The marine conservation area is an area designated as a marine resource conservation area. Yogyakarta Coastal Area is an area that is rich in Conservation Areas. One of the closest to Parangtritis Beach is the Baros Mangrove Conservation Area, which has initially been clean and well-maintained, now it is dirty due to a lot of marine debris. This condition will be even more concerning with the COVID-19 pandemic. Conservationists have warned that the coronavirus pandemic could trigger a spike in marine debris. The large quantities of personal protective equipment such as masks and gloves were found to be new potential for environmental impacts in coastal areas in Indonesia. Recently, research in Indonesia has also found contamination of personal protective equipment in coastal areas such as Jakarta (Cordova et al. 2021) and Bali (Suryawan et al. 2021). This does not rule out the possibility of changes in pollution composition due to the COVID-19 pandemic at Parangtritis Beach, Yogyakarta. This study aims to analyze the composition, characteristics, and management of marine debris in the Parangtritis Beach area during the COVID-19 pandemic.

**MATERIALS AND METHODS**

**Marine Debris Generation and Composition**

The time of collection of waste generation and composition of waste is carried out on Friday, March 12, 2021. Sampling is carried out using the line transect method. The requirement for the location to be used as a research site is to have a beach length of 100 m. Subsequently, the transects were divided into five transect installation areas with a distance of 20 m between transects. A total of 10 transects measuring 5×5 m were made with the transects positioned at the highest tide and lowest low tide. The 5×5m transects are further divided into sub-transects measuring 1×1 m. It is further divided into 25 sub-transects within the transect area, and then five sub-transects are randomly selected on each transect to be used as sampling areas. The five locations of the station research sub transect can be seen in Fig. 1. Parangtritis beach location coordinates are 8°1’18.5″ S, 110°19′16.6″ E.

The calculation of waste generation and composition refers to SNI 19-3964-1994 waste for each sub-transect. The composition of waste in the sampling area is divided into five types of waste: PET, PE, other plastics, biodegradable organics, and masks (Table 1). Waste from each source, whose weight and volume have been measured, is sorted into five transect installation areas with a distance of 20 m between transects. The 5×5m transects are further divided into sub-transects measuring 1×1 m. It is further divided into 25 sub-transects within the transect area, and then five sub-transects are randomly selected on each transect to be used as sampling areas. The five locations of the station research sub transect can be seen in Fig. 1. Parangtritis beach location coordinates are 8°1’18.5″ S, 110°19‘16.6″ E.

![Fig. 1: Research location in Parangtritis beach, Yogyakarta (Google Map 2021).](image-url)
based on five types of waste. Then each type of waste is measured by weight. Each collected waste is measured in weight (kg) so that later each waste will have a weight/weight (w/w) composition.

**Marine Debris Characteristics**

Characteristic tests were carried out in the form of chemical tests consisting of proximate analysis, namely water content, volatile content, fixed carbon, and ash content, as well as analysis of the calorific value of each raw material. A test of the characteristics of raw materials is carried out to determine the potential of each raw material.

**Waste Management Analysis**

Marine debris management was analyzed based on a literature review, both from existing conditions and from the literature review. In addition, from the results of characteristic testing, the most suitable processing for each component of marine debris. The management of mask waste is also adjusted to the applicable regulations in Indonesia.

**RESULTS AND DISCUSSION**

**The Amount of Marine Debris Before the Covid-19 Pandemic**

The volume of waste generated per day by residents and tourists is 1,547 liters per day at Parangtritis Beach. The volume of waste on holidays or national holidays is 7,364 liters per day. The waste management system in the Parangtritis Beach tourist area that has The waste management system in the Parangtritis Beach tourist area that has been carried out so far is considered not effective and efficient enough, it can be seen from the total waste generation has not been transported in one day to the final disposal. been implemented so far are storage, collection, transportation of waste, and final disposal (Masjhoer 2017). At the beginning of 2021 during the New Year’s holiday, the amount of waste in the Parangtritis beach area reached 35 tons. This is because tourist objects that blend with nature or outdoors are in demand by tourists during the current Covid-19 pandemic. People who have been at home for a long time due to activity restrictions require refreshing. In addition, the difference in the categorization of waste after Covid is dominated by mask wastes from tourists.

**Marine Debris Generation and Composition**

Fig. 2 shows the generation for each transect location for sampling waste generation. The highest waste generation was found at location 5 with a value of 1.4 kg.m\(^{-2}\).day. L1 to L5 indicates the sampling location. Furthermore, the transect is divided into five transect installation areas with a distance between transects of 20 m. Then five sub-transects were randomly selected on each transect to be used as sampling areas. The average marine debris generation is 0.9 kg.m\(^{-2}\).day\(^{-1}\). The composition of the waste found along the coastline is primarily plastic, and only 32.54% (w/w) is included in biodegradable organic waste (Fig. 3).

<table>
<thead>
<tr>
<th>Component</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>PET</td>
<td>Bottle Plastic</td>
</tr>
<tr>
<td>PE</td>
<td>Plastic Bags, Plastic Wrap, Plastic Packaging Waste, PE Rope</td>
</tr>
<tr>
<td>Other Plastic</td>
<td>Pipes, Windowsills, Toys, Automotive Components.</td>
</tr>
<tr>
<td>Biodegradable Organic Waste</td>
<td>Food, Leaf</td>
</tr>
<tr>
<td>Mask</td>
<td>N95 and Medical Masks</td>
</tr>
</tbody>
</table>

Table 1: Examples of waste included in the composition of marine debris in Yogyakarta.

![Graph showing waste generation](https://example.com/graph.png)

Fig. 2: The generation of marine debris during the COVID-19 pandemic at Parangtritis Beach, Yogyakarta.
finding regarding waste composition by counting pieces of waste at Parangkritits Beach is dominated by degradable waste such as wood, coconut shells, leaves, flower flakes (Mardiatno & Wiratama 2021). A new type of waste that will be a challenge during a pandemic is personal protective equipment, especially masks. It can be seen that the average mask waste is 5.14% (w/w).

To reduce and prevent the spread of COVID-19, one of the health protocols that must be carried out while traveling is the use of masks. Disposable masks can be one of the media for the spread of COVID-19; they must be appropriately managed. The Ministry of Environment & Forestry, Indonesia, issued Circular Letter Number SE.2/MENLHK/PSLB3/PLB.3/3/2020 concerning Management of Infectious Waste and Household Waste from Handling Corona Virus Disease (COVID-19), including guidelines for managing single masks wear. In general, disposable face masks used during the pandemic are made of non-renewable petroleum-based polymers that are not biodegradable, are harmful to the environment, and cause health problems (Dharmaraj et al. 2021). Medical mask waste and N95 masks are usually made of polypropylene (Jain et al. 2020). Mask in COVID-19 pandemic is categorized as infectious waste. If the Government has provided a special dropbox for masks in public spaces, the public can dispose of the disposable masks in the particular mask bins that have been provided. The lack of storage facilities can also cause tourists to throw masks carelessly. Fig. 3 shows the condition of mask waste that is thrown carelessly at the Parangkritits Beach location. After determining sample points and transects for Marine Debris Monitoring, we then proceed with waste identification as shown in Fig. 3. The process of identification and categorization of waste types by looking at the categories of types of waste generated during the pandemic, namely the process of sorting waste by type.

Characteristics of Marine Debris

Proximate analysis is a test that includes testing water content, ash content, and volatile materials. Waste samples measured proximate and calorific values were free from water and sand contamination. The highest water content test results were found in biodegradable organic waste, namely 67.43%. Meanwhile, the lowest plastic waste is 0-2.34%. Plastic is a polymer that has unique and extraordinary properties. The nature of plastic tends not to absorb water. When plastic is degraded in a distilled water environment with seawater, sodium chloride (NaCl) in seawater will stick to the plastic surface (Safaat, 2020). PET, PE, masks, and other plastic wastes tend to have a higher calorific value than biodegradable organic waste. The calorific value for mask waste has a value of 21.14 MJ.kg⁻¹. Meanwhile, PET and PE plastic waste has a higher heating value - 34.6 MJ.kg⁻¹ and 35.06 MJ.kg⁻¹, respectively. Overall, plastic from marine debris has considerable potential if it is dry, where the calorific value can reach 44 MJ.kg⁻¹ (Pietrelli et al. 2017). During the COVID-19 pandemic, plastic waste (including surgical masks) produced during the pandemic had a high calorific value than other ordinary fuels (Dharmaraj et al. 2021). PE waste and masks are waste made of polypropylene material. So, the characteristics are the same where the water is absent. The absence of water tends to provide a high calorific value (Jain et al. 2020).

The density of waste data is needed to plan waste management systems, such as storage, transportation, and disposal. The density of waste from each type of waste shows varying results. According to Tchobanoglous & Vigil (1993), plastic waste usually has a density of 64 kg.m⁻³ (Tchobanoglous & Vigil, 1993). This is quite different from our findings in coastal areas where the density of plastic waste is more significant, namely between 119.68-288.1 kg.m⁻³; it is estimated that the plastic waste mixes with sand and seawater,
the density increases. Sticky sand in plastic waste tends to be challenging to clean.

**Marine Debris Management**

The urban waste management policy issued by the Ministry of Public Works and Public Housing in Indonesia is in accordance with SNI 3242:2008. Marine debris waste management operational engineering diagram can be seen in Fig. 5. Waste management is integral and integrated into a chain with a continuous sequence, namely: storage/container, collection, transfer, transportation, and disposal/processing.

Sorting and recycling activities are carried out as much as possible from the collection to the final disposal of the waste. As previously discussed, the waste management operational system includes a waste processing and processing subsystem, which needs to be developed in stages by considering processing that relies on reuse, either directly, as raw materials or as an energy source. Removal of waste into the ground accompanied by backfilling is known as landfill. A sanitary landfill is a landfilling method whose application pays attention to environmental sanitation aspects.

**Thermal Gravimetric Analysis (TGA)**

The decomposition temperature test was carried out by thermogravimetry (Fig. 6). The PET, PE, and mask waste undergo one-stage decomposition, namely in the temperature range of 260-550 °C. This temperature is quite good because it is not too high for the pyrolysis process. The ther-

Fig. 4: Existing condition of mask waste management at Prarantritis Beach, Yogyakarta during the COVID-19 pandemic.
mal process in PE waste starts at a temperature of 371.51°C. Considerable polymer intermolecular bonds are broken due to increased temperature and are also assisted by radicals resulting from breaking intermolecular bonds (Wati et al. 2018). Sorum et al. state that the thermal degradation of PE occurs at 350-500°C, which is related to the degradation of the released hydrocarbons and becomes volatile (Sørum et al. 2001). In contrast to PE waste, the amount of PET waste residue tends to be higher at 12.95%. The thermal degradation process of PET follows ester link random scission, which results in the formation of oligomers (Lecomte & Liggat 2006). The initial degradation of PET may be due to some volatile impurities such as diethylene glycol (Dimitrov et al. 2013). Overall, the degradation process can cause the thermal degradation properties of plastic waste in coastal areas by seawater and UV radiation (Iñiguez et al. 2018). The mask waste appears to have a different graphic than PET and PE. Garbage masks change at a temperature of 350-490°C. This value is similar to the study of Jung et al. (2021), which showed the primary degradation of the mask was at a temperature of around 330°C and ended up at 495 °C (Jung et al. 2021). Combustion of the mask with N_2 gas by pyrolysis allows the existence of inorganic compounds of Fe primarily and small amounts of Zn, Ti, Ca, and Mn (Jung et al. 2021).

**Marine Debris Management**

In the results of interviews with 50 Parangtritis Beach tourists who are aware of and dispose of in their place only 16 visitors (32%), 22% or 46% throw garbage in careless places and ditches (Sujatmiko 2009). For this reason, the effort to solve the waste management problem that the Bantul Regency Government has carried out is to encourage community participation in solving environmental problems is to apply a waste bank. The solution offered to solve environmental problems in Gumuk Pasir (Parangtritis Beach) is creating

<table>
<thead>
<tr>
<th>Component</th>
<th>Water Content</th>
<th>Volatile Matter</th>
<th>Fix Carbon</th>
<th>Ash Content</th>
<th>Caloric Value (MJ/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PET</td>
<td>2.34%</td>
<td>95.20%</td>
<td>1.35%</td>
<td>1.11%</td>
<td>34.60</td>
</tr>
<tr>
<td>PE</td>
<td>0.00%</td>
<td>99.30%</td>
<td>0.66%</td>
<td>0.04%</td>
<td>35.06</td>
</tr>
<tr>
<td>Other Plastic</td>
<td>1.19%</td>
<td>94.20%</td>
<td>2.67%</td>
<td>1.94%</td>
<td>30.34</td>
</tr>
<tr>
<td>Biodegradable Organic Waste</td>
<td>67.43%</td>
<td>29.20%</td>
<td>1.89%</td>
<td>1.48%</td>
<td>9.17</td>
</tr>
<tr>
<td>Mask</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>21.13</td>
</tr>
</tbody>
</table>

**Table 2: Characteristics of marine debris for each component.**

![Waste management operational engineering diagram](image_url)

Fig. 5: Waste management operational engineering diagram.
the G-Fly Garbage Bank, which has a solopreneur concept by utilizing Black Soldier Fly larvae (Lisnawati et al. 2019). The utilization of BSF larvae was fed to marine fish as a substitute for traditional feed. The fish growth response was maximal when 25% or fewer BSF larvae were replaced with traditional feed (Cummins et al. 2017). Processing with futuristic BSF can support the basis of waste into biodiesel (Raksasat et al. 2021).

Plastic waste can be processed by recycling, and some types of inorganic waste that are not recycled are sent to waste collectors. Plastic waste can be focused on minimizing efforts. Continue and strengthen plastic restriction policies. According to Kuo & Huang marine debris, management can be done by strengthening plastic restriction policies, promoting marine environmental education, recycling fishing gear, and converting waste into energy (Kuo & Huang 2014). Currently, in Yogyakarta, there is still no policy on the use of single-use plastic. In Indonesia, several local governments have issued policies on using single-use plastic in Indonesia, such as Bali and Jakarta (Suryawan et al. 2021). Plastic waste recycling can be done through crafts such as flowerpots from used PET bottles, key chains, plastic bags, wallets, room decorations, and tablecloths. Waste that is not recycled will be sent to the garbage collector. Plastic waste with quality that cannot be recycled as handicraft products can be processed into refuse-derived fuel (RDF) fuel sources because it has a high calorific value than other waste materials. The mask waste is disposed of in the domestic trash after being crushed and wrapped in a tight plastic bag. In addition, if the Government has provided a dropbox for masks in public spaces, the public can dispose of the disposable masks in the mask bins that have been provided. The result of mask waste is recommended to be treated by thermal means to eliminate infectious properties. The processing that can be applied is also the pyrolysis process, allowing the mask waste to energy.

CONCLUSIONS

The average generation of marine debris based on the transect method is 0.9 kg/m².day. Meanwhile, the amount of waste is dominated by plastic types (PE, PET, and others), including masks. The amount of mask waste is 5.14%, which was not found before the pandemic condition. The characteristics of marine debris for PET, PE, other plastics, and masks have a high calorific value, making it possible to use a thermal process. The TGA thermal analysis process shows that PET, PE, and mask waste decomposes at a temperature of 550°C. Meanwhile, the existing biodegradable organic waste management is carried out using BSF, and plastic waste can be recycled into handicap products. Meanwhile, plastic waste that cannot be recycled and mask waste must be treated with a thermal process.
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Table 3: The density of marine debris for each component.

<table>
<thead>
<tr>
<th>Component</th>
<th>Density [kg.m⁻³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PET</td>
<td>288.1</td>
</tr>
<tr>
<td>PE</td>
<td>267.84</td>
</tr>
<tr>
<td>Other Plastic</td>
<td>119.68</td>
</tr>
<tr>
<td>Biodegradable Organic Waste</td>
<td>317.6</td>
</tr>
<tr>
<td>Medical Mask</td>
<td>222.4</td>
</tr>
</tbody>
</table>

Fig. 6: Thermogravimetric analysis of marine debris for PET, PE, and mask.
Education (JSPS/DG-RSTHE), through a Bilateral Joint Research Projects 2019-2022 between Universitas Pertamina, Indonesia and Toyohashi University of Technology, Japan.
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ABSTRACT

Renewable energy technologies are developing day by day. One of the novel renewable energy technologies is microbial fuel cells (MFC). MFCs are eco-friendly as it uses electroactive bacteria (exoelectrogens) to generate electricity by using organic and inorganic waste from the wastewater. Electricity generation and wastewater treatment are its primary applications. The construction of MFC consists of the electrodes which may be modified by using nanoparticles (gold and iron oxide) or pre-treatment methods (sonication and autoclave sterilization). This technology is further studied for the detection and reduction of toxic heavy metals in wastewater. The MFCs are also modified into microbial electrolysis cells to make biofuel such as hydrogen. The present review is based on the applications of the MFC, key challenges, and modification strategies.

INTRODUCTION

These days the non-renewable energy resources are depleting rapidly which is causing environmental pollution. This problem can be solved by converting organic/inorganic waste energy into chemical energy or other forms of energy (Alipanahi et al. 2019). Several purification methods along with anaerobic fermentation are used to produce hydrogen and methane biofuels. Their sustainability depends upon the methods of renewable energy technologies (Bhowmick et al. 2019). The MFC has intrigued the researchers because it can generate bioenergy and treat wastewater simultaneously. It uses the metabolism of the microbes for energy generation and treatment of wastewater. It is also being used for bioremediation (Chandrasekhar et al. 2018).

MFCs are bioelectrochemical cells having an anode chamber (containing microorganisms and anolyte under anaerobic conditions) and a cathode chamber (containing an electron acceptor and a catalyst under aerobic/anaerobic conditions), connected by the PEM (proton exchange membrane) e.g., Nafion. The microorganisms at the anode chamber are called exoelectrogens which act as a biocatalyst.

The electrons are produced at the anode and transferred to the cathode through an electrical connection. The electrons react with protons and oxygen to release water (Cui et al. 2019). The exoelectrogen regulates the electrons in their outer membranes by themselves at the anode and transfers them to the cathode where they are reduced by the electron acceptors (oxygen). The most common use of MFC technology is electricity production. The electrons at the anode are produced by oxidation of organic matter which initiates a low redox potential and reduction at the electron acceptor of the cathode creates a high redox potential. The potential difference directs the electrons from the anode to the cathode to generate electricity (Das 2018).

The MFCs are constructed in different ways. Some use the pure culture (e.g., G. sulfurreducens and Shewanella oneidensis) and others use mixed culture (primary wastewater) for the electric current generation (Das & Ghangrekar 2020). The anode chamber is modified with nanoparticles or microbial genes to enhance the MFC performances. For instance, N-doped carbon nanoparticles are used which raises the power density to three times. On the other hand, S. oneidensis MR-1 with a flavin biosynthesis pathway of
B. subtilis raised the power output to 13 times (Delord et al. 2017). This technology operates on the biodegradation of the organic compounds of the wastewater. Hydrogen is produced by the modification of MFC into microbial electrolysis cells (MEC). The voltage is supplied by MFC to the MEC for hydrogen production. In this review article, applications of MFCs and improvement techniques are analyzed critically. The applications of the MFC include electricity production, bioremediation, treatment of wastewater, biosensors, and production of hydrogen (Do et al. 2020).

THE MOLECULAR MACHINERY OF EXOELECTROGENS

The features that make the MFC technology prominent as the non-renewable technology are the use of molecular machinery of bacteria (biomolecules). These molecules transport the electrons between the anode and the cathode. For this purpose, the molecular machinery of Geobacter spp. and Shewanella spp. are widely studied. Extracellular electron transfer (EET) mechanisms have two types i.e. mediated electron transfer (MET) and direct electron transfer (DET) mechanisms are observed in these bacteria (ElMekawy et al. 2018). The most analyzed exoelectrogen in G. sulfurreducens. It creates a layer of biofilm with riboflavin secretion on the surface of the electrode and uses it as a substrate. With the help of the MET mechanism, the riboflavin reacts with c-type cytochromes (OM c-Cysts) in the outer membrane to transport electrons to the surface of the electrode (Ezziat et al. 2019). Shewanella oneidensis also act as an exoelectrogen. It has nanowires-like structures extended from the periplasmic space and multiheme cytochromes in the outer membrane containing vesicles. This bacterium secretes riboflavin (RF) and flavin mononucleotide (FMN) which causes the reduction of many-electron acceptors. RF and FMN are the cofactors for OmcA and MtrC, respectively. The complexes of secretion and cofactor drive the transfer of electrons between electrodes (Flimban et al. 2019).

MFCS FOR ELECTRICITY GENERATION

The MFC is mainly employed to produce electricity. The modification in the electrodes using metal catalysts can be done to increase the current density. In the first step, the exoelectrogens adapt to the anode surface to create a biofilm of 30 µm-50 µm thickness. The biofilm formation is further enhanced by the adhesins and components of extracellular matrix assembly and by cytochromes. The performance of MFC is amplified by using proper bacterial culture and substrate (Gajda et al. 2018a).

The electrons are transported between both electrode surfaces through an electrical connection where they bind with protons and an electron acceptor. Water produces with an oxygen electron acceptor at the cathode with a voltage of 0.805 V. The rate at which oxygen is reduced is increased by the platinum catalyst. For reducing oxygen, microorganisms
can also be used and ferricyanide and potassium permanganate can act as electron acceptors (Gajda et al. 2018b). Fig. 1 shows some features of double-chambered MFC; for such systems, it is important to maintain the proper functioning via the selection of exoelectrogens, substrate, and electron acceptors. The community structure of microbes is affected by substrate type. For instance, Geobacter and Shewanella spp. only use acetate for electricity generation (Gajda et al. 2018).

Electrodes are modified with metal catalyst/nanoparticles/chemicals to raise the outputs. The cathode is also modified to alternate the expensive platinum catalyst with a cheaper one having the same properties. The research showed that these modifications lessen the internal resistance and start-up time of the system. The anode is modified with nitrogen-doped electrodes, heat-treated electrodes or gold nanoparticles, graphene, and carbon nanotubes to enhance the output performance, e.g. CNT-gold-titania nanocomposites ameliorate the MFC performance (Goswami & Mishra 2018).

The EET mechanism is boosted by using nitrogen-doped carbon nanoparticles coated on carbon cloth electrodes. Shewanella oneidensis MR-1 is inoculated in the two-chamber MFC. It increases the rate of electron transfer and power density by the absorption of flavins secreted by the organism. The studies show that the anode is sprinkled with the CNT powder which enhances the G. sulfurreducens biofilm growth to decrease the internal resistance and the start-up time (Ivars-Barceló et al. 2018). The reduced start-up time promotes adherence of bacteria to the electrode. The carbon nanotube anode in the double-chambered MFC increases the power density up to 4 times as compared to the plain carbon cloth anode. It is suggested that ferric oxide shows a great affinity for c-type cytochromes in the outer membrane of Shewanella. The modification of electrodes with iron oxide increases bacterial growth and enhances the EET mechanism and metabolism of the biofilm (Jadhav et al. 2017).

**MFCS FOR WASTEWATER TREATMENT**

In wastewater treatment, disposal of waste and recycling of polluted water with precautions are done. The industries and urban areas release polluted wastewater which can be treated the MFC technology in single-chambered MFCs as shown in Fig. 2. The wastewater has several compounds which are used as a substrate for bacterial growth. The chocolate industry or palm oil mill effluent (POME) releases wastewater which at as the biocatalysts for the oxidation of the substrate. This water is used as catholyte and electron acceptors. The following portion of this article deals with the efficiency of MFCs in the treatment of wastewater (Jatoi et al. 2021).

SPW is used to estimate the MFC efficiency for waste water treatment. After operating MFC for 140 days, 98%
COD and 91% ammonia-nitrogen were removed. Likewise, a double-chambered MFC treated chocolate. It removed 75% COD, 65% BOD, and 68% total solid in batch mode. Lignocellulosic biomass cannot be removed by conventional techniques. Huang and Logan produced electricity in single-chambered MFC (sMFC) by using paper recycling wastewater (Jiang et al. 2018). After operating for 3 weeks, 76% COD and 96% cellulose were removed. This showed the degradation of lignocelluloses into smaller sugars by the bacterial community (Kaur et al. 2020).

The treatment of brewery wastewater was also performed by MFC. It had 5000 mg.L\(^{-1}\) COD and many sugars. These sugars donate electrons to MFC. For instance, the operation of air cathode sMFC at different concentrations of wastewater in a fed-batch removed COD differently. The low COD was removed from wastewater with less COD value. 58% and 98% COD were removed from 84 mg.L\(^{-1}\) and 1600 mg.L\(^{-1}\) concentration, respectively (Khan et al. 2017). Likewise, sMFC at 600 mg.L\(^{-1}\)-660 mg.L\(^{-1}\) COD concentrations removed 43-46% COD after 2.13 hours of hydraulic resistance.

![Fig. 3: (A) MFC Cathodes prepared from Activated carbon by a single-step phase inversion method. (B) Fouling of MFC cathodes after fifteen full cycles. (Adopted from Bose et al. 2018c).](image)
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in continuous mode. Ahn and Logan worked on air-cathode sMFC to check the effect of two different temperatures on MFC i.e. ambient temperature (23 ± 3°C) and mesophilic temperature (30 ± 1°C). It showed that the mesophilic temperature increased the percentage of COD removal and its removal rate. The efficiency of fed-batch MFC to remove COD is 2.5 times higher than the continuous mode (Khudzari et al. 2018).

The toxicity and COD value are very high in the wastewaters of mills. For instance, 16000 mg.L⁻¹ COD and ca. 86 mg.L⁻¹ cyanide were observed in cassava mill effluent. Palm oil industries release palm oil mill effluent (POME) which has a COD value of 50000 mg.L⁻¹ and a BOD value of 25000 mg.L⁻¹. POME was treated by Cheng et al. in an up-flow membrane-less MFC (UML-MFC) coupling MFC and UASB (up-flow anaerobic sludge blanket) reactors. It removed 96% and 94%, of COD and nitrogen, respectively (Kodali et al. 2018).

The power density of MFC is raised by using wastewater with a high COD value. But, when the concentration of substrate is high, it causes electrode fouling, leading to restriction and accumulation of salts and precipitates as shown in Fig. 3. And the cathode has fewer protons available. Due to this fouling, wastewaters dilutions are used to regulate the performance of the MFCs. In addition, some pre-treatment methods can enhance the performance of the MFCs (Kumar et al. 2018a). For instance, the methanogens, using organic compounds of wastewater to generate methane, are killed by autoclaving. A 5% power density increase was suggested by autoclaving. On the other hand, sonication was used to treat raw wastewater. It increased the power density up to 16% and COD removal up to 5%. Furthermore, COD can be removed from wastewater by stirring technique. Although these pre-treatment techniques increase energy generation, they cannot be used for upscaling (Kumar et al. 2018b).

Domestic wastewater is highly biodegradable and can produce energy from degradation. Therefore, it is used as a substrate in MFC to construct public toilets and to produce electricity. This is an eco-friendly construction. For instance, an air-cathode sMFC (system for struvite extraction) was employed for the treatment of human urine and extraction of struvite (natural fertilizer), simultaneously (Kumar et al. 2019a). The anaerobic sludge was added to the anode. The substrate i.e. human urine had yeast extract and tryptone, 0.5%, and 1%, respectively. At the first level, the power gain was 14.32 W.m⁻³ then in the third level decreased to 11.76 Wm⁻³. Further, the modification technique was used to increase electricity production and struvite purification. The sea salts were inoculated along with the substrate (urine) raised the power output, COD removal, and struvite extraction by 10%, 16-18%, and 21-94%, respectively. Now, human feces are also being used for electricity production. For instance, fermented human feces wastewater was inoculated in the two-chamber MFC. After operating MFC for 190 h, it generated 70.8 mW.m⁻² power density and reduced 78% COD (Kumar et al. 2019b).

In the first five months, the MFC operation removed 75% COD which lasted for a year. Its performance can be enhanced up to 94% COD removal by using 10% external resistors. A 90-L MFC was manufactured by Dong et al. It produced energy itself for 180 days of operation by treating brewery wastewater. It was observed that diluted wastewater showed ~87% whereas real wastewater showed 85% COD removal. By all mentioned scaling up processes, the performance of MFC technology can be improved by treating wastewater and increasing electricity production (Liu et al. 2020).

**MFCS FOR BIOREMEDIATION OF SPECIFIC CONTAMINATIONS**

The electrons are generated by exoelectrogens in the anode of MFC, which are transferred to the cathode where reduction occurs at the electron acceptor. The rate of reduction is ameliorated by a catalyst. The electron acceptors used in MFC have features such as high redox potential, faster kinetics, inexpensive, and easily available. For instance, the commonly used electron acceptor of MFC is oxygen. But different toxic elements either organic or inorganic can be employed as the electron acceptor as shown in Fig. 4. Such systems are called sediment-Microbial fuel cells or s-MFCs. In cathode, they are reduced to less toxic forms. For instance, metal ions, perchlorate, nitrobenzene, azo dyes, and nitrates are being used as electron acceptors (Mathuriya & Pant 2019).

Many heavy metals are used as the electrodes of MFCs for their removal and reduction to non-toxic forms. When the heavy metal is used at the anode, its certain concentration is inoculated to the anolyte and the electron acceptor of the cathode is made up of heavy metal with high redox potential. Several mechanisms are being employed in the MFC for the removal of toxic heavy metals. One of the mechanisms is biosorption (microprecipitation, complexation, chelation, and ion exchange) which separate the toxic heavy metal in the MFCs (Mian et al. 2019). This process is carried out with the help of the biomolecules (polysaccharides, proteins, and lipids) containing certain functional groups (amine, sulfate, carboxylate, hydroxyl, and phosphate) present in the anolyte. In addition, sulfide was removed by the processes such as oxidation, volatilization, and electrode adsorption (Neethu et al. 2019). Cadmium (Cd) and zinc (Zn) was removed by an air-cathode sMFC with efficiencies of 90% and 97%,
respectively. Furthermore, vanadium (V) was used as the electron acceptor at the cathode in a dual-chamber MFC for its toxic removal. After operating for 10 days, the fuel cell removed ca. 70% V at ca. 970 mW.m$^{-2}$ power density.

The textile industries use several dyes used to color the fabric. Every year, these fabric dyes produce a huge amount of wastewater containing toxic elements, recalcitrant, and carcinogenic compounds. These are compounds are polluting the environment heavily; hence, this wastewater should be treated before release. It is an eco-friendly replacement for the production of electricity and wastewater treatment. The microorganisms in MFC are used for the reduction of the dye by decolorization technique. This decolorization is carried out in the anaerobic conditions at the anode. For instance, the congo red dye split into the intermediates (aromatic amines) by breaking the azo bond. Further degradation takes place at the cathode abiotically (Palanisamy et al. 2019).

After operating for a single day, the congo red dye was decolorized 98% with the help of bioelectrodes of sMFC. The electrons at the anode are produced by the microorganisms and protons by PEM. The electrons are transferred to the cathode where they react with protons to degrade the azo bond. The aromatic amines are formed as decolorized products of degradation. In the MFC, the bioremediation of pentachloroethene (PCE) and trichloroethene (TCE) is done by using Geobacter lovleyi (dechlorinating microorganisms) and graphite electrodes. The optimum conditions for the degradation were 50°C and pH 6 for 0.52 mg.L·h$^{-1}$ and 0.36 mg.L·h$^{-1}$. Moreover, a soluble U(VI) was reduced to an insoluble form by Geobacter species by using c-type cytochromes of the outer membrane. Likewise, this same process also occurs in S. oneidensis using c-type cytochromes. The reduction of chromium to a less toxic form i.e. Cr (VI) to Cr (III) is done at anaerobic biocathodes in MFCs to pro-

Fig. 4: (A) Schematic representation of s-MFC arrangement with multiple anodes and a single cathode (B) s-MFC reactors with contaminated soil sample connected to an electric circuit for power generation through bioremediation (Adopted from Bose et al. 2021d).
duce electricity (Qi et al. 2018). Cr(OH)$_3$ also precipitates during this process which raised the rate of reduction to 19.7 mg L$^{-1}$. The rate of reduction is increased in the aerobic condition at the cathode when *Shewanella oneidensis* MR-1 is a biocatalyst and lactate is a biomolecule. A recent 16S rRNA study suggested that a strain similar to Klebsiella sp. is able of removing 99.5% cyanide and ca. 88% COD from cyanide-containing wastewater (Rikame et al. 2018).

**MFCS AS BIOSENSORS**

The MFC is now used as a biosensor for the detection of organic matter and toxic pollutants in the wastewaters. Usually, the transducers are used for the conversion of the energy of organic matter to the signals in the biosensors but MFC does not require transducers because MFC itself plays the role of a transducer. These biosensors use exoelectrogens which generate the signals in the anode (Bose et al. 2020e). The material of electrodes is used as transducers. The time span for the use of elements in the biosensor is enhanced by the biofilm formation of exoelectrogens (Sayed & Abm delkareem 2017).

The toxins are inoculated at the anode which changes the output voltage. The altered voltage is measured and considered as a detection signal. For instance, chromium is added to the anode which decreases the voltage because it causes growth inhibition of the exoelectrogens. Alternatively, acetate is added to the anode which increases the voltage because the growth of exoelectrogens is increased (Trapero et al. 2017). These sensors work on two mechanisms, i.e. flow-through and flow-by electrodes. The first mechanism circulates the water sample through the pores in the electrode, whereas the second mechanism moves the water sample parallel to the surface of the electrode. The MFC biosensor working in a flow-through mode enhances its sensitivity 40 folds by improving the ionic diffusion (Türk et al. 2018).

For the detection of toxicity, the MFC-based biosensors work in turn-off mode. The metabolism of the exoelectrogens is reduced because of the toxin concentration added to the anolyte which leads to the power output change. After detection, this toxicity is calculated by comparing the toxin concentration and electric signal output. Consequently, change in current (I) and inhibition ratio (IR) is measured. IR (inhibition ratio) is the amplitude of the output signal. The bioanodes are suggested to affect the toxic agent sensitivity in MFC biosensors. But both electrodes are modified to decrease the response time and amplify the capacity of detection. For instance, the potentiostat can be used to maintain the sensitivity of the MFC biosensor by optimizing the potential at the anode. The cathode working also influences the amplitude and the output signal precision.

**MICROBIAL ELECTROLYSIS CELLS FOR HYDROGEN PRODUCTION**

A microbial electrolysis cell (MEC) is used for hydrogen gas production by using electricity. The MEC works on the same principle as MFC (Bose et al. 2020f). The electrons are produced at the anode by the exoelectrogens which react with protons and this reduction releases hydrogen gas. The voltage of 0.2 to 0.8 V is used for this reduction. MFC can generate such low voltage. The electrodes in MEC are made up of the same material as MFC (Wu et al. 2020). The platinum catalyst at the cathode can maintain the potential and catalyze hydrogen generation. All these reactions occur in an anaerobic environment which is favorable for methanogen growth.

The methane production contaminates the hydrogen gas and decreases the output. MEC produces more hydrogen than fermentation. 0.05-1.05 mol-H$_2$ mol-glycerol$^{-1}$ hydrogen is produced by fermentation and 3.9 mol-H$_2$ mol-glycerol$^{-1}$ by MEC. Sometimes, a single MFC generates an OCV of 0.5 V only because of the internal resistance, utilization of energy by bacteria, and high potential at the electrode. Hatzell et al. (2014) overcame this drawback by arranging a capacitor in a series configuration in the circuit which stops the voltage from reversing. This setup raises the hydrogen generation to 2.3 folds (Zhang et al. 2019).

The performance of MECs is limited by hydrogen utilization by methanogens (Regassa et al. 2021). To overcome this problem, the cathode is treated with oxygen or UV radiation which causes the inhibition of the methanogens. The cathode can be exposed to air which decreases 3.4% methane to 1%. The use of ultraviolet radiation confirmed 91% hydrogen concentration in the MEC. The antibiotics such as neomycin sulfate, 2-bromoethane sulfonate, 2-chloroethane sulfonate, and 8-aza- hypoxanthine also causes the inhibition of methanogens.

**OUTLOOK**

MFCs are used as an eco-friendly technology for energy generation and wastewater treatment simultaneously. Organisms such as bacteria and algae have the potential for waste bioremediation (Arora et al. 2021). Different types of wastewaters can be used in MFC with bacteria, either as pure culture or mixed culture. Similar to how probiotics represent the larger domain of the bacteria along with the well-being of human beings (Iqbal et al. 2021), MFCs can utilize these microbes to reduce waste without increasing the carbon burden on the environment. The output performance of MFC is improved by reducing internal resistance, utilizing nanoparticles and genetically modified microorganisms, inoculating pre-treated...
cultures, and lessening the start-up time. For instance, carbon paper anode coated with graphene nanocomposites reduces the start-up time and enhances the density of current up to 1800 mA cm$^{-2}$. This electricity is utilized to run electrical equipment. The MFC and anaerobic fermentation is used together to increase the removal efficiency of COD.

MFCs potentially reduce heavy metals. Heavy metals are used as anode and electron acceptors of the cathode. The biomolecules are used as anolytes and remove heavy metals up to 99.5%. The MFCs are also used as BOD/COD biosensors for the detection of toxicity in wastewater. The voltage change detects the presence of toxins. The sensitivity of an MFC biosensor is enhanced by using flow-through mode. MFC is altered to MEC to generate hydrogen. MECs’ performance is limited by the hydrogen utilization by methanogens. The antibiotics and ultraviolet radiation treatment cause inhibition of those methanogens.

This technology is applied for many purposes, but still faces many challenges like maintaining the system for upscaling and providing inexpensive electrode elements. Another hurdle is choosing an electron acceptor for the cathode. Oxygen is mostly utilized as an electron acceptor but it can affect the metabolic activity of anaerobic bacteria. Platinum is widely employed for reducing oxygen, but it is a costly element. In addition, the reaction of platinum with the chemicals in the wastewater makes platinum poisonous, therefore, the platinum must be replaced with a better alternate for upscaling of MFCs.
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ABSTRACT

Landslides might remain unknown or unnoticed for a long time in various remote areas due to the unavailability of optical images caused by cloud persistence, which creates difficulties for civil protection rescue operations, and disaster management as well. Rapid crisis response for humanitarian and reconstruction operations in the affected area after such dangerous landslides is necessary. Thus, a rapid detection map is necessary to detect the affected area with damage grade and level for further investigation and human safety protocols. To detect landslide incidents, the unprecedented availability of Sentinel-1 SAR-C band images provides new solutions and better safety reports. In this study, we performed an efficient evaluation of Sentinel-1 SAR C band images before and after landslide incidents. This study provides a comprehensive evaluation based on the advanced space-borne remote sensing technology aiming at SAR products for rapid damage detection and analysis with respect to the interferometric coherence and intensity correlation. We presented the results of a pilot study on the Rudraprayag Uttarakhand massive landslide incident, which includes the different types, sizes, slope expositions, and human safety aspects. Our study and outcomes represent an updated method, which provides a solution for critical terrain rescue operations and an upgraded geomatics map that provides subsidence data with historical data with topographical statistics. Finally, an outlook into the Sentinel-1 SAR-C analysis demonstrates probable solutions to certain constraints, enabling global applicability of the proposed damage assessment methods with the improved accuracy from 50 to 60 % for the obtained temporal resolution datasets.

INTRODUCTION

Landslides are perhaps one the most often occurring organic disasters around the world, constituting a severe hazard to human beings (human injury and loss of life) and infrastructure (destruction of construction/natural and ethnic heritage), and the organic atmosphere. Intense rain, earthquakes, and specified human pursuits are a number of the tripping facets of this landslide, which are shown in a variety of kinds and a broad selection of the volume of terrestrial materials (Tzouvaras et al. 2020). In an individual study, information from multiple detectors such as optical detectors, radar, UAVs, etc., was found efficiently to monitor the landslide. Recent studies show that interferometric SAR methods could satisfactorily be carried out in landslide observation, contributing to the understanding of its processes and dynamics, the mechanism of failure along with its mobility. In particular, two approaches of differential SAR interferometry (DInSAR) were employed for landslide investigation and observation as well as their outcome in comparison to earth tracking data demonstrated the viability of the technique in supplying information on the equilibrium of areas affected by slow-motion movements (Li et al. 2020). The more frequently used method of landslide distress tracking is Persistent Scattered Interferometry (PSI), therefore various researchers have dealt with these specific situations. In other PSI scientific studies, information from various SAR assignments was united with each other as well as with present auxiliary data (geomorphological and geological, etc.) (Athos et al. 2020, Nguyen et al. 2020). The latest satellite SENTINAL-I assignment and available amount of data acquisition provided new inputs into the Landslide study, leading to a much more orderly watching of the aspects of uncertainty. Thus, research readings are completed introducing the principal elements of the interferometric dispensation of SENTINAL-I data, while in a respective Sentinel 1 information was manipulated as a way to upgrade inventory maps and also to monitor landslide activity. The recent study focuses on the claim of several processing methodologies: (a) interferogram generation, (b) assessment of the Digital Surface Model (DSM) earlier, and afterward the landslide function. Sentinel Application Platform (SNAP) was used in the current investigation, namely Sentinel-1 Toolbox (S1TBX) created for the European Space Agency (ESA) by Array Systems Computing, German Space Centre (DLR), Brockmann Consult, and Ocean Data Lab.

In Fig. 1, a 3-dimensional topographic map depicts the landslide zone of Chandikadhar, Rudraprayag. As a result of enormous phase shifting of terrain geometry, the study
field, landslide description, and remote sensing survey of the landslide happened on October 21, 2019. The analysis area is Chandikadhar on the Kedarnath-Gaurikund Highway, Rudraprayag, Uttarakhand which is situated in north India (Fig. 1). The larger region is teeming with steep hillslopes and various inclinations that overpass stiff topographical angles in certain places (Vanama et al. 2020, Ahmed et al. 2020). The particle content is composed of three different geologic formations reflecting the elaborate geotectonic arrangement of the region. The study gives insight into the substantial successful software of the Advanced Differential Interferometric SAR (ADInSAR) procedure for landslide observation (Stankevich et al. 2020). For this reason, preprocessing along with post-processing suitability assessment methodologies were previously designed as essential components to verify the feasibility of the A-DInSAR ground deformation results for landslide observation. Specifically, preprocessing investigation is essential to value the structure of their A Differential Interferometry SAR technique for tracking previously mapped landslides as well as the finding of new subduction zones as a result of a previous discernibility chart (Meng et al. 2020). Meanwhile, post-processing analysis is vital to maintain consistency in assessing details such as landslide tracking. Differential Interferometry SAR techniques have advanced significantly, as evidenced by the development of SAR information assimilated by the ESA SENTINAL projects, which behave at advanced Spatial-Temporal settlement, and the growth of complex processing formulations (Table 1). So, the improvements from the DInSAR process necessitate a novel approach to assessing their probability and constraints, which will be useful for local businesses such as environmental businesses and geological surveys in charge of large-scale landslide monitoring (Bonì et al. 2020).

The procedure was developed and tested in the Rudraprayag area of Uttarakhand, in the Chandikadhar sector of the Kedarnath-Gaurikund Highway, using Sentinel-1 data from the ascending and descending modes from 2014 to 2020. The findings provide light on the complicated process’ ability to detect monitor-able landslides, regions that require additional field data monitoring systems, and how to improve the representation of landslide movements by focusing on reliable measuring stations (Solari et al. 2019). The process may be used on almost any SAR platform, and it provides an instrument for connecting Sentinel 1 data for near real-time big landslide tracking that considers the benefits of A-DInSAR but also their limitations.

**MATERIALS AND METHODS**

**Interferometric Coherence for Rapid Landslide**

In the preceding section, the procedures involving Interferometric coherence and intensity correlation are explained. The difference in coherence or intensity significance values before and after the disaster to detect the shift, i.e., the damage caused by the disaster is analyzed. For instance, the coherence is first approximated using the pre-event InSAR pair ($t_i$ and $t_f$). This allows for the identification of artificially commanded sites and areas, which are distinguished by their considerably large coherence values in comparison to

![Fig. 1: Landslide zone 3-dimensional topographic map generated from Cartosat-1 DEM (30.401856° N, 78.930994° E).](image-url)
The procedure was developed and tested in the Rudraprayag area of Uttarakhand, in the Chandikadhar sector of the Kedarnath systems, and how to improve the representation of landslide movements by focusing on reliable measuring stations (Solari et al. 2020). The study gives insight into the coherence values in comparison to stagnated areas. The coherence of the co-event InSAR sets $t_y$ and $t_z$ is computed in the 18) in terms of modeling and simulations of its parameters in deep, intermediate, and shallower water regions. The noise reduction techniques in RADAR consider that the coherence is calculated over a few spaces, resulting in a loss in spatial resolution. Damage assessment, on the other hand, is far more practicable at coarser models such as administrative boundaries or building codes than at that pixel worth. The minimum dimensions of this ground target to be studied throughout the damage evaluation process are $520 \text{m}$.

Every pixel in this field of interest has its coherence indicator calculated. In contrast to the first SAR imaging, one must consider that the coherence is calculated over a few spaces, resulting in a loss in spatial resolution. Damage assessment, on the other hand, is far more practicable at coarser models such as administrative boundaries or building codes than at that pixel worth. The minimum dimensions of this ground target to be studied throughout the damage evaluation process are $520 \text{m}$. (Wasowski & Pisano 2020, Hayati et al. 2019, Shang et al. 2020). Another process of disaster management systems was also discussed by Chaturvedi et al. (2016), Srivastava et al. (2017), Chaturvedi (2019), and Guven et al. (2018) in terms of modeling and simulations of its parameters in deep, intermediate, and shallower water regions. The noise reduction techniques in RADAR datasets have been developed by Sood et al. (2018).

### Datasets and Methodology

The methodology of interferogram for the calculation of ground displacement is a procedure that has just been ac-

---

**Table 1: Advantages of the damage assessment approach.**

<table>
<thead>
<tr>
<th>Method (General)</th>
<th>Advantages</th>
<th>Achieved Accuracies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interferometric coherence</td>
<td>Enables better differentiation of slightly damaged and undamaged areas.</td>
<td>45%–49%</td>
</tr>
<tr>
<td>SAR intensity correlation</td>
<td>More sensitive to larger changes (stronger damages) on the ground. Provides still useful information at spatial and temporal baselines, which are too large for useful coherence application.</td>
<td>41%–55%</td>
</tr>
<tr>
<td>Combination of coherence and intensity correlation (and SAR backscatter)</td>
<td>Strong increase of the damage assessment accuracy compared to the application of only interferometric coherence or intensity correlation, respectively.</td>
<td>52%–60%</td>
</tr>
<tr>
<td>Use of additional data (e.g., optical imagery and GIS data)</td>
<td>An additional increase in the damage assessment accuracy (compared to Section 3.3). Presentation of the damage level at meaningful distribution (e.g., city parcel boundaries, building blocks, etc.) enables the generation of damage maps more suited to the user.</td>
<td>77%–88%</td>
</tr>
</tbody>
</table>

---

stagnated areas. The coherence of the co-event InSAR sets $t_y$ and $t_z$ is computed in the second step. The phase-shifting concept is used to measure damage (Bakan et al. 2020, Luti et al. 2020, Motagh et al. 2020).

The technique’s concept is that events that cause structural damage, such as earthquakes, hurricanes, flooding, and other natural disasters, dominate the de-correlation of their interferometric coherence. As a result, it is possible to specify the disaster related to the event by measuring the pre-disaster coherence as well as the co-disaster coherence. Hence, only areas controlled by urban structures could be assessed for damage (Nhu et al. 2020, Zhang et al. 2019).

\[ ND = \frac{x_{pre} - x_{co}}{x_{pre} + x_{co}} \]  

... (1)

$x_{pre}$ represents the Pre-disaster SAR image set ($t_x$ and $t_y$ in Fig. 3) along with $x_{co}$ symbolizing a pre and a post-disaster image set containing the event ($t_y$ and $t_z$ in Fig. 3). The normalized differences approach could be applied to both, the interferometry coherence $ND_y$ and also the intensity significance $ND_p$:

\[ ND_y = \frac{\gamma_{pre} - \gamma_{co}}{\gamma_{pre} + \gamma_{co}} \]  

... (2)

\[ ND_p = \frac{\rho_{pre} - \rho_{co}}{\rho_{pre} + \rho_{co}} \]  

... (3)

---

**Fig. 2**: The damage assessment interferometry Coherence method and SAR intensity correlation in which two image areas were acquired before the occasion which is $t_x$ and $t_y$ with respect to at least one SAR acquisition soon after the disaster at $t_z$ condition.

---

The selection and conclusion of a practical threshold to distinguish between damaged and undamaged structures or to determine unique damage class ranges is critical for all change detection techniques (Intrieri et al. 2020). It is concentrated on the use of interferometric coherence for damage evaluation and introduced a coherence change index $\tau$, at which $\gamma_{pre}$ is the coherence of this pre-disaster SAR image set ($t_x$ and $t_y$ in Fig. 3) and $\gamma_{co}$ is your coherence calculated by a pre-plus a post-disaster image set for the event ($t_y$ and $t_z$ in Fig. 3):

\[ \tau = \frac{\gamma_{pre}}{\gamma_{co}} \]  

... (4)

---

**Fig. 3**: The damage assessment interferometry Coherence method and SAR intensity correlation in which two image areas were acquired before the occasion which is $t_x$ and $t_y$ with respect to at least one SAR acquisition soon after the disaster at $t_z$ condition.
irtualized in the estimation of ground deformation in zones affected by a seismic tremor with massive consequences. Along these lines, this work, it was analyzed the particular technique in planning ground deformation after the event of a landslide. Specifically, the interferogram situation was done with the point of inspecting interferometric borders in territories exposed to distortion. In this manner, eight Sentinel-1 interferometric wide-area mode images were obtained and thus four sets were handled in this experiment. Correlation of interferometric DSM concerning assistance variations after the landslide, two interferometric phase maps were made and, in this manner, looked at one another. Interferometric phase map precision has just been tried in a few examinations using information from various missions. In the particular work, 30 interferometric wide-area mode Sentinel-1 images, covering the territory of Chandikadhar, Rudraprayag, were acquired to deliver two interferometric phase-shifting maps, one preceding and another after the slide. It references that during the precise technique, it was viewed as the way that the ideal opposite benchmark for in-

Table 2: Synthetic Aperture Radar (SAR) missions relevant to this damage assessment study.

<table>
<thead>
<tr>
<th>SAR Mission</th>
<th>Launch</th>
<th>Out of Service</th>
<th>Band *</th>
<th>Spatial Resolution (Azimuth and Ground Range) (m) **</th>
<th>Repeat Cycle (Days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERS-1</td>
<td>1991</td>
<td>2000</td>
<td>C</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>ERS-2</td>
<td>1995</td>
<td>2011</td>
<td>C</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>ENVISAT/ASAR</td>
<td>2002</td>
<td>2012</td>
<td>C</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>Radarsat-1</td>
<td>1995</td>
<td>2013</td>
<td>C</td>
<td>8-100</td>
<td>24</td>
</tr>
<tr>
<td>Radarsat-2</td>
<td>2007</td>
<td>2013</td>
<td>C</td>
<td>2-160</td>
<td>24</td>
</tr>
<tr>
<td>Sentinel-1</td>
<td>2014</td>
<td>2013</td>
<td>C</td>
<td>5-40</td>
<td>12 (6 ***)</td>
</tr>
<tr>
<td>ALOS/PALSAR</td>
<td>2006</td>
<td>2011</td>
<td>L</td>
<td>10-100</td>
<td>44</td>
</tr>
<tr>
<td>COSMO-SkyMed</td>
<td>2007</td>
<td>2011</td>
<td>X</td>
<td>1-30</td>
<td>16 (4 ****)</td>
</tr>
<tr>
<td>TerraSAR-X</td>
<td>2007</td>
<td>2013</td>
<td>X</td>
<td>1-40</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 3: Intensity interferogram VV SAR-C band landslide zone image analysis results from 12th October 2019 to 24th October 2019 (30.401856° N, 78.930994° E).
RESULTS AND DISCUSSION

Interferogram phase regarding four interferometric sets, made by four Sentinel-1 interferometric wide-area mode images before the landslide and other four images after the case, were acquired and held utilizing the interferometric process. In the formed interferogram, a change of colors was introduced at the landslide territory, which didn’t show up in a similar zone before the event of the landslide. In a similar article, a large number of dynamic landslides were identified using a relating technique, demonstrating the utility of Sentinel-1 data for landslide investigation and observation. The outputs illustrate the color shift that occurs within the boundary lines that denote the landslide’s bounds. It shows that the landslide’s limitations were calculated using spatial data and that they have a startling level of precision as a result. Fig. 3 shows the intensity interferogram VV SAR-C band landslide zone image analysis from Chandikadhar, Rudraprayag area on October 12th, 2019. Moreover, to confirm the precision of the outcomes, another interferogram was produced utilizing information before the slide, in which no shading adjustment happened at the terrain structure of the slide. Specifically, outputs show the created interferogram of Sentinel-1 rising information, while comprising the originated interferogram of handling Sentinel-1 information. The subsequent methodology, Correlation of interferometric DSM, was used to examine two interferometric DSM and was used to examine elevation changes after the slide. To build elevation models based on the correlation of the two interferometric DSMs, six segments were drawn diagonally to the center of the slide. For Counterbalancing, the rapid landslide phase interferogram procedure requires two Sentinel-1 Ground Range Detected (GRD) information, which has as of now preprocessed and registered. The benefit of the particular procedure is that no stage data is required, so no climatic segment is recollected for conclusive outcomes. Fig. 4 is the depiction of rapid landslide phase interferogram VV output from 12th October 2019 to 24th October 2019 (30.401856° N, 78.930994° E).

The handling was updated by setting the matrix azimuth and range dividing values in pixels, which correspond to similar boundaries. Certain parts of the slide, particularly in the uppermost reaches, appeared to move more in accordance with the principal body of the slide. The precise process necessitates some consistent focus to differentiate and measurements for the rest territory’s progressions. The progressions in the impacted region of the slide were gigantic to the point where the calculation couldn’t figure out how to discover any steady spot to measure the movement effectively.

CONCLUSION

After a major disaster, quick emergency response is critical to support, humanitarian, and rescue efforts in the impacted area.
area. Quick disaster planning provides important information about the affected area, including the evaluation and type of disaster. Because of its quick response and ability to observe large areas at a low cost, satellite distant detection is crucial in disaster evaluation. As a result, SAR sensors are huge and provide useful imagery in a shorter period than optical sensors. A complete inspection of disaster assessment methods utilizing multi-temporal SAR methodology, for example, interferometric analysis and SAR detection were introduced. In opposed to this, both interferometric analyses, just as the SAR detection shows a decline of their qualities with expanding disaster level, as the period of the compound SAR backscatter fluctuations because of disaster at the ground. In this manner, the interferogram process is more capable to recognize lower disaster levels just as to even more likely separate between marginal disaster and massively affected structures. Unchanged regions have higher rationality estimation over a longer period at longer SAR frequencies, such as the L-band, as opposed to the shorter C or X-band, which also leads to better clarity in distinguishing between disaster and intact zones, and thus to better separation of both. This methodology can be divided into two categories: the first is the requirement for a rapid, relevant disaster evaluation methodology with high accuracy, and the second is the availability of any rate for two predictable SAR images acquired in a matter of seconds before the event at a similar image geometry as the post-calamity SAR assessments. The use of alternative datasets to pre and post-processed SAR images could be a potential answer for increasing the accuracy of disaster evaluation. For example, the accuracy of disaster evaluation strategies was increased from about 50% to 60% by combining radar and optical image datasets (because of just SAR assessments relationship and additionally coherence rate). As a result, a geodatabase comprising important GIS information and ongoing recalculation might be built up for any key territory of intrigue exposed to certain hazards. To evaluate the change location, i.e., disaster detection, a few strategies have been considered. Different investigations make use of more distinct alteration location approaches, such as the neural system-dependent system. The most important and advanced aspect of disaster assessment is identifying the disaster and determining its magnitude. As a result, space-based remote sensing applications are more precise and useful for any rapid detection of landslide-affected zones, resulting in improved safety and human rescue operations.
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ABSTRACT

The regular usage of pesticides in agricultural fields results in the development of a pesticide-resistant microbial population. Vegetable cultivation is a common practice in the agricultural growing areas of Manjoor, Kerala. The present study was envisaged to understand the resistance of microorganisms to different types and doses of pesticides. The study revealed that heterotrophic bacteria are capable of resisting lower concentrations (0.01 and 0.001%) of the pesticides lindane and methyl parathion while a higher concentration of carbaryl (0.1%) could also be tolerated. In the soil sample where there was no prior addition of pesticides, the heterotrophic bacteria could only tolerate very low concentrations of pesticides. The results of mean pesticide-resistant bacterial load when compared to normal Total Heterotrophic Bacteria (THB) of soils indicate that pesticides exhibited an inhibitory effect on the heterotrophic bacteria of soils collected from different agricultural fields and the pesticide-resistant bacterial load was lower than normal THB.

INTRODUCTION

Pesticides encompass a variety of different types of chemicals including herbicides, insecticides, fungicides, and rodenticides. These synthetic organic compounds intended to regulate the pests constitute an important aspect of modern agriculture, as they are necessary for economical pest management. Pesticides are broadly divided into many classes based on their chemical structure as the organochlorines, organophosphates, and carbamates of which the most important are organochlorine pesticides (OCPs).

Organochlorine pesticides are broad spectrum chlorinated hydrocarbons and representative compounds in this group include the chlorinated derivatives of diphenyl ethane (dichlorodiphenyltrichloroethane-DDT, its metabolites dichlorodiphenyldichloroethylene-DDE, dichlorodiphenyldichloroethane-DDD, and methoxychlor), hexachlorobenzene (HCB), the group of hexachlorocyclohexane (α-HCH, β-HCH, γ-HCH and δ-HCH), the group of cyclodiene (aldrin, dieldrin, endrin, chlordane, nonachlor, heptachlor, and heptachlor-epoxide), and chlorinated hydrocarbons (dodecachlorine, toxaphene, and chlordecone). Organochlorine pesticides are very stable compounds and it has been cited that the degradation of dichlorodiphenyltrichloroethane (DDT) in soil ranges from 4 to 30 years. They are liposoluble compounds and are capable of bioaccumulating in the fatty parts of biological beings. Organophosphates are phosphoric acid esters or thiophosphoric acid esters which include pesticides like Malathion, dibrom, chlorpyrifos, temephos, diazinon, and terbufos. The organophosphate insecticides bind with the cholinesterase (ChE) enzyme at the neuromuscular junction and deactivate or inhibit the activity of the enzyme by irreversible phosphorylation. This results in elevated levels of acetylcholine (ACh), which acts on the muscarinic receptors situated at cholinergic junctions in skeletal nerve-muscular junctions, at nicotinic receptors in autonomic ganglia, and receptors in the central nervous system (CNS) (Kwong 2002). Carbamate pesticides are esters of carbamates and organic compounds derived from carbamic acid. This group of pesticides can be divided into benzimidazole-, N-methyl-, N-phenyl-, and thiocarbamates. Aldicarb, carbaryl, propoxur, oxamyl and terbufos are carbamates. The carbamates are relatively unstable compounds that break down in the environment within weeks or months. These pesticides affect the nervous system by disrupting an enzyme that regulates acetylcholine, a neurotransmitter. The enzyme effects are usually reversible.

Many soil microorganisms have the ability to act upon pesticides and convert them into simpler non-toxic compounds. Most microbial degradation of pesticides occurs in the soil, which is the storehouse of multitudes of microbes both in quantity and quality, receives the chemicals in various
forms, and acts as a scavenger of harmful substances. The rate of biodegradation in soil depends on the availability of pesticide or metabolite to the microorganisms, physiological status of the microorganisms, survival and/or proliferation of pesticide degrading microorganisms at the contaminated site, and sustainable population of these microorganisms. Even though the physical and chemical forces also act in degrading the pesticides to some extent, microorganisms play a major role in the degradation of pesticides (Kumar et al. 2021).

The halogenated aliphatic compound, position, and the number of halogens are important in determining both rate and mechanism of biodegradation (Mulligan 2005) and since organochlorine pesticides possess halogen electron-withdrawing groups that generate electron deficiency in the molecule, they resist aerobic degradation (Rieger et al. 2002). However, these compounds can be attacked more readily under reductive conditions, which could be enhanced by the addition of auxiliary electron donors. For most pesticides, aerobic decomposition proceeds much faster than anaerobic decomposition; however, an exception to this is DDT, whose decomposition proceeds ten times faster under anaerobic conditions (Scott 2000).

Organophosphorus pesticides consist of ester or thiol derivatives of phosphoric, phosphonic, or phosphoramides acids. The main degradation pathway starts with the hydrolysis of the P-O alkyl or P-O aryl bonds (Ang et al. 2005) which diminishes as much as 100 times the toxicity of these compounds. Bacterial enzymes have been found to achieve such detoxifying reactions (Yañez-Ocampo et al. 2009). This reaction is performed by esterases or phosphotriesterases that have been described for a number of different genera of bacteria and fungi.

A number of bacterial genera have been identified as carbamate degraders (Parekh et al. 1995, Satish et al. 2017) and microorganisms in soil are known to degrade carbamate pesticides via hydrolysis or oxidation, of which microbial hydrolysis of carbofuran is well established (Chaudhry et al. 2002). The enzymatic hydrolysis of carboxyl esters by carboxyl esterases (CbEs) is based on the reversible acylation of a serine residue within the active center of the protein (Gupta 2006).

In vegetable growing areas, where immense pesticides are used, a natural microbrial population efficient to resist these pesticides might have evolved over time. But the effects of these pesticides on these pesticide degrading strains and the emergence of pesticide-resistant strains are not studied so far. In field or laboratory studies, pesticide impact on microbial biota is most often assessed by measuring the number of microorganisms (Cycon et al. 2009). Hence the present study was conducted to understand the existence of a pesticide-resistant population and to compare the pesticide-resistant bacterial load associated with soils from six different agricultural fields of Manjoor, which is a predominant agricultural field in Kerala.

**MATERIALS AND METHODS**

Soil samples are collected from six agricultural areas of Manjoor (S1 to S6). Six sites that practiced crop rotation after two or three life cycles of a crop were selected. The six sites were representing regions that produce different vegetables like Pea plant (station 1), Bitter gourd (station 2), Snake gourd (station 3), little gourd (station 4), and Cucumber (station 5). Station 6 is a pea plant growing area where pesticides are not added. A garden soil sample (station 7), from the nearby area, was also collected during the period which was used as a control.

For the estimation of the pesticide-resistant population, the pesticides used were lindane (an organochlorine pesticide manufactured by Jayakrishna Pesticides (P) Ltd, Salem), methyl parathion (an organo phosphorous pesticide manufactured by Agro Chemicals of India, Nashik), and carbaryl (a carbamate pesticide manufactured by S.S. Cropcare Ltd, Bhopal and marketed by Rhone-Poulenc Agrochemicals India Ltd).

**Quantification of Pesticide-Resistant Population**

To estimate the pesticide-resistant population, 10 g of soil samples were homogenized with 90 mL sterile distilled water using a rotary shaker and serially diluted up to 10^2. Between each dilution, the samples were mixed thoroughly on a vortex mixer to release bacterial cells from soil particles. One hundred microliters of various dilutions of each sample were pipetted onto a surface dried mineral medium plate supplemented with various concentrations (0.1%, 0.01%, and 0.001%) of different pesticides. The sample was spread aseptically using a sterile L-rod and incubated in an inverted position at 37°C for 6-7 days. All the plating was done in duplicates. After incubation, the colony was enumerated using the conventional plate count method. The pesticide-resistant population was recorded as colony-forming units per gram of soil.

**Statistical Analysis**

Results of the study were compiled and subjected to statistical analysis for drawing inferences. The techniques employed for the analysis of the data were Analysis of Variance (ANOVA) for comparison of treatment means and the χ2 test for goodness of fit of proportions. For framing the ANOVA table for comparison of data on bacterial load, the figures
were converted to their corresponding logarithm values after adding 1 to all the observations wherever necessary.

**RESULTS**

The present study was carried out to determine the diversity of pesticide-resistant bacterial populations from different agricultural fields. The bacterial population’s resistance to organochlorine pesticide (lindane), organophosphorus pesticide (methyl parathion), and carbamate pesticide (carbaryl) was estimated.

**Quantification of Pesticide-Resistant Bacteria**

**Pesticide-resistant bacterial load in soils of pea plant:** The pesticide-resistant bacterial load of station 1 is represented in Table 1. The lindane resistant bacterial load in station 1 ranged from $4.8 \times 10^6$ to $3.2 \times 10^8$ cfu.g$^{-1}$ and the mean lindane resistant bacterial load was $1.21 \times 10^6$ cfu.g$^{-1}$. The pesticide-resistant bacterial load was observed only when lindane impregnation was provided at a concentration of 0.01% and 0.001%. When the dosage was increased to a concentration of 0.1%, the bacterial growth was arrested. The methyl parathion-resistant bacterial load ranged from $2.3 \times 10^6$ to $9.8 \times 10^6$ cfu.g$^{-1}$ with a mean bacterial load of $2.91 \times 10^6$ cfu.g$^{-1}$. At a concentration of 0.1%, the bacterial load was absent. The carbaryl resistant bacterial load varied from $3.8 \times 10^6$ to $9.5 \times 10^7$ cfu.g$^{-1}$ and the mean carbaryl resistant bacterial load was $1.8 \times 10^7$ cfu.g$^{-1}$. A higher concentration of 0.1% of carbaryl did not suppress the bacterial load in the samples collected from station 1.

**Pesticide-resistant bacterial load in bittergourd growing fields:** The results of the pesticide-resistant bacterial load of station 2 (Bittergourd growing fields of Manjoor) are represented in Table 2. In station 2 the bacterial load resistance to lindane varied from $1.2 \times 10^5$ to $9.6 \times 10^5$ cfu.g$^{-1}$ and the mean lindane resistant bacterial load was $3.64 \times 10^6$ cfu.g$^{-1}$. In station 2 the growth of heterotrophic bacteria was arrested at 0.1% of lindane concentration. The methyl parathion-resistant bacterial load in station 2 varied from $2.6 \times 10^6$ to $2.5 \times 10^7$ cfu.g$^{-1}$ and the mean bacterial load was $1.11 \times 10^7$ cfu.g$^{-1}$. The heterotrophic bacteria of station 2 could not tolerate a higher percentage of methyl parathion and hence no growth was noticed at a concentration of 0.1% pesticide. The carbaryl resistant bacterial load in station 2 ranged from $0.4 \times 10^5$ to $3.0 \times 10^6$ cfu.g$^{-1}$. The mean pesticide-resistant load was $8.45 \times 10^6$ cfu.g$^{-1}$. The bacteria at station 2 could exhibit tolerance to carbaryl at all the three concentrations (0.001%, 0.01%, and 0.1%) studied.

**Pesticide-resistant bacterial load in snakegourd growing fields:** The results of the pesticide-resistant bacterial load of station 3 are represented in Table 3. The result indicates that in station 3 the heterotrophic bacteria could tolerate a pesticide concentration of 0.001% and 0.01% for lindane and methyl parathion, and for the pesticide carbaryl, it could tolerate all three concentrations (0.001%, 0.01%, and 0.1%) studied.

Table 1: Load of bacteria from pea plant growing field capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Load of THB from station 1 (Pea plant soil) tolerant to the pesticides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lindane</td>
</tr>
<tr>
<td>January</td>
<td>$3.2 \times 10^6$</td>
</tr>
<tr>
<td>February</td>
<td>$4.8 \times 10^5$</td>
</tr>
<tr>
<td>March</td>
<td>$5.9 \times 10^5$</td>
</tr>
<tr>
<td>April</td>
<td>$1.0 \times 10^6$</td>
</tr>
</tbody>
</table>

Table 2: Load of bacteria from the Bittergourd growing field capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Load of THB from station 2 (Bittergourd soil) tolerant to the pesticides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lindane</td>
</tr>
<tr>
<td>January</td>
<td>$5.2 \times 10^5$</td>
</tr>
<tr>
<td>February</td>
<td>$9.6 \times 10^6$</td>
</tr>
<tr>
<td>March</td>
<td>$6.7 \times 10^6$</td>
</tr>
<tr>
<td>April</td>
<td>$8.5 \times 10^7$</td>
</tr>
</tbody>
</table>
Table 3: Load of bacteria from the Snakegourd growing field capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Load of THB from station 3 (Snakegourd soil) tolerant to the pesticides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lindane</td>
</tr>
<tr>
<td>0.001%</td>
<td>0.01%</td>
</tr>
<tr>
<td>January</td>
<td>6.0 × 10⁶</td>
</tr>
<tr>
<td>February</td>
<td>2.3 × 10⁶</td>
</tr>
<tr>
<td>March</td>
<td>3.6 × 10⁶</td>
</tr>
<tr>
<td>April</td>
<td>2.9 × 10⁶</td>
</tr>
</tbody>
</table>

Table 4: Load of bacteria from the Littlegourd growing field capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Load of THB from station 4 (Littlegourd soil) tolerant to the pesticides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lindane</td>
</tr>
<tr>
<td>0.001%</td>
<td>0.01%</td>
</tr>
<tr>
<td>January</td>
<td>4.2 × 10⁵</td>
</tr>
<tr>
<td>February</td>
<td>7.5 × 10⁵</td>
</tr>
<tr>
<td>March</td>
<td>2.8 × 10⁵</td>
</tr>
<tr>
<td>April</td>
<td>9.0 × 10⁵</td>
</tr>
</tbody>
</table>

Table 5: Load of bacteria from the Cucumber growing field capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Load of THB from station 5 (Cucumber growing soils) tolerant to the pesticides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lindane</td>
</tr>
<tr>
<td>0.001%</td>
<td>0.01%</td>
</tr>
<tr>
<td>January</td>
<td>8.9 × 10⁵</td>
</tr>
<tr>
<td>February</td>
<td>1.4 × 10⁶</td>
</tr>
<tr>
<td>March</td>
<td>9.2 × 10⁵</td>
</tr>
<tr>
<td>April</td>
<td>0.5 × 10⁶</td>
</tr>
</tbody>
</table>
(Cucumber growing soils) the heterotrophic bacteria could tolerate a pesticide concentration of 0.001% and 0.01% for lindane and methyl parathion, and for the pesticide carbaryl it could tolerate all the three concentrations (0.001%, 0.01%, and 0.1%) studied. In station 5, the lindane resistant bacterial load varied from $6.7 \times 10^5$ to $6.7 \times 10^5$ cfu.g$^{-1}$ and the mean lindane resistant bacterial load was $2.02 \times 10^6$ cfu.g$^{-1}$. Methyl parathion bacterial load varied from $7.8 \times 10^5$ to $3.5 \times 10^6$ cfu.g$^{-1}$ with a mean population of $1.72 \times 10^6$ cfu.g$^{-1}$. The pesticide-resistant bacterial load exhibited a variation from $1.5 \times 10^6$ to $6.5 \times 10^6$ cfu.g$^{-1}$ with a mean population of $3.19 \times 10^6$ cfu.g$^{-1}$.

**Pesticide-Resistant Bacterial Load in Agricultural Field Soils of Pea Plant (Without Pesticide Addition)**

The results of the pesticide-resistant bacterial load are represented in Table 6. The result indicates that in station 6 (soils of pea plant without pesticide addition), the heterotrophic bacteria could not tolerate a pesticide concentration of 0.01% and 0.1% for all the three pesticides, lindane, methyl parathion, and carbaryl. The lindane resistant bacterial load varied from $3.7 \times 10^5$ to $1.4 \times 10^6$ cfu.g$^{-1}$ and the mean lindane resistant bacterial load was $8.7 \times 10^5$ cfu.g$^{-1}$. Methyl parathion bacterial load fluctuated from $2.0 \times 10^6$ to $5.8 \times 10^6$ cfu.g$^{-1}$ with a mean population of $3.32 \times 10^6$ cfu.g$^{-1}$. The pesticide-resistant bacterial load exhibited a variation from $2.9 \times 10^6$ to $5.3 \times 10^6$ cfu.g$^{-1}$ with a mean population of $4.13 \times 10^6$ cfu.g$^{-1}$.

**Spatial Variation of Pesticide-Resistant Bacterial Load in Different Crops**

Spatial variation of pesticide-resistant bacterial load in different crops is represented in Fig 1, 2, 3, and 4. There is a significant difference in bacterial resistance to lindane and methyl parathion pesticides in different crops ($P<0.05$) and between concentrations ($P<0.01$). Stations 2 (bitter gourd soils) and 3 (snake gourd soils) are having significantly higher lindane and methyl parathion-resistant bacterial loads compared to stations 1, 4, 5, and 6. Between stations 2 and 3, the difference in Total Heterotrophic Bacteria (THB) is not significant. 1% concentration is having significantly lower lindane and methyl parathion-resistant bacterial load compared to 0.01% and 0.1%. There is a significant difference in THB between crops ($P<0.05$) and no significant difference in concentrations ($P>0.05$) when the pesticide carbaryl was applied. Station 1 (pea plant soil) has a significantly higher carbaryl-resistant bacterial load compared to other stations.

**Comparison of Pesticide-Resistant Bacterial Loads With Culturable Heterotrophic Bacterial Loads of Each Sampling Station**

The results of the comparison of pesticide-resistant bacterial loads with culturable heterotrophic bacterial loads are represented in Fig. 5. The pesticide tolerant bacterial load was comparatively lower than the culturable bacterial loads of each sampling station.

---

**Pesticide resistant bacterial load in different stations**

Fig 1: Spatial variation in a load of pesticide-resistant bacteria from different agricultural field soils of Manjoor.
Table 6: Load of bacteria from the Pea plant growing field (without pesticides), capable of resisting various concentrations of Lindane, methyl parathion, and carbaryl pesticides.

<table>
<thead>
<tr>
<th>Sampling months</th>
<th>Lindane</th>
<th>Methyl parathion</th>
<th>Carbaryl</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.001%</td>
<td>0.01%</td>
<td>0.001%</td>
</tr>
<tr>
<td></td>
<td>3.7\times10^5</td>
<td>-</td>
<td>- 2.9\times10^6</td>
</tr>
<tr>
<td>February</td>
<td>9.2\times10^5</td>
<td>-</td>
<td>- 3.6\times10^6</td>
</tr>
<tr>
<td>March</td>
<td>1.4\times10^6</td>
<td>-</td>
<td>- 4.7\times10^6</td>
</tr>
<tr>
<td>April</td>
<td>7.8\times10^5</td>
<td>-</td>
<td>- 5.3\times10^6</td>
</tr>
</tbody>
</table>

Fig. 2: Spatial variation of lindane resistant bacteria at different agricultural field soils of Manjoor.

Fig 3: Spatial variation of methyl parathion-resistant bacteria at different agricultural field soils of Manjoor.

Comparison of Pesticide-Resistant Bacterial Loads With Culturable Heterotrophic Bacterial Loads of Each Sampling Station

The results of the comparison of pesticide-resistant bacterial loads with culturable heterotrophic bacterial loads are represented in Fig. 5. The pesticide tolerant bacterial load was comparatively lower than the culturable bacterial loads of each sampling station.
DISCUSSION

The result of the heterotrophic bacteria capable of resisting pesticides indicated that pesticides used in Manjoor affected the total numbers of heterotrophic bacteria and the observed effects are strongly related to pesticide type and its dosage. The results indicate that at a small dosage the pesticides did not show any characteristic effect on the growth of the organisms while the higher dosage of 0.1% suppressed the growth of the organisms when lindane and methyl parathion were given as the sole carbon source. Similar results were observed when Singh (2001) conducted an in vitro study with endosulfan and nivar. When the dosage of pesticide was increased to 0.1% and 1% the growth of bacteria was arrested.

The results when compared to normal soils showed that pesticides exhibited an inhibitory effect on the heterotrophic bacteria of soils collected from different agricultural fields at various doses. Busse et al. (2001) also observed a decrease in the total number of heterotrophic bacteria after glyphosate application. In contrast, an increase in the total number of soil microorganisms in the field, as a response to pesticide application was observed in some studies (Monkiedje & Spiteller 2002, Amal et al. 2005). Hence the results obtained showed that pesticides depending on type and dosages might decrease or increase the microbial counts.

An organic substance of any kind cannot escape the onslaught of microbial degradation, insecticides and pes-
Pesticides are no exception. Pesticide residues are generally degraded and degradation products are assimilated by soil microorganisms (Rache & Coats 1988). This phenomenon of decrease or increase in the microbial counts could be expected as a result of the utilization of applied pesticides as a source of carbon, energy, and other nutrient elements by some soil microorganisms (Bhuyan et al. 1993) resulting in either proliferation or decrease in the number of organisms.

The load of the pesticide-resistant population in the soil samples incorporated with lindane was very low compared to pesticide-resistant populations of methyl parathion and carbaryl. The results indicate that the load of the pesticide-resistant population is dependent on the nature of pesticides and also is field-dependent. The result also indicated that they are able to utilize all the three pesticides at lower concentrations, although at varying degrees, and in our observations, 0.1% concentration of the pesticide suppressed the growth of heterotrophic bacteria in the soils of most of the cultivating fields.

When pesticides (lindane, methyl parathion, and carbaryl) were added to sample 6 (pea plant without pesticides), the heterotrophic bacteria could only tolerate very low concentrations of pesticides. The explanation for this could be that in soils where there have been no previous applications of the same pesticide or another pesticide with a similar chemical structure, heterotrophic bacteria will not be able to degrade or utilize the compound at an accelerated or enhanced rate (Arbeli & Fuentes 2007).

CONCLUSION

The pesticide residues in the agricultural field soil can give the required selective pressure for the emergence of pesticide-resistant microorganisms. The load of the pesticide-resistant population in the soil samples incorporated with lindane was very low compared to pesticide-resistant populations of methyl parathion and carbaryl. The lindane and methyl parathion-resistance bacterial load were high in snake gourd and bitter gourd areas while the carbaryl resistant bacterial load was high in pea plant growing area.

Results of this study indicated that heterotrophic bacteria can withstand lower concentrations of the pesticides lindane and methlyparathion (0.01% and 0.001%), while a higher concentration of carbaryl (0.1%) could only be tolerated.When the pesticides (lindane, methyl parathion, and carbaryl) were added to sample 6 (pea plant soil where there was no addition of pesticides), the heterotrophic bacteria could only tolerate very low concentrations of pesticides. The results of the mean pesticide-resistant bacterial load, when compared to normal THB of soils, indicate that pesticides exhibited an inhibitory effect on the heterotrophic bacteria of soils collected from different agricultural fields and the pesticide-resistant bacterial load was lower than normal THB.
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ABSTRACT

Biomonitoring is a key solution for assessing the effects and risks of pollutants to preserve the most vulnerable ecosystems, including aquatic ecosystems. This study aims in establishing the gastropod *Lymnaea stagnalis*, as a sentinel species to assess the water quality of the El-Malah river in the Algerian North-West. Three sites were chosen along the river: upstream (US), midstream (MS), and downstream (DS). The responsiveness of the aquatic snails has been compared using physiological and biological markers: condition index (CI), volumetric condition index (VCI), acetylcholinesterase (AChE), glutathione s-transferase (GST), and catalase (CAT). Additionally, the occurrence of changes in biometric parameters of the specimens has also been treated: shell height (SH), shell thickness (ST) total weight (TW), and the ratio ST/SH. Snails from the site MS reacted in front to the water deterioration with low biometric values (ST 1.28 ± 0.17 cm; SH 1.83 ± 0.20 cm; TW 2.95 ± 0.69 cm), and condition indices values (CI 31.19 ± 3.58; VCI 2.09 ± 0.53 g.cm$^{-3}$), thereby signaling smaller individuals compared to the population of site US. Whereas, no specimen was recorded in the site submitted to wastewaters discharge (DS). This indicates that the degradation of the water quality affected the growth and the viability of the snails. Furthermore, a significant induction in the GST activity (88.98 ± 10.72 nmol min$^{-1}$mg$^{-1}$), and a significant inhibition in the CAT activity (82.85 ± 9.49 µmol min$^{-1}$mg$^{-1}$) were recorded in the site MS, whereas no statistically significant variation was observed in AChE activity. *L. stagnalis* demonstrated biological and physiological variability between the studied contrasting sites of the El-Malah River. These results allow us to propose this species as a model in the ecotoxicology of western Algerian freshwaters.

INTRODUCTION

Earth’s freshwater surface accounts for only 3% of the total volume of terrestrial water. This surface supports life and other services that are vital to human well-being (Reddy et al. 2018), and are therefore important to survey and protect. In the North-Algerian fringe, rivers are vulnerable ecosystems because of the increase of anthropic pressure, i.e., water uses, mostly for irrigation, and industrial, agricultural, and domestic discharges. Thus, we need robust monitoring tools to survey the quality of these aquatic systems and protect their biodiversity.

Sentinel organisms can allow determine hot spots of pollution in rivers (Goncharov et al. 2020). But these organisms should have a wide geographical distribution and should be sensitive to environmental constraints. Currently, no sentinel organisms are known for monitoring western Algeria freshwaters.

Worldwide, the most used sentinel species for aquatic systems are Mollusks. For salt and estuarine waters, some researchers used clams to evaluate the water quality in Spain (*Ruditapes philippinarum*) (Maranho et al. 2015), or India (*Meretrix casta*) (Avelyno et al. 2018). In recent studies, we successfully used the filtering mussel *Mytilus galloprovincialis*, as a bioindicator for evaluating the state of the Algerian coasts (Benali et al. 2017). Regarding freshwaters, zebra mussels *Dreissena polymorpha* have been proposed as possible reference bioindicator organisms (Châtel et al. 2015). However, bivalve-filtering organisms, which could be used as sentinel organisms, have not yet been identified in freshwater biotas from Northwestern Algeria. It would be therefore important to test and select an available sentinel species.
that is endowed with specific reactivity to environmental stress. Besides filtering organisms, gastropods are of particular interest for monitoring the pollution of aquatic areas. They can be found in all types of freshwater ecosystems (stagnant and current), where they constitute up to 50% of the benthic invertebrate biomass (Cummings et al. 2016). Indeed, gastropods have well-suited characteristics for ecotoxicology surveys: 1) they have limited migration patterns allowing for assessing site-specific impacts (Smitha & Mustak 2017); 2) they play a significant role as links in the food chain, as primary consumers (grazers and detritus feeders) (Côte et al. 2015); 3) as potential bio accumulators, they can give some indications on the behavior of persistent pollutants and their bioaccumulation potential. For all these reasons, it is interesting to test and evaluate gastropods as early warning sentinels of habitat deterioration in local freshwater biotopes.

A good candidate would be the gastropod *Lymnaea stagnalis* which is a fairly common species in ponds, lakes, and rivers across the northern continents of the world (Kemenes & Benjamin 2009), and the countries of northern Africa, such as Algeria. This snail has already been used to monitor the effects of organic and non-organic chemicals, and it was described as a model of choice for the study of human-induced ecotoxicological and evolutionary processes (Côte et al. 2015). Furthermore, this species was studied in the laboratory through bioassays tests using biological markers as pollution early-warning systems (Bouétard et al. 2013, Atli & Grosell 2016, Lance et al. 2016), but has not yet been used in biomonitoring studies conducted in the field. Through this study, we would like to demonstrate our interest in this species and establish it as a model for monitoring freshwater ecosystems in Algeria. Moreover, it is relevant and important to improve the knowledge of the sensitivity of biological responses of this organism, using ecotoxicological tools such as biomarkers, and to provide the first data on the health status of Algerian rivers through biomonitoring surveys.

Among other parameters, biomarkers are reliable and valuable indicators of toxic effects on bio-sentinel organisms (Valavanidis et al. 2006). They are considered the most promising tool in environmental health surveys. The primary goal of using biomarkers is to allow the early detection of pressure due to pollution (Nickolson & Lam 2005) at the biochemical, physiological, and behavioral levels before a dysfunction is visible at the community and ecosystem levels (Amiard et al. 1998). Physiological indices have also shown to be suitable indicators of chemical stress (Guerlet 2007). They serve to provide information on the physiological state and growth of organisms (Andral et al. 2004) and indicate physiological disturbances between populations (Benali et al. 2017). By combining physiological and biochemical measurements (biomarkers), we can estimate the degree of chemical stress the organism was exposed to and therefore determine hot spots of pollution (Sharifinia et al. 2016). Furthermore, the quality of the habitat’s water can be determined by the measurements of physico-chemical parameters. A relationship between the biotope’s abiotic factors and the dynamics of gastropod populations (growth, survival) has already been demonstrated (Smitha & Mustak 2017).

Three biomarkers were chosen because of their biological involvement and their usual use in ecotoxicology surveys. 1) Catalase (CAT) is an intracellular antioxidant enzyme involved in defense systems against radicals: reactive oxygen species (ROS), produced by oxidizing ambient pollutants (Benali et al. 2015). CAT is essential for the degradation of hydrogen peroxide (H$_2$O$_2$). H$_2$O$_2$ is a precursor of the hydroxyl radical and is a species that is reactive with O$_2$ causing DNA damage (Halliwell & Gutteridge 1999). 2) GST is an enzyme family involved in the metabolism of glutathione which belongs to non-enzymatic antioxidant systems (Valavanidis et al. 2006). GST is also known to be involved in the biotransformation mechanism of organic compounds in freshwater Mollusks (Lance et al. 2016). 3) Acetylcholinesterase (AChE) is a neurotoxicity biomarker. They participate in the functioning of the central and peripheral nervous systems. AChE is commonly used to detect the toxicity of organophosphate and carbamate pesticides (Tufi et al. 2016), but this enzyme is also sensitive to heavy metals (Mora et al. 1999) and hydrocarbons in Mollusks (Kopecka et al. 2006) and even plant oils (Lopez et al. 2015) and the temperature (Bocquené & Galgani 1998, Benali et al. 2015) can influence its activity.

The main goal of this study is to demonstrate the sensitivity and the usefulness of aquatic gastropod *Lymnaea stagnalis* as an ecological descriptor, of water quality in freshwater ecosystems from North-Western Algeria. This was done using morphometric parameters and measuring physiological and biochemical markers in individuals collected from different sites of the El-Malah River. We have also measured the water physico-chemical parameters of the study sites.

**MATERIALS AND METHODS**

**Sampling Sites and Strategy**

The El-Malah River has located 65 km from the city of Oran, which is the main city in western Algeria. This river is among the most important rivers in terms of flow and volume of water in western Algeria and is characterized by brackish water. Because of the urbanization, the river carries domestic
wastewater from several municipalities and as well from an industrial detergents fabricant. Moreover, an important agricultural area borders the river.

Three contrasting locations in El-Malah River were considered: upstream (US), midstream (MS), and downstream (DS) (Fig. 1). Into the river, we sampled *L. stagnalis* in two locations: US and MS, during the winter season, 2017. At the DS site, no specimen was noticed.

- The upstream side (US) (35°20’47.34’’N, 0°59’06.62’’W). This site seemed like a relatively preserved area regarding the clearness of the water and the biodiversity of species. Near this location, there is a freshwater source about 200m from the sampling point. In this study, the US is considered as a less impacted area in the river (reference site).
- The midstream side (DS) (35°21’03.83’’N, 0°59’42.53’’W). At this site, the water is muddy and the specimens are less developed morphologically than in the US. This place is characterized by a very important agricultural area with many cultures, and a part of the irrigation water is pumped directly from this site. We also noted the presence of metal and plastic wastes.
- The downstream side (DS) (35°24’57.76’’N, 1°4’50.86’’W). This side of the river is subject to a flow of wastewater from two neighboring localities (3830 m$^3$ d$^{-1}$), and an industry of detergent. As specified before, no specimen of the species *L. stagnalis* was observed in the river after the discharge of the sewage.

Samples of water were collected on the surface using polyethylene bottles, previously washed with distilled water. They were transported and frozen at -20°C in plastic bottles until physico-chemical analyses.

Twenty specimens of pond snail *L. stagnalis* (1.6±0.2 cm), were collected from each of the sampling areas. The specimens were immediately transported to the laboratory, where the morphometric measurements were done for the calculation of condition indices and the ratio. After a stabiling period of 48 H, the whole soft tissue of the rest of the organisms was dissected and then stored at −80 °C for the biochemical measurements.

**Hydrological Parameters**

Collected water samples in the three stations mentioned above were tested for different physico-chemical parameters. The water temperature was measured *in situ* and the other parameters: pH, electrical conductivity (EC), suspender matter, total phosphate, and orthophosphate were performed in the water company of Oran SEOR. The pH was measured with a

---

**Fig. 1:** Schematic locations of the study sites.
Biometric Parameters and Physiological Condition Indices: Morphometric parameters of fifteen specimens were considered in this study, including the shell high (SH), the thickness of the shell (ST), the total weight of the specimen (TW) (Fig. 2), and the ST/SH ratio (Zbikowska & Zbikowski 2005). We also calculated two condition indices to determine the physiological condition of the specimens: 1) CI: condition index, based on the wet chair. It is calculated using the ratio of (weight of soft tissues/total weight of specimens) multiplied by 100 (AFNOR 1985). 2) VCI: Volumic condition index, based on the shell volume. It is calculated according to the equation: $3 \times \text{weight of soft tissue} / (\pi \times \text{ST})$, assimilated to the diameter of the cone basic disk)/2 $\times$ SH (g.cm$^{-3}$) (Guerlet 2007).

Biochemical Markers

Three biomarkers were analyzed in the snails (AChE: acetylcholinesterase, CAT: catalase, and GST: glutathione S-transferase). Before the analyses, the whole soft tissues of five snails were dissected. For measuring AChE, the tissues were ground and homogenized in Tris–HCl buffer (0.1 M, pH 7.5) (1:4 w/v), while for the measures of CAT and GST, the tissues were ground in phosphate buffer (100 mM, pH 7.4) (1:5 w/v). The homogenates were centrifuged at 9000 g for 20 min at 4°C (Benali et al. 2017). Aliquots of the supernatant (S9 fraction), containing the cytosol, endoplasmic reticulum, Golgi apparatus, and cytosolic proteins, were frozen at -80°C until analysis.

The AChE activity was assayed by the method of Ellman et al. (1961). Acetylthiocholine is hydrolyzed by AChE to acetic acid and thiococholine. According to this method, the catalytic activity is measured by the increase of the yellow anion, 5-thio-2-nitrobenzoate (TNB), which absorbs at 412 nm; TNB is produced from thiocholine when it reacts with 5, 5-dithio-bis-2-nitro benzoic acid (DTNB). The enzyme kinetics reaction is measured for 20 min at 25°C using a spectrophotometer. For this method, 50 μL of S9 was added to a reaction mixture containing 850 μL Tris–HCl (0.1 M pH 7.5) and 50 μL (1875 mM) DTNB. After preincubation, the reaction begins with the addition of 50 μL of 8.25 mM acetylthiocholine. AChE activity was expressed in nmoles of thiocholine produced/min/mg protein.

The reaction mixture for the determination of GST activity consists of 20 mM of 1-chloro-2,4-dinitro-benzene (CDNB; Sigma) dissolved in 100 mM phosphate buffer at pH 6.5 with 100 mM of reduced glutathione and 10 μL of the supernatant fraction S9. GST activity is determined at 340 nm at 25°C for the 30s according to Habig et al. (1974). The results are calculated as nmol of substrate hydrolyzed min$^{-1}$ mg$^{-1}$ relative to the protein in the sample.

CAT activity was determined following the method described by Claiborne (1985), i.e., through the measurement of the rate of enzymatic decomposition of H$_2$O$_2$ as a substrate at 240 nm for 30 s at 25°C. In this application, 750 μL of phosphate buffer (100 mM, pH 7.4) was added to 200 mL of H$_2$O$_2$ (500 mM) in a spectrophotometer tank. The enzymatic reaction starts by adding fraction S9. Enzyme activity was expressed in μmole of H$_2$O$_2$ hydrolyzed/min/mg protein.

The quantity of proteins present in the S9 fraction was determined via the Coomassie blue method using bovine serum albumin (BSA) as the standard. The absorbance of samples was measured at 595 nm according to Bradford (1976).

Statistical Analyses

Twenty specimens of _L. stagnalis_ were collected per station for the calculation of physiological indices and biochemical measurements, which represent a total of 40 gastropods. Data are expressed as the mean ± standard deviation. The data were tested for homogeneity of variance through a Levene test. Significant variations of biochemical markers and physiological indices recorded between the different study sites were tested with a one-way analysis of variance (ANOVA) at $p<0.05$. Post-hoc comparisons were made using the significant honest difference (HSD) Duncan test ($p<0.05$, $p<0.001$), to discriminate between sites. Statistical analyses
were performed using the STATISTICA software program (v. 6.1.478.0 Statsoft).

RESULTS AND DISCUSSION

The general objective of the study was to evaluate if *L. stagnalis* could be sensitive to environmental disturbances and therefore used as sentinel species. This was done by studying their physiological and biochemical changes in different parts of the river, two sites presumed polluted (mid and downstream) in comparison with another site ostensibly less polluted (upstream). We first analyzed the physical appearance of the sampling sites.

Physico-Chemical Parameters

The physico-chemical water quality of the El-Malah River has been determined in the three study sites: US, MS, and DS. The recorded analysis results shown in Table 1 have been compared to international standards of the World Health Organization (WHO 2006).

The results indicate that the values of the different parameters vary generally between the sites. Temperatures of the river water are higher in the site US (14°C), in comparison with the site MS (12°C), and the site DM (12°C), because of the naturally warm groundwater source that joins the river not far from the site US and warms this place. The pH of the water is higher in the site submitted to the flow of wastewaters (DS) (8.2), compared to US (7.21), and MS (6.98). The suspended matters (SM) are higher in the site MS (90 mg.L⁻¹), and the site DS (30 mg.L⁻¹), compared to the reference site (US), exceeding the threshold tolerable by WHO (30 mg.L⁻¹). The elevation of suspended matters might be related to anthropic releases (wastewaters), and the clay nature of the floor. In the same line, we observe high concentrations of PO₄³⁻ and total phosphates in the impacted sites MS (0.071 mg.L⁻¹ and 0.227 mg.L⁻¹, respectively), and DS (1.73 mg/l and 2.95 mg/l, respectively), compared to the reference site the US, with an exceedance of WHO permissible values in the site DS. These results indicate a longitudinal degradation of the water from the site US to the site DS, particularly linked to agriculture runoff containing fertilizer and wastewater outlets. Indeed, various authors described that the increase in the values of orthophosphates is a sign of urban influence (Peric et al. 2018), such as agriculture and wastewaters (Sharma et al. 2016, Sunantha & Vasudevan 2016). The electrical conductivity values (EC) are higher in all the studied sites: (8400 μs.cm⁻¹); MS (8750 μs.cm⁻¹); DS (5750 μs.cm⁻¹). The high conductivity of El Malah river water is normal due to its brackish nature. However, the low value of the conductivity in the site DS could be linked to the significant inflows of wastewater which would dilute the water.

Growth and Physiological Condition

The mean values of morphometric parameters (shell height, shell thickness, and total weight), and biometric ratio (ST/SH) for *L. stagnalis* are presented in Table 2. The general observation of the results shows significantly lower values (p<0.05) of all morphometric parameters (ST, SH, and TW) in the population collected midstream the river (MS) compared to the reference population collected upstream (US). Whereas no specimens were recorded in the site DS, which is subjected to a flow of wastewaters. The obtained results in the site MS suggest that the specimens sampled at the site exposed to human activity are smaller in size and therefore less developed than those from the reference site. This could indicate that degradation of river water quality affects snail growth. The shell morphological variability of *Lymnaea* has already been described as the result of an environmental influence (Zbikowska & Zbikowski, 2005), and a relationship was established between abiotic factors and the dynamics of gastropods (growth and survival) (Smitha & Mustak 2017). Moreover, the reduction of shell growth could be also related to the presence of pollutants such as trace metals, in particular, Zinc. Indeed, Soto et al. (2000)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>US site Winter 2017</th>
<th>MS site Winter 2017</th>
<th>DS site Winter 2019</th>
<th>WHO standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>T [°C]</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>15-21</td>
</tr>
<tr>
<td>pH</td>
<td>7.21</td>
<td>6.98</td>
<td>8.2</td>
<td>6.5-8.5</td>
</tr>
<tr>
<td>Conductivity [μs.cm⁻¹]</td>
<td>8400*</td>
<td>8750*</td>
<td>5750*</td>
<td>1500</td>
</tr>
<tr>
<td>Suspender matter SM [mg.L⁻¹]</td>
<td>20</td>
<td>90*</td>
<td>32*</td>
<td>30</td>
</tr>
<tr>
<td>Total phosphate [mg.L⁻¹]</td>
<td>0.048</td>
<td>0.071</td>
<td>1.73</td>
<td>0.5</td>
</tr>
<tr>
<td>Orthophosphate PO₄³⁻ [mg.L⁻¹]</td>
<td>0.150</td>
<td>0.227</td>
<td>2.95</td>
<td>1</td>
</tr>
</tbody>
</table>

* Exceeding the WHO standards; - No threshold values.
summarized in their work that the reduced growth of flesh and shell of *Mollusks* (in their study case, mussels), was related to the bioavailability of Zinc in the environment. As described above, the midstream side of the river could be exposed to pesticides, containing Zinc, from agricultural lands near the sampling point. Alternatively, reduced shell growth could be related to other natural factors such as seasonal variations and food availability. In view of our results, we can suggest the use of the shell size of specimens as an indicator of habitat deterioration. The ratio (ST/SH) gave similar results for both populations indicating a similar shape of the shells. According to Zbikowska & Zbikowski (2005), this index indicates a slender shell shape when values are low and a large shell shape when values are high. Our results demonstrated that the water degradation of the river did not affect the morphological shape of specimens. Other studies on the subject could indicate if it might be a difference between populations of snails from other rivers. The disappearance of snails in the part of the river subjected to wastewater (DS) could indicate that pollution by domestic and/or industrial effluents has a strong impact on our species of snails.

Fig. 3A and 3B present the comparison of the results of physiological indices (CI and VCI) of the populations from the sites US and MS. The digital data of analyses are given in the Supporting Information. Here too, we have recorded the same general trend. The lower values were found in the population MS compared to the reference population US, with significant differences for CI (p<0.05). Condition indices express the soft-tissue mass in relation to the total mass or measurements of the shell. Generally, we record high values of condition indices in the presence of organic matter of natural origin (algae, phytoplankton bloom) (Romeo et al. 2003) or anthropogenic origin (municipal waste) (Schiedek et al. 2006). In our case, the high values of CI and VCI at the site US can be related to the high biomass of algae *Cladophora sp.*, that adult snails are very fond of. Indeed, as it was mentioned above, the site US seemed relatively preserved and characterized by the biodiversity of species. However, the significant low values of the condition indices in the site MS might reflect the consequences of pollution, as this site is exposed to strong agricultural activity. Indeed, Guerlet (2007), described limitation of the growth has already been demonstrated, in the *L. stagnalis* exposed to high concentrations of herbicides (Diquat). In the same study, a negative correlation between ICV and the degree of contamination by heavy metals and HAPs in the Zebra mussels *Dreissena polymorpha* was demonstrated.

**Biochemical Markers**

Fig. 4 compares the measured biomarker variations (GST,

<table>
<thead>
<tr>
<th></th>
<th>ST [cm] (Mean ± SD)</th>
<th>SH [cm] (Mean ± SD)</th>
<th>TW [g] (Mean ± SD)</th>
<th>ST/SH (Mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US site</td>
<td>0.62 ± 0.08</td>
<td>1.77 ± 0.22</td>
<td>1.07 ± 0.20</td>
<td>0.35 ± 0.05</td>
</tr>
<tr>
<td>MS site</td>
<td>0.54 ± 0.08*</td>
<td>1.56 ± 0.14</td>
<td>0.78 ± 0.17*</td>
<td>0.35 ± 0.04</td>
</tr>
<tr>
<td>DS site</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

SD: standard deviation; * Significance set (bold*) at p<0.05; – No specimens

![Fig. 3: Condition indices (n = 15, mean ± SD); A) condition index (CI), B) volumic condition index (VCI) (g.cm^-3) of *L. stagnalis* collected from Upstream (US) and Midstream (MS) of the River. * Indicates the difference between sites is significant at p<0.05.](image-url)
CAT, and AChE) between the populations of snails collected from the site US and the site MS. Fig. 4A is a comparison of GST activity between the studied sites and shows a highly significant difference \(p<0.05\), between the two populations of snails, with high values in the population of site MS. This induction of this enzymatic activity could be due to the presence of stressors such as pollutants of organic, biological or chemical nature. For example, a strong induction of GST activity has been demonstrated by exposing \(L. \text{stagnalis}\) to herbicides: glyphosate (Lance et al. 2016), diquat and aural (Guerlet 2007), copper sulfate contained in fungicides and molluscsicides (Côte et al. 2015), and even during exposure to secondary metabolites of cyanobacteria (Lance et al. 2016). It has also been shown the role of GSTs in the detoxification of organic compounds such as organochlorines, in other mollusks, such as bivalves (Damiens et al. 2007). Moreover, in the presence of metal excess, gastropods may respond through mechanism adjustments, such as the bio-transformation system (detoxification) (Côte et al. 2015), to which GSTs enzymes belong.

Fig. 4B shows a significant variation \(p<0.05\) in CAT activity between the different sites, with the lowest value in the site MS, which is in contrast to the results of GST activity. As cited above, these enzymes participate in the anti-oxidant defense systems against radicals. The decrease in CAT activity in the site MS might suggest that the enzymes have been submerged by the production of ROS upon exposure to oxidative stressors, such as pesticides, heavy metals, complex effluents, etc. (Guerlet 2007). Indeed, a collapse of the antioxidant defense mechanism, via the CAT activity, has already been demonstrated in several studies. Several authors have reported that long periods of exposure to contaminants, such as metals (Stohs et al. 2000, Duarte et al. 2011) or cyanobacteria toxins (Lance et al. 2006), can invade the antioxidant defense in the Mollusks. For instance, in the case of mussels, authors refer to a “biochemical adaptation” in the CAT responses (Lionetto et al. 2003), and their induction/inhibition depending on pollutant concentrations (Atli & Grosell 2016), the exposure time (Duarte et al. 2011), tissue or species (Atli & Grosell 2016).

No variation was statistically highlighted for the AChE activity between the studied sites (Fig. 4C). The values are substantially similar, to the last significant digit. Several hypotheses can be suggested to interpret our results. This could indicate that 1) there is no neurotoxic compound that may affect AChE activity in the presumed affected site DS; 2) pollutants are not present at a toxic dose; 3) snails have not been exposed to pollutants long enough for the toxic

---

**Fig. 4:** Biomarker activity \((n = 5, \text{mean} \pm \text{SD})\); A) glutathion-s-transferase (GST), B) catalase (CAT) and C) acetylcholinesterase (AChE) in \(L. \text{stagnalis}\) collected from Upstream (US) and Downstream (DS) of El-Malah River. * Indicates the difference between sites is significant at \(p<0.05\) and *** significant at \(p<0.001\).
effect to be expressed on cholinesterase activity; 4) both populations are prone to neurotoxic damage because of the presence of neurotoxic compounds. Comparing the level of AChE activity obtained for our species (09.86-11.87 nmol min⁻¹ mg⁻¹) with the literature, we can suggest that our last hypothesis might be the most plausible. Indeed, Gaignaire et al. (2008) have recorder values of 11.4-4.9 nmolmin⁻¹ mg⁻¹ in freshwater gastropods Potamopyrgus antipodarum exposed to an organophosphate and Schiedek et al. (2006) have reported low values of AChE activity, between 25-40 nmol min⁻¹ mg⁻¹, in mussels at a site characterized by agricultural dominance. A decrease in the cholinesterase activity was extensively described (Tufi et al. 2016) depending on the time and dose of pollutants, such as insecticides (Lionetto et al. 2003, Gaignaire et al. 2008). However, the low values could be also related to the presence of heavy metals (Mora et al. 1999), hydrocarbons (Kopecka et al. 2004), and even the temperature can influence the enzyme activity (Bocquéné & Galgani 1998, Benali et al. 2015).

CONCLUSION

The presented pilot study aimed to propose the freshwater invertebrate Lymnaea stagnalis, as a model in ecotoxicology in west Algerian rivers. Our observations and results on the El Malah river revealed a longitudinal decrease in water quality, reflected by higher values of MS and nutrients (phosphates), and the presence of wastewater discharges. The physiological indicators measured on the L. stagnalis individuals showed that the snail’s growth was affected by river quality decrease and that a high level of pollution, led to the disappearance of the species. The antioxidant biomarkers showed significant variations in GST and CAT activities between populations, but no significant variability was observed for AChE activity.

This study allowed establishing a link between the absence of Lymnaea stagnalis and urban wastewater discharges and highlights the toxic effects of pollutants in the sites situated within the agricultural region. Considering the observed variability in the physiological and biochemical comportment of the snails L. stagnalis in the contrasted habitats, we suggest that freshwater species would be a suitable bioindicator of contaminant distribution within the river.
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ABSTRACT

India has seen some of the most damaging social and environmental effects of air pollution in recent times. It has also committed at the COP 21 in Paris to help reduce global warming. Following this voluntary agreement, India plans to increase the share of electric vehicles to 30% of total vehicles sold by 2030 to reduce air pollution. This paper studies the major financial incentives and policy measures undertaken since 2015 as part of the EV policy and views it through the lens of the Environmental Policy Framework, which considers five major types of instruments: Regulations and Standards, Green Taxes, Incentives, and Subsidies, Carbon Credits and Voluntary Negotiations. Another instrument called ‘Information Dissemination Measures’ is added to this framework to help evaluate the current EV policy. We find that while there are good financial incentives, to begin with, charging infrastructure and research in battery technology needs to be increased in India. There is also an urgent need to improve communication and awareness about EVs and their role in the reduction of pollution to help overcome the hesitancy in adopting this new technology.

INTRODUCTION

Global Warming has a direct connection with air pollution, especially with the emission of greenhouse gases. India has witnessed some of the most damaging environmental and social effects of air pollution in recent periods. It is estimated that about 1.2 million people in India died prematurely in 2019 from diseases directly related to air pollution (IEA 2021), making it the fifth leading cause of death in the country. Six of the ten most polluted cities in the world are situated in India (IEA 2021). In most cities, particulate matter concentration has constantly exceeded international and local standards, thus having an adverse effect on the quality of air inhaled by citizens. Close to half of India’s population lives in areas having less than seven months of ‘clean air days’ as defined by the Central Pollution Control Board (CPCB) of India. The push for a better standard of living by increasing industrial activities has increased Carbon Dioxide emissions by over 55% in the last decade and is expected to go up by another 50% by 2040, thus making India one of the largest contributors to growth in carbon dioxide emissions worldwide (IEA 2021).

It has also committed to reducing global warming to below 1.5 degrees Celsius compared to pre-industrial levels. Currently, India is considered the only G-20 nation to be on track to achieve the renewable energy targets commensurate with a reduction of 2 degrees of global warming (Dubash et al. 2018).

About a third of the air pollution is caused due to transportation. Almost 40% of Nitrogen Oxides and 14% of Carbon dioxide emissions in India are due to transportation sector activities (Climate Transparency 2020). Efforts towards electrification of road transport and commissioning stringent emission norms can contribute significantly towards the reduction of sulfur dioxide, nitrogen oxides, and particulate matter emissions. This has a positive impact on the achievement of Sustainable Development Goals as agreed at the UN. The overall move towards electrification of vehicles can help in the achievement of SDG 7 (Affordable and sustainable energy), SDG 11 (Sustainable cities), and SDG 13 (Combat climate change and its impacts).

Technology is expected to play an important role in countering climate change and measures to mitigate the pollution. In its report, ‘Air Pollution and Climate Policy Integration in India-Frameworks to deliver co-benefits, the International Energy Agency (2021) has suggested linkages between mitigative technology in certain sectors and environmental benefits as shown in Table 1.
India plans to increase the share of electric vehicles (EVs) to 30% of total vehicles sold, by 2030 in its effort to meet the EV 30@30 agreement. By 2040, 15% of four-wheelers and more than half of the two and three-wheelers in India are expected to be electric. The sale of electric vehicles in India has grown seven-fold from 22,000 units in 2015-16 to 155,400 units in 2019-20. Over 90% of these vehicles are electric two-wheelers (Society of Manufacturers of Electric Vehicles, n.d.). However, even with this growth, the sale of electric vehicles represents less than 1% of the total vehicles currently sold in India. This implies that unprecedented and imaginative measures will be required to meet the target of EV 30@30 policymakers. The initial push toward the adoption of EVs in India started with the National Electric Mobility Mission Plan launched in 2013 with the aim of having sales of 6 to 7 million electric and hybrid vehicles by 2020 (Dixit 2020). Thereafter, the government launched the Faster Adoption and Manufacturing of (Hybrid &) Electric Vehicles in India (FAME-India) Scheme in 2015 to give a clearer vision to the EV adoption plan.

This study analyses the incentives and measures undertaken as part of the overall policy to help increase the adoption of EVs in India. These measures are analyzed using the Environmental Policy Framework and its components to understand the balance of different types of policy instruments.

This introductory section is followed by the literature review and conceptual framework of environmental policy. Thereafter, the financial incentives and other measures are identified in the subsequent section. The findings are linked with the conceptual framework in the Analysis section. The conclusions and recommendations follow the analysis.

PAST STUDIES

Toxic emissions from ICE vehicles are a major contributor to air pollution (Khurana et al. 2020). EVs can reduce air pollution, noise pollution, and greenhouse gas emissions from transportation activities, in addition to being energy efficient (Brady & O’Mahoney 2011, Figenbaum et al. 2013, Hawkins et al. 2013). EVs can contribute to the reduction of oil demand, emission of carbon dioxide, and dependence on non-renewable sources of energy. They could facilitate a shift toward clean energy production, thus having a positive impact on the pollution levels in the country (Gomez Vilchez et al. 2013).

Despite the doubling of absolute carbon dioxide emissions, India is likely to meet its obligations made in Paris 2015 by the year 2030. On a per-capita basis, these emissions would be lower than current world averages. However, these forecasts assume that there will be a reduction from the current electricity demand estimates and a faster transition to energy from renewable sources (Dubash et al. 2018).

Tarei et al. (2021) identified five categories of factors that create barriers to the adoption of EVs: infrastructural issues, financial barriers, behavioral issues, technical factors, and external influences. An environmental policy aimed at encouraging the adoption of EVs can help overcome these barriers. Further, the sale of EVs increases not just with incentives, but also with a range of attractive cars to appeal to the social needs of customers (Figenbaum et al. 2013).

The components of each country’s EV policy must be considered by looking at the characteristics of the economy and behavior patterns of the population (Rietmann & Lieven 2019a). An ideal policy mix would consist of tools to incentivize production and adoption of EVs on one hand and ban or disинcentivize production and use of polluting vehicles on the other hand. It would be easier to target two-wheelers in the EV market due to their relatively low prices and to benefit the users of two-wheelers, who are more exposed and affected by air pollution (Shashidhar 2021, Vidhi & Shrivastava 2018).

Monetary incentives, regulatory measures, and infrastructure development have a positive correlation with the increase in the market share of EVs (Shekhar et al. 2019). Subsidies or tax benefits can provide the initial push to reduce air pollution (Wang & Fang 2018) and switch to EVs, followed by an increase in charging infrastructure (Rietmann & Lieven 2019b). An appropriate mix of policy tools is required for this change, which includes standards and norms in tandem.
with incentives, or a ‘carrot and stick’ policy (Arimura 2008, Gomez Vilchez et al. 2013).

In addition to command-and-control tools and market-based incentives, there can be information-based instruments to help encourage eco-innovation. These information-based instruments could be voluntary in nature, such as the disclosure of emissions, potential environmental threats, etc. (Liao 2018). Leurent and Windisch (2011) found that in addition to command-and-control tools and market-based incentives there is another category called ‘communication and diffusion instruments’ that creates public awareness about EVs and encourages behavioral change. It consists of marketing and publicity activities and tries to understand and address the consumers’ uncertainty about the use of EVs and related infrastructure.

Consumers’ intention to adopt EVs is affected by attitude, usefulness, ease of use, and financial incentives among other factors. However, uncertainty or negative views of the consumer could impact the decision to buy an EV (Jaiswal et al. 2021). The purchase intention of an EV also depends on the buyer’s attitude and impact on self-image. Advertising campaigns could appeal to the potential buyers’ concern for the environment, and the possibility of being seen as high-status people and new technology adopters (Khurana et al. 2020). The Indian market is cost-sensitive, and ownership of cars represents a higher social status (Parmar et al. 2021).

Bakker & Trip (2013) forwarded six major suggestions for authorities to promote EVs: 1) Subsidies for consumers and EV businesses 2) Charging infrastructure to be set up at strategic locations- these public stations can also increase visibility and awareness, 3) Regulatory measures- these include free or discounted parking fees, permitting EVs on limited-access roads, toll discounts, mandating new housing projects to be EV ready, 4) Creating and spreading awareness through websites or apps with information about charging points, vehicles, etc., 5) Public transport through electric buses, and 6) Coordination between different forms of government, at the local, national and international level to ensure smooth and effective implementation of the EV strategy.

By encouraging newer technologies that reduce vehicle emissions, the quality of life is enhanced and so is the overall development of the region (Vidhi & Shrivastava 2018). While environmental subsidies can have a positive impact on an increase in environmental technology innovation and patents (Xiong & Shen 2020), this increase could be at the cost of the quality of patents and innovations (Han 2021). Among the strategies to reduce the cost of batteries which is one of the most expensive components of an EV, the top four strategies included incentives for cell manufacturing, improving the availability of critical raw material and components to manufacture batteries, laying down standards and quality norms, and development of ancillary industries (Shekhar et al. 2019).

Greater coordination among stakeholders like city planners, municipal corporations, state, and central governments, electricity companies, and EV manufacturers is essential for the success of the EV policy (Bakker & Trip 2013, Shashidhar 2021). Dixit (2020) suggested three types of business models for the early adoption of EVs. The first is the PPP model, where the central government funds the electrification of state bus fleets, and the state government and private sector together collaborate to set up charging infrastructure. The second model is the pure government model, where the government decides to convert its entire fleet of vehicles to electric mode and sets up charging infrastructure using the services of public sector units. The third model is the manufacturer model where the EV seller sees a business opportunity in selling EVs and setting up charging infrastructure to attract users to the charging stations. Examples of all three models are seen in India in different contexts.

CONCEPTUAL FRAMEWORK FOR DEVELOPMENT OF ENVIRONMENTAL POLICY

The conceptual framework for the development of an Environmental policy relies on two major categories of policy tools- Tax measures and non-tax measures. The tax measures include green taxes and incentives, while the non-tax measures include regulations, pollution permits, and voluntary negotiations. Alternatively, policy instruments have also been classified as command-and-control and incentive-based instruments. Literature suggests that an ideal environmental policy consists of some or all of these instruments, in varying proportions based on the need and characteristics of the economy (Arimura et al. 2008, Blackman & Harrington 2000, Braadbaart 1998, Gomez Vilchez et al. 2013, Kolstad 2000, Ligthart 1998, Wilson 1996).

The five types of instruments commonly used in the creation of environmental policy are outlined as under:

Regulations and Norms: These are alternatively called command-and-control measures and include bans and restrictions. If imposed in isolation, they could have a counter-productive effect and may induce polluters to misreport information and sidestep these regulations (Blackman & Harrington 2000, Ishikawa et al. 2012, Kolstad 2000). They also entail a systemic cost of reporting and conveying information (Joshi et al. 2001).

Pollution Permits: The most common permits are called carbon credits globally. They are a category of economic
Instruments that allow businesses to buy and sell the right to pollute. Typically, if a business pollutes less than the norm, it earns credits to the extent of pollution saved. It can sell these credits to firms who have polluted more than the norms and by purchasing these credits, the polluting firms avoid being penalized. The major concern with this instrument is that it does not reduce pollution but simply shifts its location.

**Voluntary Negotiations:** An example of this could be the Paris 2015 agreement, where countries voluntarily decide to reduce pollution. This could be further picked up at the national level by companies wanting to project a more environment-friendly image and agreeing to accept pollution abatement technology.

**Green Taxes:** Taxes that try to internalize the cost of negative externalities due to pollution are called green taxes (Ligthart 1998). While these taxes are usually imposed on polluters, they can also be viewed as a measure to promote clean technology. For example, EVs can be promoted by levying a green tax on substitute goods, i.e., Internal Combustion Engine (ICE) vehicles to make EVs appear more economical. Additionally, this instrument gives the government additional revenue to reduce pollution created by harmful activities.

**Incentives and Subsidies:** Sometimes called ‘negative taxes’, incentives, subsidies and tax deductions for reducing emissions, providing cheaper finance, etc., could indirectly help in pollution abatement (Ligthart 1998, Shah 2014). These benefits could be specific to environment-friendly activities, or they could be generic, which could be used by all manufacturers.

In addition, there are information and communication-based instruments which help create awareness about polluting activities and environment-friendly measures, which in turn help to enhance or magnify the effect of the above five instruments (Leurent & Windisch 2011, Liao 2018, Shah & Guha 2021). This category of information-based instruments is being added as the sixth set of instruments to the existing five-point framework for this study, to understand the impact of the current policy for EVs in India.

**MEASURES TO PROMOTE THE PRODUCTION AND SALE OF EVS IN INDIA**

The overall responsibility for planning and implementation of the FAME-India scheme lies with the Department of Heavy Industries. This scheme falls under the National Electric Mobility Mission Plan and aims at promoting the usage of economical and efficient electric and hybrid vehicles. The first phase of FAME ended in March 2019. Thereafter, the second phase, starting from April 2019 has been extended up to March 2022. The scheme targets the promotion of electric buses, three-wheelers, four-wheeler passenger cars, and two-wheelers. The initial outlay for phase II is INR 100 billion, of which about 86% has been earmarked for demand creation through incentives. The breakup of fund allocation is as under:

The second phase aims to support 55,000 electric four-wheeler passenger cars and one million electric two-wheelers (GoI 2019). The demand incentives, which make up much of the budget outlay of the scheme are further broken up across different categories of EVs as given in Table 3.

The basis of the demand incentive calculation in Table 2 is the battery capacity measured in terms of kWh. Currently, the incentives are given at the flat rate of INR 20,000 per Kwh for buses, INR 15000 per Kwh for two-wheelers, and INR 10,000 for all other electric vehicles. There is a cap on the total incentive based on the cost of the vehicle (40% for buses and two-wheelers, 20% for others).

There are further incentives and subsidies granted by central and state governments to manufacturers and buyers of EVs in India. These, and the FAME incentives, can be broadly classified into two categories for ease of analysis—production level and purchase or consumer level. The first category deals with incentives to reduce the cost at the manufacturing level to enable production cost parity with

<table>
<thead>
<tr>
<th>Category of EVs</th>
<th>INR [Billions]</th>
<th>Number of vehicles to be covered under the scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buses</td>
<td>35.45</td>
<td>7090</td>
</tr>
<tr>
<td>4-wheelers (including strong hybrid)</td>
<td>5.51</td>
<td>55000</td>
</tr>
<tr>
<td>3-wheelers</td>
<td>25</td>
<td>500,000</td>
</tr>
<tr>
<td>2-wheelers</td>
<td>20</td>
<td>1,000,000</td>
</tr>
<tr>
<td>Total</td>
<td>85.96</td>
<td></td>
</tr>
</tbody>
</table>

Source: GoI, Gazette Notification for FAME-II: March 11, 2019.
ICE vehicles. Purchase-related incentives help to smoothen out any variations that may remain after accounting for production-based incentives. It is possible to argue that some incentives in the former list could easily fit into the latter, or that some incentives are difficult to be strictly classified into any one category. This distinction is made only for ease of understanding. The break-up of production-based and purchase-related incentives are as under:

**Production Level Incentives**

Demand incentives to manufacturers of EVs based on the FAME scheme as discussed above. The demand incentives based on Kwh of the EVs have increased substantially after 2019.

Manufacturers of components used in EVs can avail of full deduction of their infrastructure-related capital expenditure under section 35AD of the Income Tax Act 1961. While Income Tax Act allows for a deduction of mainly revenue expenditures, this section allows the EV firm to reduce its taxable profits further by subtracting their capital expenditures, thus paying little to zero taxes and improving cashflows.

From August 2019, the rate of GST (Goods and Services Tax) on EVs has been reduced to 5% from 12%. GST on chargers and charging stations has been reduced to 5% from 18%. The GST on the hiring of electric buses by local authorities has been completely exempted. Conversely, ICE vehicles attract GST @ 28%. Further, some states (eg. Andhra Pradesh) offer full State GST refunds to buyers on the purchase of EVs.

The Central Government has announced a Production-Linked Incentive (PLI) scheme in May 2021 to encourage the development of Advanced Chemistry Cells (ACC batteries) and has budgeted for INR 181 billion to be distributed as incentives to eligible manufacturers, thus helping reduce the costs of batteries which makes up almost half the cost of the EV (Shekhar et al. 2020). The scheme would be based on competitive bids and the minimum qualification criteria would depend on factors such as installed capacity, domestic value addition, and minimum investment amount. The commitment would entail setting up an ACC manufacturing facility with a capacity of at least 5GWh and ensuring at least 60% domestic value addition in the next five years (EY India 2021, Mohanty 2021).

**Consumer Level Incentives**

In addition to the demand incentives at the Central level, various states also provide local incentives to make the purchase even more cost-effective. For example, the state of Gujarat offers incentives of INR 10,000 per kWh of battery capacity (maximum INR 20,000) for two-wheelers, INR 10,000 per kWh (up to INR 150,000) for four-wheelers, and a flat amount of INR 50,000 for three-wheelers. Similarly, states like Maharashtra and Delhi also offer substantial incentives to boost the central government measures. Many states in India have started offering incentives that include scrappage benefits in addition to direct subsidies.

According to section 80 EEB of the Income Tax Act 1961, from the year 2019, interest on a loan taken to purchase an electric vehicle is allowed as a deduction from taxable income up to an amount of INR 150,000. The loan must be taken from any financial institution and should be sanctioned between April 1, 2019, and March 31, 2023.

Registration charges for electric vehicles in India have been waived from August 2021 by the Ministry of Road Transport and Highways. EVs have also been exempted from paying road tax (Also called RTO tax) in many states. Road tax varies from state to state and in a state like Delhi, the rate can range from 4% to 15% depending on the type, value, and ownership of the vehicle.

EVs are exempted from payment of green tax on registration renewal (after 8-15 years). For ICE vehicles the current green tax on renewal of registration is in the range of INR 2000-3500 for a state like Maharashtra and up to 50% of road tax in Delhi.

**ANALYSIS OF POLICY MEASURES**

The push for early adoption of EVs in India is a combination of multiple measures, the foremost being incentives, and subsidies. However, a major boost for this drive came when India agreed in Paris in 2015 to reduce pollution levels, specifically by deciding to have at least 30% of electric vehicles as part of the total vehicles sold by 2030. This gave the economy a vision and target that helped create policies to increase the adoption of EVs. In addition, there have been parallel moves to keep the taxes on polluting ICE vehicles high to act as a barrier for those looking at long-term investment in vehicles. The high taxes on fuels from non-renewable sources (like petrol, and diesel) have also forced consumers to consider cheaper alternatives.

The benefits outlined in the section above can be classified into the six categories of policy tools for environmental protection, as discussed earlier in the conceptual framework section. The GST and Income tax benefits, demand-based subsidies (central and state levels), PLI scheme, and waiver of road tax and registration charges can be collated under the ‘Incentives and Subsidies’ head. The higher GST on ICE vehicles and high taxes on fuels from non-renewable sources and the higher tax on ICE vehicle re-registration can be categorized as ‘Green Taxes’, albeit on substitute goods. The
stringent Bharat-VI pollution norms for ICE vehicles could be termed as ‘Regulations and Standards’. The government’s voluntary commitments regarding pollution reduction at the UNFCCC and the EV 30@30 decision are examples of voluntary negotiations and decisions. These could be followed up by voluntary decisions by major automakers in India to make a quick to gradual switch to EV production and setting up charging infrastructure. While there are no explicit carbon credit schemes in India (Chandra 2021), the awareness program is of extreme importance as it pertains to changing people’s attitudes and behavior towards EVs. The budget outlay for Information, education, and communication is only 0.38% of the total funds allocated for demand incentives (Table 1). However, this activity will play a vital role in formalizing the transition to EVs in India.

When viewed through the Environment Protection Framework for policymaking, as discussed in the literature review section, the policy initiatives could be represented as in Fig. 1.

The figure highlights the focus on incentives and subsidies as a major instrument, which is necessitated by the high cost of EVs. India does not have an explicit carbon pricing scheme, though there are implicit mechanisms that penalize or reward carbon emissions. However, these schemes need to be developed further to make a meaningful impact (Chandra 2021). There is also an important role for awareness creation (Leurent & Windisch 2011, Liao 2018) which can be a useful instrument to disseminate information about the benefits of EVs and can also be used to spread awareness of the other five instruments, thus helping increase their effects.

The government has also laid out norms for creating charging infrastructure for the EV firms, in line with the budget outlay for this purpose. Lack of charging infrastructure is one of the major barriers to the faster adoption of EVs (Rietmann & Lieven 2019a, Tarei et al. 2021), as there are not enough charging stations or battery-swapping facilities to create confidence in the minds of buyers. In addition, there is a need to create awareness about the benefits of EVs and the continuous availability, source cleanliness, and cost-economy of electricity for users. This may prove difficult for governments as they depend heavily on taxes generated from the production and sale of ICE vehicles and fuels from non-renewable sources. In the short run, such awareness campaigns carry the risk of derailing tax revenue budgets, though, in the long run, these measures could benefit the environment.

CONCLUSIONS

This study shows that three types of policy instruments could play a vital role in helping make the transition to an electric fleet for the economy by 2030: 1) command-and-control measures, 2) economic or financial incentives and 3) information diffusion instruments. Human behavior is an impor-

![Fig. 1: EV policy initiatives linked to Environmental Policy Framework.](image-url)
tiant factor to be considered in policymaking and effective dissemination of information can help smoothen irrational behavior in relation to the proposed policy. For example, uncertainty about charging infrastructure could impact the buying behavior of consumers. This uncertainty could be countered with information about the number of charging stations, visibility of such stations and large vehicles being charged, and apps and websites giving updated information about charging infrastructure.

EV policy in India is being spearheaded by incentives and subsidies with good support from regulations, voluntary negotiations, and green taxes on polluting substitutes. Many of these incentives and benefits have been introduced in a meaningful and substantial manner only after 2019. Hence, the full impact of these measures on increase in sales of EVs is yet to be observed. However, to speed up the process, these measures need to be supported by awareness campaigns about the benefits of EVs and the pollution caused by ICE vehicles. In addition, information about the existing policy measures could help the consumer choose to move towards EVs as a preferred mode of transport and help the economy move towards reducing road pollution. Before this, the setting up of charging and battery-swapping stations, and research and development in battery technology need to be substantially improved for the awareness campaigns to have a substantial impact.

Post-FAME-II, there has been a substantial improvement in the intent and action of governments. However, there is an urgent need to focus on the creation of charging infrastructure, improve research in developing efficient batteries, and importantly, create awareness about EVs and policy measures to encourage the use of EVs.
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ABSTRACT
Composting is considered to be one of the best methods for handling organic waste. It is a natural process and takes months to give quality mature compost. Characteristics of initial wastes and process conditions are the compost maturity deciding factors. Some biological inoculants, e.g., bacteria and fungi, can reduce the compost time and improve its quality. This research is based on the hypothesis that using fungus consortia on rice straw will boost the activities of microbes and, as a result, the rate of composting. The hypothesis was tested by preparing compost using rice straw residue with and without the applications of fungal consortia. Fungal consortia of Aspergillus flavus, Aspergillus fumigatus, and Aspergillus terreus cellulose-degrading strains along with Pusa-1121 rice variety were used for the study. Different C/N ratios were achieved by varying rice straw, green leaves, poultry droppings, and fungal inoculant proportions. During various stages of composting, changes in total nitrogen, organic carbon, C/N ratios, and other parameters were calculated. The germination index of Mung beans (Vigna radiata) was used to measure the quality of the completed compost extract. Statistical analysis with the help of a two-tailed independent t-test at the confidence level of 95% was applied to determine the statistical difference between the treatments and control. It has been found that the Seed Germination index of treatment C/N 30 was 91.5% and that of C/N 26 was 79.1% which were significantly (p<0.01) different from the 54% GI of control.

INTRODUCTION
Rice is an important crop farmed all over the world, second after maize, with an annual yield of roughly 800 million metric tonnes. India ranks second in the production of rice after China (Veena & Pandey 2011). More rice production will also lead to the generation of a large amount of rice straw. Although rice fulfills the world’s food requirement, mishandling its straw waste will lead to different environmental problems. In India, Punjab, Himachal Pradesh, and Haryana burn 80 percent of rice straw, while Karnataka burns 50 percent and Uttar Pradesh burns 25 percent (Gupta et al. 2003). Many toxic chemicals are produced when the rice straw is burned, including carbon dioxide, carbon monoxide, methane, and nitrogen oxides (Gupta et al. 2004a, 2004b). According to a study, open-field rice straw burning contributes 0.05, 0.18, and 0.56 percent of Green House Gas emissions in India, Thailand, and the Philippines, respectively (Gadde et al. 2009). Another problem associated with Rice straw burning is the loss of nutrients in the soil. The solution to these issues rests in using rice straw as a source, as crop leftovers are good suppliers of plant nutrients and vital components for the agricultural ecosystem’s stability (Ghosh et al. 2004). As a result, the use of organic matter as mineral fertilizers is critical for long-term agricultural growth. Crop leftovers, animal shed wastes, rural and urban wastes, vegetable market wastes, and forest and industrialized wastes, all can be used as organic waste sources. India produces more than 3,000 million tonnes of organic waste annually (Gupta et al. 1998, Sharholy et al. 2008). Soil fertility and productivity get enhanced by recycling organic waste by composting in agriculture and using them as fertilizers (Tandon 1995, Chukwuka & Omotayo 2008, Ansari 2011).

When compared to other cereal straws, rice straw has a distinct chemical composition. On a dry weight basis, rice straw typically comprises lignin (10-15 percent), silica (75 percent), cellulose (40-50 percent), and hemicelluloses (9-12 percent) (Knauf & Moniruzzaman 2004). Consequently, rice straw waste is rich in silica and lignin, with a C/N ratio of roughly 80:1, making it difficult to decompose (Van Soest 2006, Kumar et al. 2008). Microorganisms are the bio-agents that degrade the waste matrix’s cellulose and lignin components. These native microflorae are likely to produce higher enzymatic levels, which will speed up the composting process. However, only a few microbes efficiently use cellulose as a substrate (Kumar et al. 2010). A study by Cao et al. (2013) found that fungal consortia
of *Aspergillus fumigatus* degraded cellulose before other strains. Management of rice residue by directly incorporating straw into the soil has several drawbacks, including the immobilization of plant nutrients, notably nitrogen, and reducing subsequent crop germination (Nigam & Pandey 2009). As a result, farmers resort to in situ burning of crop leftovers since it could result in a significant economic loss. On the other hand, composting rice straw is emerging as a safe alternative option that results in the reusability of the nutrients contained within the residue (Banger et al. 1989, Gaind et al. 2008, Sarkar & Chourasia 2017, Kumar & Singh 2021). Although a small amount of GHG is released during composting, the substrate with a low C/N ratio produces more NH₃ and CH₄ (Jiang et al. 2011). Carbon and nitrogen are essential for microbial breakdown. Therefore, the C/N ratio must be high at the start of the composting process for the process to get quickly (Ain et al. 2017). If the C/N ratio of paddy straw is too high, an exogenous nitrogen source must be added to lower the C/N ratio. As poultry droppings are high in nitrogen, mixing paddy straw with poultry droppings may be a suitable option for lowering the C/N ratio of paddy straw (Ashraf et al. 2007, Devi et al. 2010).

A study by Vobčková et al. (2017) revealed that the application of white-rot fungi and the fungal consortium had enhanced the degradation of organic waste which was indicated by a change in the C/N ratio, EC, pH, and higher Germination index. In the same manner, Wang & Ai (2016) reported the acceleration in the degradation process and formation of humic-like material, high composting efficiency, and degree of humification with the use of microbial activities on wheat bran. Heidarzadeh et al. (2019) found that the use of the fungal consortium of *Aspergillus* had reduced the C/N ratio and process time.

**MATERIALS AND METHODS**

Rice straw was collected from the nearby village Madina, part of Rohtak district (Haryana), India. Pusa-1121 variety of rice was used in this study. Rice straw was cut into small pieces and delignify with 0.1% urea as the process makes it prone to degradation by cellulose enzymes. Rice straw was stacked in three bins for composting to achieve different C/N ratios by varying the ingredients (Rice Straw, Green leaves, Poultry droppings, and Fungal inoculant) proportions (Fig. 1 and Fig. 2). Composting was prepared by degrading rice straw using fungi (*Aspergillus sp.*) as inoculants, as shown in Table 1. *Aspergillus* species of fungal were provided by the laboratory at Maharshi Dayanand University, Rohtak.

**Analysis of Physico-Chemical Parameters of Compost**

Compost bins were set up inverted to form heaps and for aeration, they were turned regularly. Compost samples were collected at an interval of 30 days, 60 days, and 90 days (Fig. 3). These samples were analyzed for the physico-chemical parameters through standard prescribed methods mentioned in Table 2.

**Seed Germination Index**

Compost effectiveness was analyzed by subjecting the compost to the growth of seeds of Mung (*Vigna radiata*). First, seeds of *Vigna radiata* were dipped in 7% alcohol for about 3 min for disinfection purposes and then stirred intermittently for about 2 min in a suspension of 0.001 HgCl₂. Next, the toxins of the seeds were removed by washing them properly with distilled water. After that, 10 mL of compost extract was put onto filter paper that had been spread on Petri plates. Following that, ten *Vigna radiata* seeds were sterilized and placed on filter paper. To prevent moisture loss, Petri plates were carefully taped and then incubated at room temperature for 72 h.

---

**Fig. 1: Compost bins set up with different C/N ratios.**

---
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The percentage of seed germination, root elongation, and percentage of germination index (GI) was calculated as follows.

Calculation:

Seed germination (%) = \[ \frac{\text{No. of seeds germinated in compost extract}}{\text{No. of seed germinated in control}} \times 100 \]

**RESULTS AND DISCUSSION**

Rice straw was subjected to different physico-chemical parameters before processing for compost, as shown in Table 3. As a result, the moisture content of the straw was 11.7% and the C/N ratio calculated was 75.73:1. As the C/N ratio was high, poultry dropping was added to rice straw to decrease the ratio.

**Table 3: Physico-chemical Analysis of rice straw.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Conductivity [mS/cm]</td>
<td>5.37</td>
</tr>
<tr>
<td>Moisture content [%]</td>
<td>11.7</td>
</tr>
<tr>
<td>Total organic carbon [%]</td>
<td>46.2</td>
</tr>
<tr>
<td>Total Phosphorus [%]</td>
<td>0.25</td>
</tr>
<tr>
<td>Total Potassium [%]</td>
<td>1.26</td>
</tr>
<tr>
<td>Total Nitrogen [%]</td>
<td>0.61</td>
</tr>
<tr>
<td>C:N ratio</td>
<td>75.73:1</td>
</tr>
</tbody>
</table>

**Changes of Different Physico-Chemical Parameters of Compost from Control to Treatments**

**Table 1: Treatments prepared for the compost:**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Initial C/N ratio</th>
<th>Rice Straw [g]</th>
<th>Green leaves [g]</th>
<th>Poultry dropping [g]</th>
<th>Fungal inoculant included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment 1</td>
<td>26/1</td>
<td>500</td>
<td>1000</td>
<td>500</td>
<td>yes</td>
</tr>
<tr>
<td>Treatment 2</td>
<td>30/1</td>
<td>500</td>
<td>1000</td>
<td>500</td>
<td>yes</td>
</tr>
<tr>
<td>Treatment 3</td>
<td>Control</td>
<td>500</td>
<td>1000</td>
<td>500</td>
<td>No</td>
</tr>
</tbody>
</table>

**Fig. 2: Compost Piles of different C/N ratios.**

**Fig. 3: Compost samples during processing.**
Root elongation (%) =
\[
\frac{\text{Mean root length in compost extract}}{\text{Mean root length in control}} \times 100
\]

Germination Index =
\[
\frac{\text{Seed germination} \times \text{Root elongation}}{100}
\]

RESULTS AND DISCUSSION

Rice straw was subjected to different physico-chemical parameters before processing for compost, as shown in Table 3. As a result, the moisture content of the straw was 11.7% and the C/N ratio calculated was 75.73:1. As the C/N ratio was high, poultry dropping was added to rice straw to decrease the ratio.

Changes of Different Physico-Chemical Parameters of Compost from Control to Treatments

Compost samples were obtained at 30, 60, and 90 days, and physico-chemical analysis was performed. Fig. 4 depicts the changes in the parameters.

Due to the creation of ammonia, pH values typically range from weakly acidic to neutral or weakly alkaline, i.e., within the range 4.5-8.1. In general, the values are directly related to the activity of microorganisms involved in the composting process (Neklyudov et al. 2006). In all the sets, there was a trend of increasing pH with due course of composting. The ammonification process and biodegradation of short-chain fatty acids might be the reason for the rise in pH. Researchers recorded a similar increase in pH throughout the degradation period during composting of rice straw (Kaur & Katyal 2021). A significant (p<0.05) change was observed in pH value from control to treatments, as shown in Table 4. Moisture content showed a decreasing trend with composting time. Electrical conductivity increased in all the sets, as reported by other researchers (Barapatre et al. 2020). There was a significant difference (p<0.05) between EC of treatments C/N30 (2.55±0.06) and C/N26 (2.02±0.09) w.r.t control (1.84±0.04). Electrical conductivity measures soluble salts in compost (Kumari et al. 2020) and regulates microbial activities (Shrivastava & Kumar 2015). The increase in EC could be due to an increase in phosphorous, calcium, sodium, potassium, and other ions concentration during composting (Bernal et al. 2009). The total organic carbon showed a trend of decreasing throughout the composting process. This might be due to the loss of carbon in the form of CO₂. The result complied with (Getahun et al. 2012). Total organic carbon of 90 days of compost showed a significant difference between control (19.19%) to first treatment (18.01%) and second treatment (18.02%). E4/E6 is the ratio of absorbance at 465 nm and 665 nm using a spectrophotometer. E4/E6 ratio is used for the humification index. With time, the ratio of E4/E6 has increased. It shows more production of humic and fulvic acid due to the degradation of organic material. Humic substances, the major component of soil organic matter in the compost, could increase shoot biomass via hormonal effects on root elongation and plant development (López-Bucio et al. 2003). Nitrogen, magnesium, Phosphorous, Calcium, Sodium, and potassium showed an increasing trend with the composting process. Treatments of all of these parameters were significantly (P<0.05) different from their control after 90 days of compost.

The C/N ratio is an essential metric for determining compost maturity and stability (Sharma & Garg 2018, 2019).

Table 2: Analytical techniques used for the evaluation of physico-chemical parameters of compost.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Instrumental methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>pH meter</td>
</tr>
<tr>
<td>Moisture content [%]</td>
<td>Gravimetric method</td>
</tr>
<tr>
<td>Electrical conductivity [mS.cm⁻¹]</td>
<td>Conductivity meter</td>
</tr>
<tr>
<td>Total organic carbon [%]</td>
<td>Walkley and Black method (Walkley &amp; Black 1934)</td>
</tr>
<tr>
<td>Total potassium [%]</td>
<td>Flame photometer</td>
</tr>
<tr>
<td>Total phosphorus [%]</td>
<td>Olsen method (Olsen et al. 1954)</td>
</tr>
<tr>
<td>Total nitrogen [%]</td>
<td>Kjeldahl method (Katyal et al. 1987, Bremner 1996)</td>
</tr>
<tr>
<td>E4/E6</td>
<td>Spectrophotometer</td>
</tr>
<tr>
<td>Total sodium [%]</td>
<td>Flame photometer</td>
</tr>
<tr>
<td>Total calcium [%]</td>
<td>EDTA method (Tucker &amp; Kurtz et 1961)</td>
</tr>
<tr>
<td>Total magnesium [%]</td>
<td>EDTA method (Tucker &amp; Kurtz et 1961)</td>
</tr>
</tbody>
</table>

Table 3: Physico-chemical Analysis of rice straw.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Conductivity [mS.cm⁻¹]</td>
<td>5.37</td>
</tr>
<tr>
<td>Moisture content [%]</td>
<td>11.7</td>
</tr>
<tr>
<td>Total organic carbon [%]</td>
<td>46.2</td>
</tr>
<tr>
<td>Total Phosphorus [%]</td>
<td>0.25</td>
</tr>
<tr>
<td>Total Potassium [%]</td>
<td>1.26</td>
</tr>
<tr>
<td>Total Nitrogen [%]</td>
<td>0.61</td>
</tr>
<tr>
<td>C:N ratio</td>
<td>75.73:1</td>
</tr>
</tbody>
</table>
Compost samples were obtained at 30, 60, and 90 days, and physico-chemical analysis was performed. Fig. 4 depicts the changes in the parameters.

Fig. 4: Changes in the physico-chemical parameters during composting.

Due to the creation of ammonia, pH values typically range from weakly acidic to neutral or weakly alkaline, i.e., within the range 4.5–8.1. In general, the values are directly related to the activity of microorganisms involved in the composting process (Neklyudov et al. 2006). In all the sets, there was a trend of increasing pH with due course of composting. The ammonification process and biodegradation of short-chain fatty acids might be the reason for the rise in pH. Researchers recorded a similar increase in pH throughout the degradation period during composting of rice straw (Kaur & Katyal 2021). A significant (p<0.05) change was observed in pH value from control to treatments, as shown in Table 4. Moisture content showed a decreasing trend with composting time. Electrical conductivity increased in all the sets, as reported by other researchers (Barapatre et al. 2020). There was a significant difference (p<0.05) between EC of treatments C/N30 (2.55±0.06) and C/N26 (2.02±0.09) w.r.t control (1.84±0.04). Electrical conductivity measures soluble salts in compost (Kumari et al. 2020) and regulates microbial activities (Shrivastava & Kumar 2015). The increase in EC could be due to an increase in phosphorous, calcium, sodium, potassium, and other ions concentration during composting (Bernal et al. 2009). The total organic carbon showed a trend of decreasing throughout the composting process. This might be due to the loss of carbon in the form of CO₂. The result complied with (Getahun et al. 2012). Total organic carbon of 90 days of compost showed a significant difference between control (19.19%) to first treatment (18.01%) and second treatment (18.02%). E4/E6 is the ratio of absorbance at 465 nm and 665 nm using a spectrophotometer. E4/E6 ratio is used for the humification index. With time, the ratio of E4/E6 has increased. It shows more production of humic and fulvic acid due to the degradation of organic material. Humic substances, the major component of soil organic matter in the compost, could increase shoot biomass via hormonal effects on root elongation and plant development (López-Bucio et al. 2003). Nitrogen, magnesium, Phosphorous, Calcium, Sodium,
As carbon decreases and nitrogen increases, a decreasing trend was noted in all the treatments during composting, as also reported by (Chukwujindu & Dolin 2006). Initial ratio of C:N in C/N26 treatment was 25.59, which dropped to 19.07:1. C/N30 treatment had an initial C:N ratio of 26.61:1, which dropped to 17.38:1, while in the case of control, it dropped from 37.88:1 to 28.59:1. These results are in agreement with the finding of previous researchers (Barapatre et al. 2020). There was a significant (p<0.05) difference in the C:N ratio between treatments and control of 90 days of compost.

Seed Germination Index of Mung Bean

Treatment two with an initial C/N ratio of 30 achieved a minimum C:N ratio of 17.38. The result showed that compost from treatment two had achieved maximum maturity and was suitable for applying in the agricultural field (Owis et al. 2016). A high C/N value in control, on the other hand, indicates that a significant amount of carbon has been left unused in compost (Dobermann & Fairhurst 2002). This is backed up by the fact that the Germination index (91.5%) of treatment two was the highest, followed by treatment one.

Table 4: Changes in Physico-chemical parameters of Treatments from control.

<table>
<thead>
<tr>
<th>Group</th>
<th>pH</th>
<th>Phosphorus [%]</th>
<th>Magnesium [%]</th>
<th>EC [mS.cm⁻¹]</th>
<th>Carbon [%]</th>
<th>C/N</th>
<th>Calcium [%]</th>
<th>E 4 / E6</th>
<th>Potassium [%]</th>
<th>Moisture (%)</th>
<th>Nitrogen (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>6.78</td>
<td>0.37</td>
<td>0.12</td>
<td>1.04</td>
<td>19.19</td>
<td>28.59</td>
<td>2.31</td>
<td>0.42</td>
<td>23.33</td>
<td>25.33</td>
<td>0.66</td>
</tr>
<tr>
<td>C/N 26</td>
<td>7.21*</td>
<td>0.51*</td>
<td>0.18*</td>
<td>2.02*</td>
<td>18.01*</td>
<td>19.7*</td>
<td>3.03*</td>
<td>1.81*</td>
<td>23.33*</td>
<td>1.04*</td>
<td></td>
</tr>
<tr>
<td>C/N 30</td>
<td>7.19*</td>
<td>0.66*</td>
<td>0.21*</td>
<td>2.55*</td>
<td>18.02*</td>
<td>17.38*</td>
<td>3.51*</td>
<td>2.01*</td>
<td>23.33*</td>
<td>0.91*</td>
<td></td>
</tr>
</tbody>
</table>

* Significant at P<0.05, Two-tailed independent t-test

Table 5: Seed germination index of Mung bean (Vigna radiata).

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Seed Germination [%]</th>
<th>Root Elongation [%]</th>
<th>Seed Germination Index [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>82.76</td>
<td>65.3</td>
<td>54</td>
</tr>
<tr>
<td>C/N 26</td>
<td>95.72**</td>
<td>82.72**</td>
<td>79.1**</td>
</tr>
<tr>
<td>C/N 30</td>
<td>98.96**</td>
<td>92.5**</td>
<td>91.5**</td>
</tr>
</tbody>
</table>

* Significant at P<0.01, two-tailed independent t-test
(79.1%) and control (54%) on the growth of Mung seeds. The same outcomes were reported by (Abdel-Hamid et al. 2004, Azim et al. 2014). Furthermore, the seed germination (%), root germination (%) and the seed germination index (%) of control were found statistically different (P<0.05) from treatment one and treatment two, as indicated in Fig. 5 and Table 5.

CONCLUSION

Agricultural waste management is great concern throughout the world. The conversion of agricultural waste into compost will reduce pollution and when this compost is applied in the field will result in a high yield of crops and vegetables. Then the second aspect is reducing the time of composting without compromising the quality of compost. This study focused on both points. In this study, Aspergillus Fumigatus, Aspergillus terreus, and Aspergillus flavus consortia efficiently decomposed the rice straw, thus lowering decomposition time. This study concluded that compost matured in 90 days and contained a good level of nutrients. According to the study, supplementing rice straw with poultry droppings improves the organic matter content of the final compost. However, in all of the treatments, the final C/N ratio was below the permissible limit of compost maturity. Out of all the treatments, C/N 30 achieved the lowest C/N ratio, followed by C/N 26. Thus using an initial C/N ratio of 30 is recommended by this study. The Germination index of Mung bean verified the maturity of the compost prepared from the initial C/N ratio of 30 as this treatment showed the highest Germination index, which was significantly different from the Germination index of control.

ABBREVIATIONS

EC: Electrical Conductivity
C/N: Carbon/Nitrogen
GHG: Green House Gas
GI: Germination Index
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ABSTRACT

In the past decades, the application of organ fertilizer in agricultural soils has attracted wide attention. However, few studies have carefully explored the effects of humic acid organic fertilizer on soil microbial colonies, soil enzyme activities, and soil fertility. To provide a better growing environment for crops, we explore the best regulation mode of humic acid organic fertilizer in the farmland in the Songnen Plain Heilongjiang province. Through field experiment, we selected paddy as the test objective and applied humic acid organic fertilizer. Under the condition of water-saving irrigation, five fertilization levels were set up, which were NPK (local nitrogen level, 110 kg.hm⁻² pure nitrogen), NPKH1 (450 kg.hm⁻² humic acid organic fertilizer + 77 kg.hm⁻² nitrogen), NPKH2 (750 kg.hm⁻² humic acid organic fertilizer + 55 kg.hm⁻² nitrogen), NPKH3 (1050 kg.hm⁻² humic acid organic fertilizer + 33 kg.hm⁻² nitrogen) and PKH (1500 kg.hm⁻² humic acid organic fertilizer). The effects of different humic acid organic fertilizers on soil microbial colonies, soil enzyme activities, and soil fertility were discussed. The results showed that humic acid organic fertilizer could effectively change the structure of soil microbial colonies, soil enzyme activities, and soil fertility. Compared with NPK treatment, the bacteria, fungi, and actinomycete, urease, and catalase in PKH, NPKH3, NPKH2, and NPKH1 treatments increased, and significantly different under 0-10 cm layer conditions (P<0.05). With the increase of humic acid organic fertilizer application, soil organic matter and soil fertility from superior to inferior was PKH>NPKH3>NPKH2>NPKH1>NPK. Therefore, the application of humic acid organic fertilizer was an effective measure to improve soil fertility and increase the amount of soil colony structure and enzyme activities.

INTRODUCTION

Heilongjiang, an important province of output in China, plays the important role of “ballast stone” in ensuring national food security for the implementation of the strategy of grain storage on the land, and grain storage in technology. The protection of black soil for improving the grain production capacity, which is of great significance to further consolidate and enhance the advantages of agricultural green development and promote the construction of a strong agricultural province (Liang 2021). As an extremely precious agricultural resource, in the “fourteenth five-year plan” and the long-term goal of 2035 in China, the protection of black soil has been put forward, taking the effective protection of black soil as an important strategic task to promote the agricultural modernization in Heilongjiang province, China (Zhang 2021). In recent years, the application amount of organic fertilizer is insufficient, while the application amount of nitrogen fertilizer has increased greatly in Heilongjiang province (Chen et al. 2019). Therefore, it is necessary to reduce the input of nitrogen in farmland, scientifically reduce the application amount of chemical fertilizer, and reasonably apply organic fertilizer, which is of great significance for improving soil fertility, the quality of agricultural products, and reducing agricultural non-point source pollution (Du et al. 2020).

In the process of agricultural planting, for the pursuit of high yield of crops, bringing the environmental problems of farmland ecological pollution because of increasing the amount of nitrogen fertilizer, therefore it is an inevitable demand for application of organic fertilizer in the sustainable development of agriculture in the future, also an important embodiment of agricultural green development, to adjust and solve the contradiction between the fertilizer of crop demand and soil fertilizer supply, and realize the balanced supply of nutrients, we can achieve the goal of reducing fertilizer and improving efficiency under the meeting the needs of crop growth conditions, and achieve the mutually beneficial goal of high crop yield and environmentally sustainable development. In the decades, due to a large amount of chemical fertilizer application, the fertilizer supply capacity and production capacity of black soil decreased significantly, so organic fertilizer instead of chemical fertilizer nitrogen is
one of the important measures to reduce fertilizer application, which not only improve soil fertility but also promote the growth of crops (Xu et al. 2018). Previous studies had shown that crop quality could be improved (Lu et al. 2015, Zhang et al. 2004), the crop photosynthesis and water and fertilizer utilization efficiency were increased (Huang et al. 2021, Zhang et al. 2019) by the application of organic fertilizer reasonably. It was also beneficial to the increase of plant height and stem diameter (He et al. 2019), reducing nitrogen leaching (Xie et al. 2021), and affecting the microbial community and enzyme activities in the root zone of crops (Liang et al. 2021), reducing greenhouse gas emissions from farmland effectively (Shu et al. 2021, Zhang et al. 2021), in the meantime, applying organic fertilizer in the soil would help to improve soil quality and maintain crop production. In addition, small-molecule organic matter in organic fertilizer had a positive effect on soil nutrient cycling and crop growth and development (Ma et al. 2021). Therefore, exploiting the environment-friendly fertilizer and reasonable fertilization measures is an important way to ensure crop growth, improve soil environmental effects and maintain sustainable agricultural development (Xu et al. 2020, Yu et al. 2020).

However, due to the influences of climate conditions, planting structure, and environmental effects of soil and water resources in Heilongjiang province, China, there are many uncertainties in soil environmental effects and organic fertilizer application in black soil areas. Therefore, how to further improve the quality of black soil and maintain crop productivity by increasing the application of organic fertilizer, is the main challenge of agriculture in Heilongjiang province. In our experiment, we have taken the paddy soil as an example, by the field experiment, under the water-saving irrigation condition, to study the impacts of humic acid organic fertilizer on the environmental effects of black soil, which is of great significance to seeking the technical mode of coordinated development of food production and agricultural sustainable utilization.

**MATERIALS AND METHODS**

**Experimental Site**

The experiment was performed at the National Key Irrigation Experimental Station located in Heping Town, Qing'an County, Suihua, Heilongjiang, China. The experimental site is located at 45°63' N and 125°44' E at an elevation of 450 m above sea level. This region consists of plain topography and has a semi-arid cold temperate continental monsoon climate, i.e., a typical cold region with a black glebe distribution area. The average annual temperature is 2.5°C, the average annual precipitation is 550 mm, and the average annual surface evaporation is 750 mm. The growth period of crops is 156-171 d, and there is a frost-free period of approximately 128 days. yr–1. The soil at the study site is albic paddy soil, with a mean bulk density of 1.01 g.cm–3 and a porosity of 61.8 %. The basic physicochemical properties of the soil are as follows: the mass ratio of organic matter is 41.8 g. kg–1, pH value is 6.45, the total nitrogen mass ratio is 15.06 g. kg–1, the total phosphorus mass ratio is 15.23 g. kg–1, total potassium mass ratio is 20.11 g. kg–1, the mass ratio of alkaline hydrolysis nitrogen is 198.29 mg. kg–1, the available phosphorus mass ratio is 36.22 mg. kg–1 and the exchangeable potassium mass ratio is 112.06 mg. kg–1 (Zheng et al. 2018).

**Experimental Design**

The plants were maintained under water-saving conditions, that was, at the re-greening stage, a water layer (0–30 mm) was maintained, but the soil was allowed to dry during the yellow ripeness stage; the water layer was not applied after the irrigation period. The upper limit of irrigation was taken as the saturated water content. In the early and middle tillering stages, jointing stage, heading stage, and milk-ripe stage, the lower limit of irrigation was 85% of the saturated water content. The soil moisture content was measured using a moisture content analyzer (TPIME-PICO64/32) every day (once at 07:00 and 18:00). When the soil moisture content was lower than or close to the lower limit of irrigation, it was necessary to irrigate to the upper limit.

In this experiment, Five fertilization treatments were applied: 100% urea which was 110 kg·ha–1 (pure nitrogen) (NPK), 30% humic acid and 70% urea (NPKH1), 50% humic acid, and 50% urea (NPKH2), 70% humic acid and 30% urea (NPKH3), 100% humic acid which was 1500 kg·ha–1 (PKH). Urea and humic acid organic fertilizer were applied according to the proportion of base fertilizer: tillering fertilizer: and heading fertilizer (5:3:2). The amount of phosphorus and potassium fertilizers was the same for all treatments, P2O5 (45 kg·ha–1) and K2O (80 kg·ha–1) were used. Phosphorus was applied once as a basal application. Potassium fertilizer was applied twice: once as basal fertilizer and at the 8.5 leaf age (panicle primordium differentiation stage), at a 1:1 ratio (Zheng et al 2018).

The humic acid organic fertilizer was produced by Yunnan Kunming Grey Environmental Protection Engineering Co., Ltd, China. The organic matter ≥ 61.4%, the total nutrients (nitrogen, phosphorus, and potassium) ≥ 18.23%, of which N≥3.63%, P2O5≥2.03%, K2O≥12.57%. The moisture was ≤ 2.5%, the pH value was 5.7, the worm egg mortality rate≥95%, and the amount of fecal colibacilosis≤3%. The fertilizer contained numerous elements necessary for plants. The contents of harmful elements including arsenic, mercury, plumbum, cadmium, and chromium were≤2.8%, 0.01%,
The determination of soil enzymatic activities was based on the method of Huang et al. (2021). The activity of urease was determined by sodium phenol colorimetry, expressed as the quantity of mg of ammonia nitrogen released from 1 g of soil after 24 hours. The acid phosphatase activity was determined by the disodium phenyl phosphate colorimetric method, expressed as the quantity of mg of phenol released in 1 µg of soil after 24 hours. The soil catalase activity was determined by the permanganimetric method, expressed as the quantity of mg of phenol released in 1 g of soil after 1 hour, all the treatments were repeated thrice. The soil microorganism was inoculated by the spread-plate method of Huang et al. (2021). The fungus was cultivated in Martin medium and its quantity was determined, the actinomycetes were cultivated in the modified Gao’s No. 1 culture medium and its quantity was determined, the bacteria were cultivated in the beef extract-peptone medium and then their quantity was determined, the soil fertility was based on the method of Song (2019).

Statistical Analysis

For statistical analysis, data processing was completed using Microsoft Excel 2010 followed by analysis with SPSS 19 software. The statistical results are reported as the mean value and were confirmed with an LSD (least significant difference) test.

RESULTS

Effects on Soil Microorganisms

The humic acid organic fertilizer had a significant impact on soil microorganisms (Fig. 1). Under the different soil layers, the bacteria, fungi, and actinomycetes from superior to inferior were 0-10 cm > 10-20 cm > 20-30 cm. However, the microorganism of each treatment was not significant under the 10-20 cm and 20-30 cm layers, but in the 0-10 cm soil layer, it was significant at a 5% probability level. In the 0-10 cm soil layer, the microorganism in NPKH4 and PKH treatments was higher than in NPK, NPKH1, and NPKH2 treatments (P<0.05), and the number of bacteria, fungi, and actinomycetes in NPKH4 and PKH treatments increased by 13.68%, 17.68%, 7.34% on average compared with NPK, NPKH1 and NPKH2 treatments (P<0.05), the increase of fungi was more than bacteria and actinomycetes.

Effects on Soil Enzyme Activities

The humic acid organic fertilizer could affect the soil enzyme activities (Fig. 2), the urease and catalase activities in the 0-10 cm soil layer were significant at a 5% probability level, while acid phosphatase activity was not significant. In the 0-10 cm soil layer, the urease activity in NPK treatment decreased by 29.91% (P<0.05), 27.05% (P<0.05), 18.91% (P<0.05) and 18.84% (P<0.05) as compared with PKH,
NPKH3, NPKH2 and NPKH1; the catalase activity in NPK treatment decreased by 20.15% (P<0.05), 17.49% (P<0.05), 15.59% (P<0.05) and 5.31% (P>0.05) as compared with PKH, NPKH3, NPKH2 and NPKH1; the acid phosphatase activity in NPK treatment decreased by 5.31% (P>0.05), 4.11% (P>0.05), 1.98% (P>0.05) and 1.94% (P>0.05) as compared with PKH, NPKH3, NPKH2 and NPKH1. In the vertical direction of the soil, the soil enzyme activities decreased with the increase of soil depth, and there were no significant differences between the different treatments of 10-20 cm and 20-30 cm.

**Effects on Soil Organic Matter**

The soil organic matter increased with the increase of humic acid amount (Table 1), from superior to inferior was PKH>NPKH3>NPKH2>NPKH1>NPK. In the vertical direction of the soil, the soil organic matter in 0-10 cm soil was higher than 10-20 cm and 20-30 cm soil layers. Compared with NPK treatment, in 0-10 cm soil layer, the soil organic matter in PKH, NPKH3, NPKH2, and NPKH1 increased by 22.07% (P<0.05), 19.62% (P<0.05), 12.02% (P<0.05) and 6.42%. In the 10-20 cm soil layer, the soil organic matter in PKH and NPKH3 treatments was higher than in the others. However, in 20-30 cm soil layer, across all treatments, had no significant difference.

**Effects on N, P, K**

The humic acid organic fertilizer increased soil total nitrogen, available phosphorus, and available potassium contents (Table 2). In 0-10 cm soil layer, the total nitrogen in PKH, NPKH3, NPKH2 and NPKH1 treatments increased by 30.10%, 25.10%, 23.43% and 9.47%, respectively than NPK; the available phosphorus increased by 38.30%, 36.49%, 29.67% and 8.54%, respectively; the available potassium increased by 20.32%, 19.30%, 12.59% and 6.17%, respectively. In 10-20 cm soil layer, total nitrogen in PKH, NPKH3, NPKH2 and NPKH1 treatments increased by 20.32%, 16.09%, 4.59% and 3.79%, respectively; the available phosphorus increased by 30.95%, 25.10%, 29.67% and 8.54%, respectively; the available potassium increased by 13.71%, 13.33%, 8.63% and 6.54%, respectively. In the 20-30 cm soil layer, the total nitrogen, available phosphorus, and available potassium increased by less than 10% as compared with the NPK treatment, and the increase was not significant.

**Principal Component Analysis of Each Index**

Two principal components were obtained with basic characteristic values greater than 0.5. The contribution rate of the first principal component (urease, bacteria, fungi, soil organic matter, total nitrogen, and available potassium) to

### Table 1: Contents of soil organic matter under different fertilization treatments (g.kg⁻¹).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>0-10cm</th>
<th>10-20cm</th>
<th>20-30cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPK</td>
<td>47.53c</td>
<td>44.99b</td>
<td>42.57a</td>
</tr>
<tr>
<td>NPK1</td>
<td>50.59bc</td>
<td>45.55b</td>
<td>42.61a</td>
</tr>
<tr>
<td>NPK2</td>
<td>53.25b</td>
<td>45.32b</td>
<td>42.74a</td>
</tr>
<tr>
<td>NPK3</td>
<td>56.86a</td>
<td>47.79a</td>
<td>42.78a</td>
</tr>
<tr>
<td>PKH</td>
<td>58.02a</td>
<td>48.54a</td>
<td>43.21a</td>
</tr>
</tbody>
</table>

Note: Different letters within columns have significant differences at P < 0.05 according to the LSD test.
Table 2: Content of soil fertility elements under different fertilization treatments.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>0-10cm</th>
<th>10-20cm</th>
<th>20-30cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPK</td>
<td>2.40b</td>
<td>2.17b</td>
<td>1.91a</td>
</tr>
<tr>
<td>NPK1</td>
<td>2.62b</td>
<td>2.25b</td>
<td>1.99a</td>
</tr>
<tr>
<td>NPK2</td>
<td>2.96a</td>
<td>2.27b</td>
<td>1.96a</td>
</tr>
<tr>
<td>NPK3</td>
<td>3.01a</td>
<td>2.52a</td>
<td>2.07a</td>
</tr>
<tr>
<td>PKH</td>
<td>3.12a</td>
<td>2.65a</td>
<td>2.10a</td>
</tr>
<tr>
<td>NPK</td>
<td>47.65b</td>
<td>44.30c</td>
<td>41.37a</td>
</tr>
<tr>
<td>NPK1</td>
<td>51.72b</td>
<td>49.14b</td>
<td>43.18a</td>
</tr>
<tr>
<td>NPK2</td>
<td>61.79a</td>
<td>55.32ab</td>
<td>44.51a</td>
</tr>
<tr>
<td>NPK3</td>
<td>65.04a</td>
<td>59.73a</td>
<td>45.01a</td>
</tr>
<tr>
<td>PKH</td>
<td>65.90a</td>
<td>61.96a</td>
<td>45.49a</td>
</tr>
<tr>
<td>NPK</td>
<td>153.15d</td>
<td>143.23c</td>
<td>132.40a</td>
</tr>
<tr>
<td>NPK1</td>
<td>162.61c</td>
<td>152.60b</td>
<td>132.94a</td>
</tr>
<tr>
<td>NPK2</td>
<td>172.44b</td>
<td>155.61ab</td>
<td>132.39a</td>
</tr>
<tr>
<td>NPK3</td>
<td>182.71a</td>
<td>162.33a</td>
<td>132.11a</td>
</tr>
<tr>
<td>PKH</td>
<td>184.27a</td>
<td>162.88a</td>
<td>134.17a</td>
</tr>
</tbody>
</table>

Note: Different letters within columns have significant differences at $P < 0.05$ according to the LSD test.

the total variance was 90.08%, and the second principal component (catalase, acid phosphatase, and available phosphorus) was 6.47%. The cumulative contribution rate of the two principal components reached 96.55%, indicating that the two principal components could represent 96.55% of all soil environmental effects information. The order of the comprehensive evaluation scores of the two principal components, from superior to inferior was PKH$>$NPKH3$>$NPK2$>$NPKH2$>$NPKH1$>$NPK (Fig. 3), and the comprehensive score in PKH treatment was the highest.

**DISCUSSION**

Soil microorganism is an important component of soil (Schutter & Fuhrmann 2001). The results showed that the bacteria, fungi, and actinomycetes in the 0-10cm soil layer increased significantly with the increase of humic acid organic fertilizer. Maybe the humic acid organic fertilizer improved the physical and chemical properties of soil, leading to the permeability and water retention of soil was improved, promoting the growth of crops and the metabolism of plant roots, stimulating the beneficial microbial activity of the soil, and speeding up the reproduction speed of soil microorganisms. The response of different microorganisms to humic acid organic fertilizer was also different. The increase of fungi was greater than that of bacteria and actinomycetes, the results from the humic acid organic fertilizer were acidic, and the fungi were dominant in an acidic environment, at the same time, the fungi were strictly aerobic, the humic acid organic fertilizer could change the permeability of the soil, improve the gas exchange between the soil and the outside, therefore it provided a good living environment for the fungi. Through the application of humic acid organic fertilizer, the microorganisms increased, indicating that the humic acid organic fertilizer could improve the soil’s environmental effects.

Urease, catalase, and acid phosphatase are closely related to plant nutrition (Zhang 2019). The results showed that the activities of urease and catalase in the 0-10cm soil layer increased with the increase of humic acid organic fertilizer, and acid phosphatase increased not significantly. The reasons may be that the soil aggregate structure was improved because of the application of humic acid organic fertilizer, it provided a good living environment for the fungi. Through the gas exchange between the soil and the outside, therefore it provided a good living environment for the fungi. Through the application of humic acid organic fertilizer, the microorganisms increased, indicating that the humic acid organic fertilizer could improve the soil’s environmental effects.
cause of the humic acid organic fertilizer applied in the soil, which could combine well with the enzyme, therefore the enzyme activities were improved. Studies have shown that (Wang et al. 2012), the activities of soil protease and urease were positively correlated with soil aggregate structure, this also proved that the enzyme activities in urea treatment were lower than that in humic acid organic fertilizer treatments. In our experiment, the soil microorganisms increased significantly, it also could improve the enzyme activities. Fan and Hao (2019) showed that organic fertilizer had the greatest effects on urease, which was consistent with our conclusion. In our experiment, the activities of urease, catalase, and acid phosphatase in soil were measured. Combined with the previous conclusions, the results showed that the enzyme had a very sensitive response to soil fertilization, and the organic fertilizer could significantly improve the activities of soil enzymes. Therefore, in a sense, the application of organic fertilizer was a measure of adding enzyme.

As one of the components of soil, the soil organic matter plays an important role in the formation of soil, the protection of the soil environment, and the sustainable development of agriculture (Zhu 2012). In our experiment, we found that the humic acid organic fertilizer could improve the soil organic matter, compared with the NPK treatment, the soil organic matter in the other treatments increased significantly, which was similar to the literature (Zeng et al. 2002, Wang et al. 2005). The Physical and chemical properties of soil could be improved because the soil organic matter increase, therefore the soil fertility also could be enhanced. While, the humic acid organic fertilizer also had significant effects on the total nitrogen, available phosphorus, and available potassium. The humic acid organic fertilizer contained a large number of water-stable groups with different particle sizes, which could reduce the leaching. And the humic acid organic fertilizer also contained a lot of available elements such as carbon, hydrogen, oxygen, nitrogen, phosphorus, and potassium, which was a good supplement to the soil elements. The application of organic fertilizer could improve soil organic matter and nutrient elements, the results of our study also confirmed the conclusion, that it was similar to the literature (Li et al. 2012, Ailinc et al. 2011, Gong & Lü 2014).

CONCLUSION

The application of humic acid organic fertilizer in black soil had a positive impact on improving soil environmental effects. The number of soil microorganisms, enzyme activities, soil organic matter, total nitrogen, available phosphorus, and available potassium were all increased. According to the analysis of different soil layers, humic acid organic fertilizer had affected 0-10cm soil. In 0-10 cm soil, the soil microorganisms increased significantly in NPKH3 and PKH treatments, while the soil enzyme activities were similar but inconsistent, showing that the acid phosphatase was no significant difference across all treatments, while the urease and catalase were obvious increased with the increase of humic acid organic fertilizer application. The contents of organic matter, total nitrogen, available phosphorus, and available potassium increased with the increase of humic acid organic fertilizer application and reached the maximum value in PKH treatment. The principal component analysis showed that humic acid organic fertilizer application had positive impacts on the improvement of soil environmental effects, and the PKH treatment was the best.
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ABSTRACT

The necessity to pay attention to the tourism sector and protect natural resources has sparked a growing interest in scientific studies on the international value of ecotourism. Furthermore, eco-friendly tourist attractions should be developed and expanded to achieve long-term tourism growth. To achieve this aim, however, it is important to recognize the adverse effects of visitor activity on the natural environment and the experience of tourism to direct management activities and, thus, to maintain the resources on which ecotourism ultimately depends. This study aimed to assess the environmental impact of the four trails in the Yarmouk Forest Reserve in the Irbid governorate in northern Jordan. Field trips were used to determine the trail’s characteristics. The findings revealed a basic description of the reserve’s four routes in terms of path width, trail surface type, kind of vegetation, landscapes, and tourist attractions.

INTRODUCTION

Ecotourism is a rapidly growing industry that is well-known for its environmentally friendly approach to tourist-local destination engagement. Jordan is one of the few Middle Eastern countries having feasible or approved tourism options (Abuamoud et al. 2015). Jordan has established an integrated network of ecologically and culturally significant protected areas that covers 1.73 percent of the country’s land area. In addition to their environmental protection efforts, these regions are frequently regarded as prominent tourist attractions, particularly for nature-based tourism. Jordanian protected area tourism, on the other hand, is still a relatively recent phenomenon (Jamaliah et al. 2019).

Hiking is generally defined as an activity involving, on foot, for sporting and cultural purposes, following paths that may or may not be marked. Hiking has long been associated with mountaineering and rambling groups across the country, however, there are significant regional differences. Hiking evolved from a sporting and cultural activity (mostly enjoyed by minorities and elitist groups) to a type of tourism and leisure, coinciding with the birth and consolidation of what has come to be known as alternative forms of tourism (Gómez-Martín 2019). Hiking in mountain regions and protected areas is usually the most significant recreational activity and can provide significant tourism income for the local population. In recent years, many rural locations have made enormous attempts to facilitate hiking and thus benefit from the growing demand of visitors for nature destination experiences and events that promote their health and well-being (Nordbø & Prebensen 2015). Recreation trails are becoming acknowledged as drivers of financial and tourism growth. It also becomes evident that financial advantages can improve even if trails are designed and managed as a network of interconnected communities and attractions (Hungria et al 2013).

Tourism activity is a significant contributor of 18.7% of GDP to Jordan’s national economy. Tourism ranked as one of Jordan’s most important foreign exchange sources, in 2017, 7,659 USD billion was generated, and it is forecast to rise to 13,611 USD billion by 2028 (23.5% of GDP) and raise jobs to 320,000 in 2028 through a private sector partnership (WTTC 2018). Tourism, which includes restaurants, hotels, airlines, local communities, and ground transportation, provides a new type of business to the local community, producing new jobs and revenue (Abuamoud et al. 2019). According to the World Tourism Organization, tourism in the Middle East is anticipated to increase by 50% between 2010 and 2020 (UNWTO 2016).

PAST STUDIES

Hiking, due to its low effect on natural environments, is one of these suitable forms of tourism within the reserve. It is...
likely that natural disasters will both destroy the infrastructure and cause fatal injuries to tourists as hiking trails are laid down across natural landscapes (Luzhkov 2012). Recreational trails are recognized as economic drivers in tourism if they are established and maintained as a network of interconnected community links with a variety of complementary attractions and services. The number of economic benefits can also increase (Recreation Sites and Trails BC 2012). In 2018, 1.4 billion visitors from all over the world generated 1340 USD billion in income (UNWTO 2015). Most outdoor recreational activities can adversely impact the natural environment, and the growing popularity of outdoor recreation has inevitably led to broader and wider ecological effects on natural ecosystems (Lynn & Brown 2003). Nature-based tourism is considered to be one of the most popular forms of tourism and one of the few human activities permitted in many protected areas. Nature-based tourism including ecotourism has a variety of negative effects on wildlife in general, water, and soils (Ballantyne & Pickering 2012). Monitoring the condition of the trails, such as soil erosion, trail length, and informal trails is a task that requires constant monitoring to ensure the long-term conservation of the landscape and to restrict the area directly affected by trails (Ancin-Murguzur et al. 2020). Many trail systems are designed and managed to maintain high traffic while reducing related impacts on the environment. Well-designed trails, for instance, avoid steep grades and (fall line) alignments parallel to landform grades that are difficult to drain and intercept natural water flows (Olive & Marion 2009). Trampling disruption can alter the look and composition of trailside vegetation by raising plant height and favoring trampling-resistant species. Loss of tree and shrub cover may increase exposure to sunlight, resulting in greater compositional changes when shade-intolerant plant species take over (Leung & Marion 2000). Trampling can cause more damage during the flowering and seeding seasons than during the non-productive seasons (Liddle 1997). Nevertheless, soil exposure on natural surface trails can lead to several impacts on the site, including soil compaction, muddiness, erosion, and widening of the trail (Cole 2004).

STUDY AREA

Yarmouk Forest Reserve is located in the northernmost part of Jordan (Center Coordinates; East 754351/North 3618381). It is approximately 140 km north of Amman’s capital city and 40 km north of Irbid city. The Royal Society Conservation of Nature (RSCN) established Yarmouk Natural Reserve on the 6th of January 2010 with the agreement of the Prime Minister, and it became part of the national reserves network, which is run and managed by the RSCN and is located in the northwestern part of Jordan on the border of Golan hill. The Yarmouk Forest Reserve covers a total area of 20 km² (Fig. 1). From three different locations, the reserve is surrounded by tiny villages (RSCN 2015).

Yarmouk Forest Reserve is located within the Mediterranean biogeographical zone, which provides a warm climate in summer and a cold one in winter with an average rainfall of 400mm per year. Overlooking the River Yarmouk, which marks the border between Jordan and Syria, it protects a swathe of deciduous oak forest (85% of Jordan’s surviving cover), along with two species of rare orchid, mammals including otters, hyenas, wolves, and the threatened mountain gazelle, reptiles, fish and birds. The Yarmouk Nature Reserve spreads over a small area (20Km²) of the hills beside Umm Qais. The total financial income for local communities living around Yarmouk Forest Reserve in 2019 has reached 225,504 JOD.

MATERIALS AND METHODS

Field Trips

At Yarmouk Reserve, a variety of procedures have been used to assess the current management scheme and practices, including visitor management, opening hours, illegal logging, soil erosion, topography, annual rainfall, and the percentage of vegetation cover (including trees and other plants) to the overall reserve area. To determine these characteristics, preliminary field research was conducted to assess the direct characteristics that can be assessed in the field, such as (the width of the trail between the outer (median) boundaries [m], the dominant type of surface, the presence of stairs along the trail, the number of information panels, the number of rest stops along the trail, food services throughout the trail, picturesque views, and the possibility of accommodation across the trail mountain.

Other characteristics that can be assessed using Geographic Information System (GIS) software include trail length [m], kind of path, dominating ground cover type, several types of land cover, average trail slope [degree], and water flow parallel to or intersecting with the route segment. According to the methodologies for assessing the characteristics, we divided them into two groups: qualities directly tested in the field and attributes dissected using GIS software. From March to September 2019, the reserve management provided visitor statistics (4331 visitors). However, the year 2020, which is plagued by the Coronavirus (COVID-19), would result in significant losses in various sectors, particularly the tourism sector.

Trails have been divided into the: A) Easy trails: that is ideal for hikers and novices. Normally they are easy to follow, being along a Wadi, path, or lane. Grades are friendly
and with very few obstacles. B) Moderate trails: that is for intermediate or experienced hikers. The terrain is steeper and it is likely to meet more obstacles with no signs of the trail or specific directions that you can use. C) Advanced trails: that is also done for experienced hikers. The terrain can be steep and there are no direct paths, with the ability and self-reliance to navigate.

**Interviews**

Interviews have been conducted with the reserve director manager and employee of the reserve to determine the natural features in the reserve, find out the number of tourists coming to the reserve, and know what the next projects in the reserve are. Interviews have been documented by voice record for each sample through the use of a smartphone, which has been taken and analyzed.

**RESULTS AND DISCUSSION**

A total of 4 trail segments representing the basic space units in the Yarmouk Forest Reserve have been designated:

**Al-Hreith Educational Trail Condition in Yarmouk Forest Reserve**

Field evaluation of the Al-Hreith educational trail segment showed that the most common surface types were vegetation (60% of trail segment) and rocky (32% of trail segment) where there is slight erosion of the soil at the beginning of the trail due to the slope and rocky ground on which the soil is present, which enhances the process of erosion. The width of the Al-Hreith educational trail ranges from 1.7 m to 2.5 m in some areas. The edges of the trail were identified by small stones on the sides with the presence of few natural rock stairs. The trail is relatively short and educational, as there is no point for rest or places to supply the tourist with water or food; also, the trail contains information and warning panels (Figure 2). The trail starts with an exceptional perspective on the Oak timberland on one hand and the planted Pinewood on the other. During the walk, you will experience some annual plants and trees, for example, the Hawthorn Rhamnus, Calicotome, horse chestnut, and the Chiliadenus.

The trail gives proof of past human advancements, as you will discover water channels utilized in the Roman time, caves and sedimentary rocks, military trenches, and the point of cannon from the 1860s. Toward the end of the trail at an altitude 380 m above sea level where, you can see and appreciate a dazzling perspective on the lake of Tiberias, the Tur Mount, and the Golan Heights.
Wadi Al-Muntamra Trail

Field evaluation of the Wadi Al-Muntamra trail segment showed that the most common surface types were gravels (65% of trail segment) and vegetation (30% of trail segment). The length of the Wadi Al-Muntamra trail reaches about 6 km, starting from Mansoura, by looking at the Golan Heights, and then disappears during the descent into the valley. The floor of the trail consists of gravel and stones when walking in the course of the valley, and the soil and plants when walking on the banks of the valley, where the width of the trail ranges between 0.7 to 1.8 m.

There are some caves and caverns of limestone extending along the valley, and some of them have been used as places for overnight cattle herds that spread in this region. The valley water is used to water the flocks of sheep and livestock. Like other trails, this trail is characterized by high plant diversity than the other trails with Oleander trees, Carob trees, and aquatic plants. At the end of the trail, the visitor sees a view of the Lake of Tiberias, the Tur Mount, and the Golan Heights.

Al-Shreif Mountain Trail Condition in Yarmouk Forest Reserve

Field evaluation of the Al-Shreif mountain trail segment showed that the most common surface types were gravels (65% of trail segment) and vegetation (30% of trail segment). The length of the Wadi Al-Muntamra trail reaches about 6 km, starting from Mansoura, by looking at the Golan Heights, and then disappears during the descent into the valley. The floor of the trail consists of gravel and stones when walking in the course of the valley, and the soil and plants when walking on the banks of the valley, where the width of the trail ranges between 0.7 to 1.8 m.

There are some caves and caverns of limestone extending along the valley, and some of them have been used as places for overnight cattle herds that spread in this region. The valley water is used to water the flocks of sheep and livestock. Like other trails, this trail is characterized by high plant diversity than the other trails with Oleander trees, Carob trees, and aquatic plants. At the end of the trail, the visitor sees a view of the Lake of Tiberias, the Tur Mount, and the Golan Heights.

Arqoub Romi Mountain Trail

The Arqoub Romi Mountain Trail is the longest trail in the Yarmouk Forest Reserve, with a length of about 12 km, and it is considered a moderately difficult trail, as most of the floor of this trail is rocky, as the ratio exceeds 75% of trail segment, vegetation (10% of trail segment), and gravels (13% of trail segment). The trail begins with views of the Great Rift Valley and the Golan Heights. After about 1.5 km, the trail splits into two sections: one for enjoying the best possible landscape view in the spring and summer, and...
another for protecting us from the cold western air, which can be bothersome at times. The width of the Arqoub Romi mountain trail ranges from 1.6 m to 2.6 m, and there are no indications along the trail or locations to supply tourists with water and food save Ain Nene, which is located roughly 10 km from the trail’s commencement.

Approximately after 8 km, the trail will lead to a panoramic site located 308 m above sea level, where visitors can find distinguished views of the Jordanian Himmah area and the presence of a Roman grave near the site in addition to some caves and rock formation. The Arqoub Romi mountain trail continues down toward Ain Nene, which rises 142 m above sea level, where water can be supplied there. And after about 200 m there is an abandoned military area consisting of several old buildings, where visitors are located on the area overlooking the Great Rift Valley that passes through the region and the Hejaz railway, which is used to come from Al Madinah Al Munawwarah to Bilad al-Sham to Turkey countries through the Ottoman period, before reaching the final station of Arqoub Romi mountain trail at Al-Arayes pond.

CONCLUSION

The Yarmouk Forest Reserve faces a variety of threats, including woodcutting, overgrazing, and wild plant collection (uprooting wild plants), and should draw on the experience of tourist-friendly countries in managing natural reserves and the activities that can be offered to attract more visitors, while also providing the highest level of wildlife protection. To avoid problems, outdoor recreation management in protected natural areas requires an understanding of visitor desires and their use of the protected environment. In protected natural areas around the world, trails are an essential and expanding infrastructure that concentrates tourist mobility (Miller et al. 2017). Our study applied a quantitative approach to investigate the determinants of the visitor’s path selection and how the path characteristics affect the number of visitors and the ability of the reserve management to preserve the environment.

Our study found that the Al-Shreif Mountain Trail, Wadi Al-Muntamra Trail, and the Arqoub Romi Mountain Trail need to be re-maintained in terms of reorganizing the boundaries of the trail, cleaning the sides of the trail of tree stumps and stiff branches, and cleaning the waste, especially the old car tires that are located in the Wadi Al-Muntamra (Fig. 3). It should also be highlighted that the region breeds guard dogs, who are commonly seen with herds of livestock and sheep, which could make the tourist journey dangerous.

The results of our study indicate that most of the surfaces of the trails in the reserve are rocky.

GIS was used to analyze all trails where they are used for hiking only. The dominant land cover types along trails were natural grasslands (predominant along 31% of segments) gravel (19% of segments), and rocky (46% of segments). The majority of the segments (45%) were located through four different land cover types and a water stream was absent along 75% of the trails. The results of GIS analyses are summarized in (Table 1).

An interview was conducted with the director of the reserve, Mohammed Malkawi, who spoke briefly about the reserve, saying: “The area of the reserve is about 20 square

Fig. 3: A and B) Tree stumps and stiff branches along with Arqoub Romi, and Muntamra trails; C) Old car tires along Al-Shreif, mountain trail
serve in particular, Malkawi
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- 2
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- 2

<table>
<thead>
<tr>
<th>Trail name</th>
<th>Trail length</th>
<th>Trail type (hiking, cycling, horse riding, etc.)</th>
<th>No. of land cover type</th>
<th>The dominant type of land cover</th>
<th>Average trail slope</th>
<th>Water stream</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Hreith Educational Trail</td>
<td>3556m</td>
<td>Hiking</td>
<td>2</td>
<td>Coniferous forests</td>
<td>8.65%</td>
<td>No stream</td>
</tr>
<tr>
<td>Wadi Al-Muntamra Trail</td>
<td>5713m</td>
<td>Hiking</td>
<td>4</td>
<td>Transitional forests – shrubs;</td>
<td>6.0%</td>
<td>stream following the trail</td>
</tr>
<tr>
<td>Al-Shreif Mountain Trail</td>
<td>3927m</td>
<td>Hiking</td>
<td>2</td>
<td>Natural grasslands</td>
<td>7.9%</td>
<td>No stream</td>
</tr>
<tr>
<td>Arqoub Romi Mountain Trail</td>
<td>6920m</td>
<td>Hiking</td>
<td>2</td>
<td>Natural grasslands</td>
<td>8.15%</td>
<td>No stream</td>
</tr>
</tbody>
</table>

km. It contains 43 types of mammals, 574 plant species, and 117 bird species. It is considered an important area for bird migration. On three continents Asia, Europe, and Africa, it is considered a resting station for birds, in addition to the fact that residential areas fall within its scope. The reserve is distinguished by its biological and environmental diversity, including the flat areas, the mountain, the valley, freshwater sources, and endangered animals. The reserve contains a pattern of deciduous oak woodlands (*Quercus ithaburensis*), which is Jordan’s national tree, as well as the Jordanian national flower (black iris). The reserve’s role in ecotourism has recently been active, and four tourism trails have been opened within the reserve at various lengths depending on the visitors’ desires, including mountains, valleys, and an educational trail for school and university students. As for the problems and challenges facing the reserve in general and the management of the reserve in particular, Malkawi said: Among the most prominent problems that occur are tree cutting in the fall season, forest fires in the summer, and overgrazing, especially in the beginning of the spring season, as most of the region’s residents depend on breeding Cattle. Regarding future projects, Malkawi explained the implementation of the ecolodge (environmental hostel) project, which has been approved, and one million Jordanian dinars have been customized for implementation to do it in two phases during the years 2019 and 2020 within the projects of the Irbid Governorate. It aims to advance the development and provide job opportunities for youth and the local community, to alleviate unemployment, specifically in the poorest regions. Quality requirements primarily ensure comparability and appreciation. Quality standards, which are primarily accommodation services, restaurants, transport companies, and visitor offices, can act as a marketing tool, a benchmark; and can be taken into account when establishing a strategy to better serve the requirements of visitors. Moreover, the increase of quality hiking tourism along Yarmouk reserve trails should contribute to the development of a marketing strategy and a brand for hiking tourism.

Management was able to recognize the major consequences by soliciting the opinions and expectations of recent visitors to the Yarmouk forest reserve. The most major visible impacts were woodcutting, litter, and vegetation destruction, all of which have the potential to decrease ecotourism’s natural experience offerings. Litter, erosion, deforestation, reserve infrastructure, and vegetation damage are among the most common management problems expressed by respondents. As a result, these management issues could be utilized to measure how visitors to the Yarmouk forest reserve affect the environment.

Finally, this research is one of the first to look at the effects of ecotourism and associated indicators in the Yarmouk Forest Reserve through the eyes of visitors. This effort lays the groundwork for a comprehensive visitor management structure in the Yarmouk Forests reserve. More broadly, the sociopolitical method used in this study leads to a better understanding of the ecotourist experience’s consequences for ecotourism management in Jordan’s natural ecosystems.
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ABSTRACT
Water quality analysis is an emergency approach in today’s world because people cannot survive without it. As a result of urbanization, industrialization, agricultural practices, and human behavior, water quality analysis have numerous issues in today’s world. Manually visiting the water collection station, collecting water samples, analyzing in the lab, feeding data into a database, and so on are all challenges in the water quality analysis processing. Artificial learning model technologies will be used to tackle these challenges. The variety of machine learning approaches to water quality analysis has resulted in a diversity of creation and implementation methods. The study examines artificial intelligence’s advancement in water quality prediction from different angles ANN, FUZZY, SVM, and other AI models. The review investigated 40 articles between 2008 and 2020. Groundwater, ponds, lakes, and rivers all water resources were all included in the survey method. The findings of the survey will be used to guide the future study.

INTRODUCTION
Research Background
Water resources span around 70% of the earth’s surface (Mishra & Dubey 2015). The water sources are split into two types such as surface water and groundwater. The rivers, lakes, reservoirs, and coastal regions are examples of surface water, whereas infiltration galleries and springs are examples of groundwater (Mustafa et al. 2017). River and groundwater are critical for environmental, social health, and economic growth (Pandhiani et al. 2020, Siebert et al.2010). Rivers provide 65 percent of the water used in agriculture, with the remainder used for drinking, industrial, and other human needs. Human influences such as sewage, urbanization, agricultural, and industrial waste have an impact on river water quality (Bhatti et al. 2019).

However, these problems are caused by changes in the chemical properties of the water and the inability to drink or irrigate (Sakai et al. 2018). The chemical composition of water is related to its physical, chemical, and biological features which are used to determine the condition of water (Bordalo et al. 2006). Some of the water quality variables used to quantify water quality includes Electrical Conductivity, Dissolved Oxygen, Total Dissolved Solid, Chemical Oxygen Demand, Turbidity, Temperature, and pH (Tchobanoglous et al. 1985, Nikoo et al. 2013). Contaminated water is the most dangerous to people’s health in underdeveloped countries, accounting for 80% of all health complications (Moore et al. 2003).

The National Sanitation Foundation of the United States proposed and adopted Water Quality Index in a global manner (Brown et al. 1970). The water quality index is another often-used indicator, which is required for massive data calculations, mathematical formulae, time, and effort. WQI categorizes WQ into excellent, poor, and worst according to standards established by regulatory agencies in the research field; results are scientific, yet they are presented in an easy-to-understand fashion (Fernández et al., 2004). Water quality analysis is fundamental in the River WQ analysis, monitoring, and control. Machine learning techniques for predicting water quality are currently based on training and testing techniques (Tung & Yaseen 2020). One of the several purposes of the model used to estimate water quality is to predict how it will change over time (Chen et al. 2018). Therefore, water quality forecasting is crucial for environmental monitoring, ecological sustainability, and human health (Fijani et al. 2019).

Problem Statement
Because water is such an important natural resource for all living organisms, it’s necessary to ensure that it’s always safe to drink and use. Many environmental variables play a vital role in predicting water quality. The state of the water is changed due to the variation in the effects on the environment,
leading to industrial pollution, sewage, wastewater, human overuse, low levels of water, and over-utilization of land and sea resources (Dinka 2018). Water quality analysis was split into physical, chemical, and biological analysis methods. The water quality is predicted depending on turbidity level, moisture content, and water flows (Omer 2019).

Water quality analysis has become a difficult task due to global warming and the increase in population. The population growth leads to another concern water scarcity due to the lack of adequate infrastructure. Water consumption rises in tandem with population growth, affecting people all around the world. This reason leads to people consuming contaminated water which has been connected to the spread of water-borne diseases such as cholera, diarrhea, dysentery, and hepatitis. Twenty-seven waterborne diseases have been identified by the World Health Organization (WHO). Drinking water safety is acknowledged as a threat. This is an issue that worries both developed and developing countries across the world (Jury & Vaux 2007).

The traditional method of water quality forecasting is a manual approach, such as raw data collected at intervals and analyzed in the lab. This approach leads to a time-consuming process and a risky policy-making process related to water. The previous data collection approaches resulted in a dataset that was noisy and unbalanced. For the above reason, researchers spend a lot of time pre-processing and cleaning data (Pratt & Loizos 1992). Designing water-related data is challenging because of its nonlinearity, nonstationarity, and complexity (Chang et al. 2016). Because of the size of the data, traditional methods cannot meet current demand and require the use of artificial intelligence (AI) models and their development.

**METHOD**

This survey paper focuses on a review of water quality prediction using AI. The initial step is to collect water quality papers from Springer, Elsevier, and IEEE and possible resources. The second strategy was to search for articles from 2008 to 2020 using terms such as water quality, river, lake, machine learning, and deep learning research. The contribution of this survey study is:

- To conduct a thorough literature study to determine the current machine learning approaches for water quality prediction.
- To draw attention to the flaws and limits of present approaches.
- To compare various sources of surface water with the Common AI Approach.
- To recommend future research directions.

**MACHINE LEARNING**

Machine learning is the latest trending technology in water quality prediction. It is a technique that allows computers to learn automatically from previous results. Machine learning is a predictive analytics technique that makes predictions based on past data. Data and algorithms were incredibly important in machine learning (Kelleher 2019). In machine learning, most of the data is used in training, and less data is used in testing. It is an embrace of four of learning such as ANN, SVM, Fuzzy, and other AI models.

**Artificial Neural Network (ANN) Model**

The ANN algorithm was introduced by McCulloch in the year of 1943 (McCulloch & Pitts 1943). It is a simple method used for nonlinear data and solves complex problems. The Artificial Neural Network type is analogous to a human brain. It has neurons that are interconnected in different layers of networks (Chen et al. 2020). ANN is composed of three layers such as entry, hidden, and exit. The user will be offered input in the extreme form of formats adopted by the input layer. There may be a hidden layer between the input and the output layer. It is capable of carrying out a wide range of tasks. The output layer provides a result based on the predicted response (Najah et al. 2014). Fig.1 represents ANN Architecture.

**Fuzzy Based Model**

The Fuzzy based model was introduced by Zadeh (1965). Fuzzy Logic Systems (FLS) accepted incomplete, unclear, skewed input and produce the exact output. Fuzzy Logic (FL) is a method similar to human thinking. The Fuzzy Logic (FL) approach simulates human decision-making. Some logic blocks allow the device to recognize the number of inputs and outputs defined as true or false (Wang et al. 2003). The structure of Fuzzy Logic is depicted in Fig. 2.

**Support Vector Machine (SVM) Model**

![Fig. 1: ANN Architecture.](image-url)
SVM is among the most effective classification and regression algorithms. The goal of the SVM algorithm is to make the simplest call purpose for bifurcate. A hyperplane is one of the best decision boundaries. It has two types such as linear and non-linear. Fig. 3 represents SVM Architecture.

**Others AI Models**

Some other models are also used to predict water quality such as hybrid and other models.

**KEY METHODS AND SYSTEMS FOR WATER QUALITY PREDICTION**

This part will cover water quality predictions such as inner relation analysis in water and pollution, various parameter predictions, anomaly detection methods in datasets, and dimension reduction in the feature selection process.

**Analysis of Inner Relationship in Water Quality Parameters**

Wu et al. (2019) introduced the adaptive frequency analysis method (ADP-FA) used to address data problems through the details of the intelligence frequency domain for internal relationships and personal discovery. The scalability characteristics were determined from the indicator, geography, and time domain. Prasad et al. (2020) developed different machine learning models that deal with binary and multi-class classification strategies used in water quality in lakes. They used the confusion matrix to test their work. The LSTM algorithm was found to provide the best level of accuracy and precision.

**Total Dissolved Solids (TDS) Prediction**

Niroobakhsh et al. (2012) compared two ANN models to predict TDS such as multi-layer perceptions (MLP) and the random forest (RF). The RF results can handle an enormous amount of information and can accurately forecast TDS levels. Tarke et al. (2016) An ANN model was used to predict the number of TDS within rivers. The backpropagation technique and the Levenberg-Marquardt optimization procedure are used to improve the ANN model’s performance.

**Dissolved Oxygen Prediction**

Ahmed & Shah (2017) designed an ANFIS-based model for estimating BOD levels in the river. ANFIS model predicted the BOD whose performance was assessed by Mean Squared Error (MSE), Mean Absolute Error (MSE), Correlation coefficient (R), and Nash model efficiency (E). As a result, the adaptive neuro-fuzzy inference approach can accurately predict biochemical oxygen demand. Chen et al. (2018) introduced a new model BPNN combined with the artificial bee colony (ABC) method for DO forecasting. According to the findings, enhanced ABC–BPNN beats regular BPNN in terms of accuracy and generalization in local searches.

**pH Prediction**

Rajaee et al. (2018) tested ANN, WNN, MLR, and WMLR models for pH predicting. The WNN models used a wavelet transformation algorithm to predict pH levels in an advanced manner. This technique penetrates the mother wavelet while keeping its length constant. The WNN outperformed the others by eliminating the noise caused by the pH change.

**Salinity Prediction**

Melesse et al. (2020) used a hybrid machine learning model for salinity forecasting. M5-Prime, RF, and eight new hybrid algorithms were employed in this investigation. The water quality parameters such as pH, HCO, Cl, SO4, Na, Mg, Ca, and Total Dissolved Solid were chosen. The validation results M5P-based hybrid algorithms outperformed RF-based hybrid algorithms. Barzegar et al. (2017) applied ANN, ANFIS, WNN, and WANFIS models to predict saltiness. The dataset was preprocessed using a discrete wavelet to improve accuracy. As a result, the WANFIS and WNN models outperformed other models.

**Anomaly Detection Prediction**

Deng et al. (2015) introduced a new model hybrid Fuzzy
Time-series for reducing noise in the dataset. The Gaussian cloud algorithm and the heuristic GCT method were employed by FTS. The performance of results extensively compared ARIMA, RBFNN, NAR, SVM, ANN–GCT, and OSM models. The FTS surpassed other models. Muharemi et al. (2019) proposed a machine learning method for the detection of changes or anomalies found in water quality over time. The information was collected from a German public water firm. Logistic regression, linear discriminate analysis, SVM, ANN, DNN, RNN, and LSTM were introduced to improve the data quality. F-scoring, accuracy, and recall methods are used to evaluate efficiency. As a result, the LSTM performed better than the LR model.

**Dimension Reduction**

Techniques for minimizing the number of parameters in a dataset are defined as dimensionality reduction. The dimension reduction technique increases machine learning performance at a high level. The ANN coupled discriminate analysis method was used by Voza & Vuković (2018). This method was used to extract two parameters such as the water temperature and electrical conductivity. Singh et al. (2011) implemented the SVM method for dimension reduction purposes. This process is compared with kernel-based discriminate analysis (DA), kernel-based partial least square (KPLS), standard DA, and PLS methods. The findings of SVM modeling show promise in terms of managing huge amounts of WQ data for optimization, categorization, and prediction.

**COMPARISON OF DIFFERENT WATER QUALITY PREDICTION METHODS**

In this review, machine learning approaches were used to simulate lake water quality, river water quality, and groundwater quality. This section discusses the present state of the water quality prediction technique comparative methodology in three categories of (1) ANFIS-FA with lake water (ii) ANFIS-WDT with river water (iii) ANFIS with groundwater is discussed in detail.

**Quality Risk Analysis For Sustainable Smart Water Supply Using Data Perception**

Water source management is used to regulate the supply of drinking water. The control of the water source was essential to enhance the water quality for end-users. An Adaptive Frequency Analysis (Adp-FA) method was introduced for determining data for individual predictions. A practical solution for building a risk analysis method for the local water distribution system. The designed method was employed was used to test the spectrum analyzer, model accuracy, and processing time with ANN and RF techniques. A new framework was introduced for the quality of the water examination with data processing mode. An Adp-FA method was employed for risk classification and prevention depending on water quality data acquired from the water distribution system. The developed technique can measure water quality indicators across many domains, including region and time.

The frequency property relationship between water quality indicators was examined for risk identification, forecast, and appraisal study. It observed a practical water source monitoring method using data obtained directly from industrial processes. It avoids issues such as the dependability of laboratory results and industrial applicability. It was beneficial to the exits water distribution system in the local infrastructural system. It established a link between readily available physical, chemical, and biological features. Pollution control decisions were made based on industrial and residential activities in water supply locations.

Cycle identification was used to find significant cycles for indicator changes in the temporal domain. The maximum value computation was used to monitor and estimate the amounts of the presence of various biological microorganisms. The training set adoption was used to do parameter adjustment. The created model was utilized to forecast the accurate bacteria indicators in tendency and values. The values were assigned different risk modes in accordance with applicable water source management regulations in different countries and locations. The decision support in water treatment plants was employed to forecast risky modes.

**Machine Learning Methods For Better Water Quality Prediction**

Artificial intelligence (AI) was carried out to develop dynamic mathematical expressions. It can recognize complex and nonlinear correlations involving input and output data. The Johor River Basin has suffered significant deterioration as a result of development and human activities. Different methods like ANFIS, RBF-ANN, and MLP-ANN were introduced. The data collected from monitoring sites and experimental studies were polluted by the noise impulses with random and systematic error. It is difficult to build an accurate prediction when there is noisy data present. Based on previous data on water quality factors, a Neuro-Fuzzy Inference System (WDT-ANFIS) with an augmented wavelet de-noising technique was used. Ammoniacal nitrogen (AN), suspended solids (SS), and pH were among the water quality indicators measured. Three evaluation assessment process methods were introduced. The first evaluation was carried out using neural network connection weight partitioning, which determined the importance of each model parameter in the network. The second and third evaluation processes
established the beneficial input to create a single and combination of parameters correspondingly.

Estimation Of Total Dissolved Solids (TDS) Using New Hybrid Machine Learning Models

Groundwater (GW) is the main source of water for agricultural and residential purposes. GW quality was determined in an optimal manner. Decision-makers constructively handled groundwater sources when there was a clear understanding of the quantity and quality of GW. The ANFIS model was used to forecast hydrodynamic parameters and water quality indicators. The ANFIS model included an adaptive Takagi-Sugeno fuzzy model. The ANFIS model has premises and subsequent parameters. The subsequent and premises parameters were regarded as choice parameters. As the objective function, RMSE was used. The fitness value calculation indicated the quality of the solutions. The optimization technique was used to modify the values of the agents. Because the training approach frequently produces a suboptimal answer when determining ANFIS parameters, the optimization algorithm was used to optimize and quantify the ANFIS parameters. In hybrid ANFIS and optimization methods, divides the first level data into training and test data. The second step involved training ANFIS based on training data.

PERFORMANCE ANALYSIS OF WATER QUALITY PREDICTION TECHNIQUES

To determine the different water quality prediction methods, a number of the data points are considered as input to conduct the testing. Different parameters were analyzed for improving the water quality prediction. For experimental consideration, water quality data is obtained from three separate water sources: lake water, river water, and groundwater. The dataset URL is given as https://tnpcb.gov.in/water-quality.php. The quantitative analysis is compared with different parameters such as:

- Prediction Time
- Prediction Accuracy and
- Error rate

Analysis of Prediction Time

Prediction time is calculated by counting the number of data points and the time required to estimate the water quality of one data point. The prediction time is determined as,

\[ P_t = N \times \text{Time consumed for predicting water quality of one data} \]  

\[ \text{...(1)} \]

From (1), the prediction time \( P_t \) is determined. ‘N’ represents the number of data points. The prediction time is expressed in milliseconds. Table 1 shows the prediction time as a function of the number of data points, which ranges from 25 to 250. The prediction accuracy comparison takes place on the existing Adp-FA method, WDT-ANFIS, and ANFIS model. The prediction time utilizing the Adp-FA method is comparatively reduced when compared to the WDT-ANFIS methodology and the ANFIS model, as shown in the table value. A graphical representation of the prediction time is shown in Fig. 4.

From Fig. 4, the prediction time depending on a different number of data points is described. The blue color line represents the prediction time of the Adaptive Frequency Analysis method. The red color and green color lines represent the prediction time of the WDT-ANFIS technique and the ANFIS model. From the above figure, it is clear that prediction time using the Adp-FA method is lesser when compared to the WDT-ANFIS technique and ANFIS model. This is because of introducing ANN and RF for improving the accuracy rate and minimizing the processing time. The modern data analysis methods were employed to tackle the water quality issues problems in management in smart water distribution systems for transferring knowledge across multiple indications, regions, and time domains. Consequently, the prediction time of the Adp-FA method is reduced by 16% when compared to the WDT-ANFIS technique and 40% when compared to the ANFIS model

Analysis of Prediction Accuracy

Prediction accuracy is defined as the ratio of the number of data points properly predicted to the total number of data points considered as input. As a result, the prediction accuracy is calculated as follows.

\[ P_a = \left( \frac{\text{Number of patient data that are correctly predicted the water quality}}{\text{Number of data points}} \right) \times 100 \]  

\[ \text{...(2)} \]

Table 1: Tabulation of prediction time.

<table>
<thead>
<tr>
<th>Number of data points</th>
<th>Adp-FA method</th>
<th>WDT-ANFIS technique</th>
<th>ANFIS model</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>25</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>50</td>
<td>28</td>
<td>31</td>
<td>39</td>
</tr>
<tr>
<td>75</td>
<td>32</td>
<td>34</td>
<td>44</td>
</tr>
<tr>
<td>100</td>
<td>35</td>
<td>39</td>
<td>47</td>
</tr>
<tr>
<td>125</td>
<td>37</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td>150</td>
<td>39</td>
<td>45</td>
<td>54</td>
</tr>
<tr>
<td>175</td>
<td>41</td>
<td>48</td>
<td>58</td>
</tr>
<tr>
<td>200</td>
<td>43</td>
<td>52</td>
<td>62</td>
</tr>
<tr>
<td>225</td>
<td>45</td>
<td>56</td>
<td>66</td>
</tr>
<tr>
<td>250</td>
<td>48</td>
<td>59</td>
<td>70</td>
</tr>
</tbody>
</table>
From (2), the prediction accuracy ($P_A$) is determined. The prediction accuracy is expressed as a percentage ($\%$). Table 2 shows the prediction accuracy as a function of the number of data points, which ranges from 25 to 250. The prediction accuracy comparison takes place on the existing Adp-FA method, WDT-ANFIS, and ANFIS model. According to the table values, the prediction accuracy of the WDT-ANFIS methodology is higher than that of the Adp-FA method and the ANFIS model. Fig. 5 depicts a graphical representation of prediction accuracy.

From Fig. 5, the prediction accuracy based on different numbers of data points is described. The blue color line represents the prediction accuracy of the Adaptive Frequency Analysis method. The red color and green color lines represent the prediction accuracy of the WDT-ANFIS technique and ANFIS model. It is clear from the statistics that the prediction accuracy using WDT-ANFIS technology is relatively high compared to the ANFIS model and the Adp-FA method. This is due to the application of a wavelet de-noising technique based on past water quality parameter data. Neural network connection load is estimated based on partitioning, which determines the importance of each input parameter in the network. The second and third evaluation processes were ascertained to construct the single and combination of parameters correspondingly. Consequently, the prediction accuracy of the WDT-ANFIS technique is increased by 7% when compared to the Adp-FA method and 11% when compared to the ANFIS model.

### Analysis of Error rate

The error rate is defined as the ratio of the number of data points that incorrectly predict the water quality of the total data points to be considered as input. Therefore, the error rate is assumed to be as follows.

$$E_R = \left( \frac{\text{Number of patient data that are incorrectly predicted water quality}}{\text{Number of data points}} \right) \times 100$$

...(3)

From (3), the error rate ($E_R$) is determined. The error rate is expressed as a percentage ($\%$). Table 3 shows the error rate as a function of the number of data points, which ranges from 25 to 250. The Error rate comparison takes place on the
Table 3: Tabulation of error rate.

<table>
<thead>
<tr>
<th>Number of data points</th>
<th>Adp-FA method</th>
<th>WDT-ANFIS technique</th>
<th>ANFIS model</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>21</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>50</td>
<td>24</td>
<td>28</td>
<td>17</td>
</tr>
<tr>
<td>75</td>
<td>27</td>
<td>31</td>
<td>19</td>
</tr>
<tr>
<td>100</td>
<td>22</td>
<td>26</td>
<td>18</td>
</tr>
<tr>
<td>125</td>
<td>20</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>150</td>
<td>18</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>175</td>
<td>22</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>200</td>
<td>26</td>
<td>28</td>
<td>20</td>
</tr>
<tr>
<td>225</td>
<td>30</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>250</td>
<td>33</td>
<td>37</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 4: Merit and demerit.

<table>
<thead>
<tr>
<th>Method</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADP-FA</td>
<td>The approach is used to identify industrial contamination in waterways with ease.</td>
<td>The anticipated technique was difficult to implement in the absence of significant frequency effects.</td>
</tr>
<tr>
<td>WDT-ANFIS</td>
<td>Artificial neural weight vectors are employed in this approach to quickly identify input data.</td>
<td>Time consumption for water quality prediction was not reduced</td>
</tr>
<tr>
<td>ANFIS</td>
<td>This approach was used to predict dissolved solids in aquifers in a simple manner.</td>
<td>However, the accuracy of outputs was not improved by using multi-objective MFO.</td>
</tr>
</tbody>
</table>

Fig. 5: Measurement of prediction accuracy.

Existing Adp-FA method, WDT-ANFIS, and ANFIS model. Fig. 6 depicts a graphical representation of the Error rate.

From above Fig. 6, the error rate based on the different numbers of data points is illustrated. The blue color line is also shown the error rate of the Adaptive Frequency Analysis method. The red color and green color lines are also shown in the error rate of the WDT-ANFIS technique and ANFIS model. From the figure, it is clear that the error rate using the ANFIS model is comparatively lesser when compared to the WDT-ANFIS technique and Adp-FA method. This is due to the usage of the Takagaki-Sugeno fuzzy model with the assumption and subsequent parameters, which is flexible.
The enhancement algorithm reached the optimal solution to determine the best ANFIS parameters. Consequently, the error rate of the ANFIS model is reduced by 32% when compared to the Adp-FA method and 49% when compared to the WDT-ANFIS technique.

**RESULTS AND LIMITATIONS OF THIS STUDY**

The results section explains the comparative research of the aforesaid literature review approaches.

The comparison is based on the ANFIS model, which incorporates frequency analysis as well as the wavelet denoising approach. The assessment measures employed in this study are prediction accuracy, prediction time, and error rate. Table 4 shows the merit and demerit of the models.

**CONCLUSION AND FUTURE WORK**

This paper presents a variety of survey techniques for water quality analysis using a machine learning approach. Many machine learning models are now being integrated with Big data and IoT to increase model performance. The performance in water quality prediction depends upon the accuracy and latency of detection, which is connected to the computing time of the model. According to the review, the time consumption of the machine learning models is not decreasing in estimating the quality of water.

Simultaneously, machine learning models lack certain information that allows them to handle real-time input.

The following list of research gaps and possibilities can be further explored in detail.

1. To introduce new hybrid ML models that can accurately forecast water quality.
2. To introduce new DL models for predicting water quality.
3. To improve optimization methods by adding new algorithms to forecast the water quality.

It is hoped that this work will contribute to the analysis of water quality in general and to an overview of the problem of predicting water quality as needed by people around the world.
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ABSTRACT
Surface ozone (O\textsubscript{3}) is an important pollutant. In this study we investigated the effects of precursor gases on the difference in ozone concentration utilizing various statistical methods like Multiple Linear Regression (MLR), Principal Component Regression (PCR), Artificial Neural Network (ANN), and Principal Component and Artificial Neural Network (PC-ANN) in conjunction with meteorological parameters for forecasting. The pollutants ozone (O\textsubscript{3}), carbon monoxide (CO), nitric oxide (NO), nitrogen dioxide (NO\textsubscript{2}), oxides of nitrogen (NO\textsubscript{x}), and the meteorological parameters temperature (temp), relative humidity (RH), solar radiation (SR), wind speed (WS) and wind direction (WD) observed during 2019 are taken as inputs for MLR, PCR, ANN, and PCANN. The mathematical models obtained from the numerical analysis showed that O\textsubscript{3} concentration was significantly affected by the CO, NO, NO\textsubscript{2}, NO\textsubscript{x}, temp, RH, SR, WS, and WD factors. PCR model’s regression coefficient was lower than the MLR model, but the same for ANN and PCANN models was much better in all the seasons than the linear models such as MLR and PCR. The efficiency of all methods is inspected using several performance metrics.

INTRODUCTION
Ozone (O\textsubscript{3}) is among the main air pollutants often related to global environmental degradation. O\textsubscript{3} is a secondary contaminant arising from complex chemical effects in the atmosphere (Seinfeld & Pandis 2006). High concentrations of O\textsubscript{3} are closely connected to meteorological backgrounds. They typically arise during hot days, when principal pollutants, oxides of nitrogen (NO\textsubscript{x}) and Non-Methane Hydrocarbons (NMHC) react photochemically, followed by intense solar radiation and higher temperatures (San José et al. 2005). Ozone destruction happens through various mechanisms, including the chemical reactions happening in the atmosphere and surface deposition. The photochemical loss of Ozone occurs by the photolysis of Ozone and its consequent reaction. The reaction with the water molecule produces OH and HO\textsubscript{2} during midday through the generation of an O\textsuperscript{1}D molecule. Other ways in which Ozone is eliminated is by either dry or wet precipitation (Varotsos et al. 2000). Ozone has detrimental effects on both humans as well as plants. The analysis of Ozone variations is complicated due to the various precursors, and photochemical and meteorological processes in the air (Abdul-Wahab et al. 2002). Toh et al. (2013) have shown that meteorological parameters significantly influence the effectiveness of the photochemical system linked to the creation and depletion of Ozone. Therefore, it is useful to establish a relation between these primary pollutants and meteorological variables that could be used to determine Ozone concentration (Elkamel et al. 2001).

Several models have been used to satisfy both these criteria: the influence of primary pollutants and meteorological parameters on Ozone and predicting the pollutant levels. Accordingly, these models are sorted into two groupings deterministic and the other as statistical. Deterministic models involve high resources and precision data (Azzi et al. 1995). Therefore, relying on statistical models is far more practical and economical than the deterministic models. Statistical models are simplistic, and they can be implemented in the real data that is available. The statistical models can classify output parameter relationships with input parameters deprived of cause and effect methodology.

Several statistical methods are proposed for analyzing and forecasting concentrations of Ozone. Graphical analysis, Multiple Linear Regression (MLR), Principal Component Analysis (PCA), and Artificial Neural Networks (ANN)
have been used to explain the variability of extensive data on air pollution (Abdul-Wahab et al. 2005, Sousa et al. 2007, Özbay et al. 2011). A commonly used technique for achieving a normalized input-output model for a given data set is the MLR process. It is used in biology, medicine, and environmental studies (Smith & Wachob 2006, Özbay et al. 2011).

The present study addresses the effect of precursor gases on the difference in O$_3$ concentration using MLR, PCR, ANN, and PCANN laterally with meteorological parameters. The primary objective is to link Ozone concentration to meteorological parameters and concentrations of prime pollutants, including the precursors.

**MATERIALS AND METHODS**

**Study Area**

The measurement site is located on the campus of B.M.S. College of Engineering, Basavangudi, a residential location in Bengaluru, India. Bengaluru (12.9410° N, 77.5655°E, 910 m above MSL) one of India’s fastest-growing cities, is known as the ‘Silicon Valley of India’ due to information technology-based industries.

Surface O$_3$ concentration is measured continuously using a Serinus 10 O$_3$ analyzer based on the absorption of ultraviolet radiation with a specific wavelength, 254 nm. An Ecotech analyzer provides O$_3$ estimates in the range of 0-250 ppbv with a 0.5 ppbv detection limit. The NO, NO$_2$, and NO$_X$ concentrations are measured by a Serinus 40 NO$_X$ analyzer based on the chemiluminescence technique. The lower detectable value is 0.40 ppbv with a processing time of 40 s for the NO$_X$ analyzer. Wind speed, wind direction, ambient temperature, relative humidity, and rainfall are recorded using an Automatic Weather Station (AWS) which is also mounted in this location.

**Statistical Techniques**

MLR, PCR, ANN, and PCANN were used to build four models. Statistical packages for Social Sciences 22.0 (SPSS 22.0) were used for MLR and PCR, while MATLAB R2019a was used for ANN and PCANN research.

**Multiple linear regression:** One of the most used methodologies for defining the linear relationship among the dependent variable and many other independent variables is Multiple Linear Regression (MLR). MLR uses a least square technique to suit the model, thus reducing the number of square differences amid experimental and predicted concentrations of O$_3$.

The General MLR equation is given as follows:

$$Y = b_0 + \sum_{i=1}^{p} b_i x_i + \varepsilon$$

Where $Y$ would be the dependent variable, $b_0$ is a constant, $b_i$ is independent variable coefficients, $x_i$ is independent variables, and $\varepsilon$ is regression model error. Despite its effectiveness in several applications, MLR can experience tremendous difficulty once the independent variables are associated (Mcadams et al. 2000). Multicollinearity, or strong association in a regression equation between the independent variables, may make it hard to classify the utmost significant contributors to a physical method.

**Principal component regression (PCR):** PCR is Principal Component Analysis (PCA) and MLR collective method. Principal Components (PCs) produced by PCA are being utilized in MLR by employing an input variable, which reduces the multicollinearity and simplifies the model. The selected PCs with extreme PCA loadings assured that most of the original parameters were used in these models, making them suitable for usage in MLR as independent factors (Gvozdić et al. 2011).

**Principal component analysis (PCA):** PCA is a multivariate data technology that is applied in this analysis to minimize parameters and to include the most significant important parameter in variations of O$_3$. PCA transforms these into a limited number of independent variables named principal components. PCs were extracted in such a way whereby its first principal component (PC1) represented the most considerable amount of overall variability in the collected data, while the remaining components (PC2, PC3) reported for the rest of the variations (Kovač-Andrić et al. 2009).

PCs are overall, expressed in terms

$$PC_i = l_{1i}X_1 + l_{2i}X_2 + \cdots + l_{mi}X_m$$

$PC_i$ is the $i^{th}$ PC, and $l_{mi}$ is the observed loading $X_m$.

In PCA, Bartlett’s sphericity method is adopted to check whether variables are correlated with each other or not. Kaiser-Meyer-Olkin (KMO) verifies PCA’s applicability to the set of data, and the value of KMO’s $> 0.5$ suggests PCA’s data suitability. The varimax rotation has been implemented, simplifying the model by making smaller and larger loads and ensuring that each component has a maximum association with just one printable factor and is minimally associated with some variables (Dominick et al. 2012).

**Artificial neural network (ANN):** ANN applications in atmospheric/environmental sciences started in the late 1990s.
and were proven effective in model forecasting (Luna et al. 2014). The neuron is an essential building block for any ANN architecture. This network has three layers, namely input mode, hidden mode, and output mode. The input neurons encrypt information from an outside world, all the neurons in the previous layer receive signals from the hidden neurons, while the output neurons transmit back useful data to the outside world. The output value is obtained by applying a mapping function such as Sigmoid, Tangential, and linear hyperbolic. Maier & Dandy (2000) have explained in detail the application of ANN in environmental modeling.

**Principal component and artificial neural network (PC-ANN):** PC-ANN is a combination of PCA and ANN. PCs created from PCA are used instead of original variables as input variables. The accuracy of individual forecasts can be enhanced by combining predictions from various models (Zhang 2003). Even though such models are of rather complex architecture, they could be more useful in predicting the levels of Ozone.

**Performance Indicators**

Various performance indicators were evaluated towards assessing the errors and accuracies of the models developed.

**Normalized Absolute Error (NAE)**

NAE summates the expected and calculated value difference separated by a summation of the observed values (Elbayoumi et al. 2014).

\[
NAE = \frac{\sum_{i=1}^{n} |P_i - O_i|}{\sum_{i=1}^{n} O_i}
\]

**Root Mean Square Error (RMSE)**

RMSE is the standard method of calculating a model’s error when predicting quantitative data. It is formally defined as

\[
RMSE = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (P_i - O_i)^2}
\]

**Index of Agreement (IA)**

IA is a standardized model prediction error degree indicator, which ranges from 0 to 1. The formula is given by

\[
IA = 1 - \frac{\sum_{i=1}^{n} (P_i - O_i)^2}{\sum_{i=1}^{n} (|P_i - \bar{O}| + |O_i - \bar{O}|)^2}
\]

IA equals 0 means that the expected and observed values do not match, while IA equals 1 means that the observed and predicted values are in perfect harmony.

**Mean Biased Error (MBE)**

Mean biased error means that the prediction degree is either above or below the values. MBE level > 0 would be an indicator of over-prediction, while the level < 0 is an indicator of under-prediction.

\[
MBE = \bar{P} - \bar{O}
\]

where \(n\) indicates sample size, \(P_i\) has Predicted Ozone concentration; \(O_i\) is a concentration of detected Ozone; \(\bar{P}\) is expected concentration of Ozone; \(\bar{O}\) is average of the concentration of Ozone.

**RESULTS AND DISCUSSION**

For the present study dataset of the year 2019 has been used for training and then these data were segregated into distinct seasons for model validation. The entire set of data was checked for normalization before being utilized in different models. In this study, four models for different seasons, winter, summer, monsoon, and post-monsoon, were used to estimate Ozone concentration using precursors and meteorological parameters.

**MLR**

Regression-based methods were adopted to predict the impacts of identified variables on \(O_3\) differences (Abdul-Wahab et al. 2005). Stepwise multiple linear regression modeling was used in this study to determine the predictive equation designed for the concentration of Ozone as a result of the different parameters that are being measured. CO, NO, NO\(_2\), NO\(_X\), Temperature (temp), Relative Humidity (RH), Solar Radiation (SR), Wind Speed (WS), and Wind Direction (WD) are the independent predictors while Ozone is the dependent or response variable that has been used in this study. The method automatically chooses the most important parameters and excludes those that are of the least significance.

As Variance Inflation Factor (VIF) fell under 5, multicolinearity problems were excluded. Autocorrelation has been assessed using the Durbin Watson test and the autocorrelation values are 1.78, 1.71, 0.92, and 1.13 for winter, summer, monsoon, and post-monsoon for the current data. The model description is presented in Table 1, which provides many correlations \(R, R^2\), adjusted \(R^2\) and best fit model solution. MLR model developed was evaluated by the coefficient of determination \(R^2\) used to measure the capability of the designated parameters to elucidate the \(O_3\) concentration variations (Abdul-Wahab et al. 2005). The findings showed how MLR showed success with \(R^2\) of 0.933, 0.90, 0.95, and 0.90 during winter, summer, monsoon, and post-monsoon. For winter, the table’s variables describe more than 93%
of the variance in Ozone concentration. NO₂ appears to be the primary source of Ozone during summer. Among these meteorological parameters, temperature and solar radiation make significant contributions to high Ozone concentrations. The variation in NO₂ and temperature explains the change in Ozone up to 95% for monsoon. However, post-monsoon, it accounts for 90% depending on the variable, as shown in the table.

For the MLR model using precursor gases and meteorological parameters, R² calculated was found to range from 0.88 to 0.91. MLR model shows that the independent variables listed in the table explain more than 85% of the variance in Ozone concentration during the different seasons. Fig. 1(a-d) shows a strong positive correlation between measured and modeled Ozone levels with a coefficient of 0.92, 0.89, 0.95, and 0.89 for winter summer, monsoon, and post-monsoon seasons. Fig. 2(a-d) shows the diurnal variation of observed and modeled Ozone for winter, summer, monsoon, and post-monsoon seasons. It indicates a strong agreement of diurnal variability between observed and predicted values for the peak hours. It showed an overestimation for winter, summer, and monsoon during the morning and night hours while there was an underestimation during morning hours for the post-monsoon season.

**PCR**

The main aim of PCR is to acquire a limited quantity of components that would elucidate much of the maximum variation in the predictor variables. The adequacy of data collected for PCA is evaluated by Bartlett’s studies and Kaiser-Meyer-Olkin (KMO). Before using PCA for extraction, 10 linear variables, O₃, CO, NO, NO₂, NOₓ, temp, RH, SR, WS, and WD, were chosen. After PCA extractions, three variables were selected as the PCs built on eigenvalue greater than unity. PCs obtained in Table 2 obey varimax rotation as this maximizes the correlation of the parameters to only one factor and minimizes correlations between the parameters and the other factors (Dominick et al. 2012). The cumulative variances during winter, summer, monsoon, and post-monsoon were 96%, 95%, 93%, and 95%, respectively.

### Table 1: Correlation of O₃ concentration with models during the different seasons for MLR.

<table>
<thead>
<tr>
<th>Season</th>
<th>Method</th>
<th>R</th>
<th>R²</th>
<th>Adjusted R²</th>
<th>Equation of Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>MLR</td>
<td>0.963</td>
<td>0.926</td>
<td>0.915</td>
<td>O₃ = ((2.433<em>Temp) - (1.029</em>WD) + (0.051*SR) + (241.964))</td>
</tr>
<tr>
<td>Summer</td>
<td>MLR</td>
<td>0.950</td>
<td>0.903</td>
<td>0.889</td>
<td>O₃ = ((-1.884<em>NO₂) + (4.543</em>Temp) + (0.029*SR) - (48.529))</td>
</tr>
<tr>
<td>Monsoon</td>
<td>MLR</td>
<td>0.977</td>
<td>0.954</td>
<td>0.950</td>
<td>O₃ = ((-1.367<em>NO₂) + (1.906</em>Temp) - (8.838))</td>
</tr>
<tr>
<td>Post Monsoon</td>
<td>MLR</td>
<td>0.950</td>
<td>0.902</td>
<td>0.888</td>
<td>O₃ = ((-0.096<em>WD) - (1.34</em>CO) + (0.009*SR) + (34.508))</td>
</tr>
</tbody>
</table>

### Table 2: Rotated Principal Components loadings during the different seasons.

<table>
<thead>
<tr>
<th>Winter</th>
<th></th>
<th></th>
<th></th>
<th>Summer</th>
<th></th>
<th></th>
<th></th>
<th>Monsoon</th>
<th></th>
<th></th>
<th></th>
<th>Post-Monsoon</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1 NOx</td>
<td>0.991</td>
<td>0.974</td>
<td>0.992</td>
<td>PC1 NO2</td>
<td>0.965</td>
<td>0.892</td>
<td>0.903</td>
<td>PC1 CO</td>
<td>0.963</td>
<td>0.979</td>
<td>0.984</td>
<td>PC1 NO</td>
<td>0.962</td>
<td>0.926</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.977</td>
<td>0.964</td>
<td>0.964</td>
<td>RH</td>
<td>-0.983</td>
<td>-0.971</td>
<td>-0.957</td>
<td>WS</td>
<td>0.939</td>
<td>0.835</td>
<td>0.975</td>
<td>WD</td>
<td>0.881</td>
<td>-0.802</td>
</tr>
<tr>
<td>RH</td>
<td>-0.983</td>
<td>-0.971</td>
<td>-0.957</td>
<td>SR</td>
<td>0.621</td>
<td>0.594</td>
<td>0.589</td>
<td>Ozone</td>
<td>-0.703</td>
<td>0.542</td>
<td>0.819</td>
<td>Eigen value</td>
<td>5.263</td>
<td>2.635</td>
</tr>
<tr>
<td>WS</td>
<td>0.939</td>
<td>0.835</td>
<td>0.975</td>
<td>SR</td>
<td>0.589</td>
<td>0.701</td>
<td>0.897</td>
<td>% of Variance</td>
<td>52.626</td>
<td>26.35</td>
<td>17.437</td>
<td>% of Variance</td>
<td>52.626</td>
<td>78.975</td>
</tr>
<tr>
<td>WD</td>
<td>0.881</td>
<td>-0.802</td>
<td>-0.936</td>
<td>Ozone</td>
<td>0.701</td>
<td>0.897</td>
<td>0.918</td>
<td>Cumulative %</td>
<td>52.626</td>
<td>96.413</td>
<td>40.188</td>
<td>Cumulative %</td>
<td>52.626</td>
<td>98.754</td>
</tr>
</tbody>
</table>
During winter, the first factor represented 52.6% of the total change and itemized six variables (NO, NO₂, NOₓ, CO, WS, WD) as the crucial variables. While the second factor signified 26.3% of the total change and contained loadings of temperature and solar radiation, PCA then classified Ozone, SR, and WS onto the third factor, which characterized almost 17.4% of the total change. In summer, we observe on the first PC, NO, NO₂, NOₓ, and CO have significant loadings with 52.6% of the variation of independent parameters. The second PC describes 39% of the discrepancy, and it is profoundly loaded on Ozone, temp, and WS. The third PC was heavily laden on wind direction and solar radiation which explains 16.2% changes.

The first PC stated 55.3% of the whole data variability for the monsoon results. They are heavily encumbered onto Ozone, temp, RH, WS, WD, and SR. The subsequent PC, which reported about 38.4% of the total changes, showed a distinction of only pollutants, namely CO, NO, NO₂ and NOₓ. The rest of the parameters were signified by the remaining main components, which successfully accounted for less of the total variation. The post-monsoon’s first parameter included most of the carefully chosen meteorological variables with a collected variance of 44%. The second factor was constituted by many of the primary sources of pollutants with a difference of 41%, although WD exclusively characterized the third factor with approximately 10%. Thus, principal components obtained from PCA are implemented in the MLR model to find the best fit for variations in Ozone.

Table 3 shows the result of the PCR model. The analysis indicates that PCR during winter and post-monsoon showed optimum performance with R² values equivalent to 0.69 and 0.76, correspondingly. Therefore, more than 70% of the O₃ differences throughout winter and post-monsoon were described by the selected parameters. A significantly higher R² (0.90 and 0.93) was obtained during summer and monsoon, which indicated that these selected variables explained higher possibilities of O₃ variations. During these periods, R² values for the PCR analysis were crucially lower than R² values for the MLR analysis. The use of PCs as MLR inputs could not increase the models’ efficiency to clarify the disparities in O₃ concentrations through the different seasons. A scatter plot of modeled vs observed shows that the correlation between observed and modeled is moderately related for winter and post-monsoon, and shows a good correlation between the two for summer and monsoon (Fig. 1(a-d)). Fig. 2 (a-d) shows the model offers strong consistency during peak Ozone hours in the summer, winter, and monsoon seasons, overestimating Ozone rates in the early morning and night hours. While for the post-monsoon season it over and underestimates the entire diurnal variation.

**ANN**

Models of artificial neural networks (ANN) can detect complex non-linear underlying interactions amid responses and forecasters and could be accomplished using many successful training methods. In this analysis, ANN was developed using MATLAB 2019a and used a feedforward backpropagation method. It has a layer of input, hidden, and output. There are 9 input parameters and one output parameter. The 9 input data that have been in the investigation are CO, NO, NO₂, NOₓ, temp, RH, SR, WS, and WD. The entire data set is divided into 70% of training, 15% validation data set, and 15% the test data set. The number of neurons and the appropriate activation function are two of the major issues encountered when building the architecture of the hidden layer. Yang et al. (2005), have explained the number of neurons in the hidden layer can be evaluated using the following formula

\[ n_h = 2n_i + 1 \]

nₗ represents the number of neurons present in the hidden layer and nᵢ represents the number of neurons present in the input layer. The ideal number of neurons in the hidden layer was 19 (nᵢ = 9). The model with 19 neurons was explored, but the results were not promising. For better output, the model was optimized by using 5,10,15,19 neurons in the hidden layer while 10 neurons in the hidden layer only showed better results and so this is incorporated in the study.

For training, validation, and testing, datasets correlation coefficients were 0.99, 0.96, and 0.99, respectively for winter. The cumulative regression is 0.99. While for summer and

<table>
<thead>
<tr>
<th>Method</th>
<th>R</th>
<th>R²</th>
<th>Adjusted R²</th>
<th>Equation of Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>PCR</td>
<td>0.810</td>
<td>0.670</td>
<td>O₃=(((-0.282<em>PC2)+(0.057</em>PC3)+(-49.478))</td>
</tr>
<tr>
<td>Summer</td>
<td>PCR</td>
<td>0.950</td>
<td>0.902</td>
<td>O₃=(((-8.13<em>PC1)+(2.877</em>PC2)+(0.036*PC3)+(-41.728))</td>
</tr>
<tr>
<td>Monsoon</td>
<td>PCR</td>
<td>0.966</td>
<td>0.934</td>
<td>O₃=((1.434<em>PC1)+(-0.372</em>PC2)-11.019))</td>
</tr>
<tr>
<td>Post-monsoon</td>
<td>PCR</td>
<td>0.871</td>
<td>0.758</td>
<td>O₃=((0.529<em>PC1)+(0.078</em>PC2)+4.445))</td>
</tr>
</tbody>
</table>
monsoon it is 0.98, 0.99, and 0.99 for training, validation, and testing. The overall regression was 0.98. For post-monsoon, the training, validation, and testing were found to be 0.99, and the overall regression was 0.99. The complete regression using the ANN model showed closure to unity which is stronger than the other models. Fig. 1(a-d) shows the scatter plot of observed and predicted Ozone levels for different seasons. We observe that the correlation between observed and measured Ozone levels during winter, summer, monsoon, and post-monsoon is 0.99, 0.97, 0.97, and 0.99. ANN model is better when compared to the MLR and PCR models. Figure 2a-d displays the diurnal variation of Ozone observed and modeled by ANN. There was good agreement between the observed and modeled Ozone levels during peak hours for winter, monsoon, and post-monsoon seasons. While for summer season there is an overestimation during the night-time.

**PC-ANN**

PC-ANN model was used, which was devoid of multicollinearity to make the ANN model efficient and straightforward. Model construction was initiated by applying PCA analysis to the data and then applying ANN on the generated three most explaining PCs. As a result, the input layer has 3 neurons, while the number of neurons in the hidden layer is 7 (2n_i +1). The model’s performance was tested again by 5, 7, and 9 neurons in the hidden layer. The results displayed best with 7 neurons in the hidden layer. The dataset is divided into training (70%), validation (15%), and testing datasets (15%). The correlation coefficients of PC-ANN-based modeled datasets of training, validation, testing, and overall were 0.98, 0.99, 0.93, and 0.97 for the winter season. For summer and monsoon, the training, validation, testing, and overall were 0.99, 0.96, 0.99, and 0.99, respectively. During the

Fig. 1: Modelled vs Observed correlation graph for a winter, b summer, c monsoon, d post-monsoon seasons.
post-monsoon season, it was 0.89, 0.99, 0.94, and 0.90 for
training, validation, testing, and overall results.

A scatter plot shows a strong correlation between
modeled and observed Ozone levels for all the seasons and
is shown in Fig. 1 (a-d). Fig. 2 (a-d) exhibits the diurnal
variation of modeled and observed Ozone for PC-ANN
analysis. There is a good agreement between the observed
and the modeled values for peak hours’ observations and
overestimation was observed for all seasons during the early
morning and late evening hours.

**Performance Indicators**
The performance of each of these models was measured using
different error terms such as normalized absolute error, root
mean square error, index of agreement, prediction accuracy,
and mean biased error. The value of NAE, RMSE, IA, PA,
and MBE are shown in Table 4 for different seasons.

For the most accurate model, the NAE value must be
near zero (Sharma et al. 2016). In the present data, the NAE
is close to zero, indicating the accuracy of the models. The
lower RMSE value shows that the model works well, though
the higher RMSE value does not imply that the model is
entirely incorrect as peak data take a high RMSE impact
(Vlachogianni et al. 2011).

RMSE remained highest for MLR and PCR model and
the smallest for the ANN and PC-ANN model. If IA in the
model is nearer to one, it means that the forecasted values
are adjacent to the observed values. It was nearest to 1, sug-
uggesting that the ANN-based method represents this model’s
best alignment with the observed set of data. The MBE

![Diurnal variation of experimental, MLR, PCR, ANN, and PCANN exhibited ozone level a winter b summer c monsoon d post-monsoon.](image-url)
The present work is preliminary research on Bengaluru air pollution that might be used in various data analytical approaches to develop a forecasting model. An effective forecasting model of ambient air pollution is essential for demonstrating it to be a valuable tool for public health protection to build rigorous pollution control technologies and procedures.
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ABSTRACT

In this study, an alternative approach was applied for the characterization of the subsurface geological conditions to estimate the hydrological parameters in the absence of subsurface soil data. The study revealed that the hydrological parameters, estimated from the Transient Electromagnetic (TEM) and Electrical Resistivity Tomography (ERT), were significantly correlated with in situ data. Overall estimated infiltration rate (below 20 inches/h) predicted fine-grained soil was also associated with in situ data. A high correlation among the bulk electrical resistivity, porosity, and the resistivity of the pore fluid thereby confirmed the relevance of Archie’s law used in this study. Furthermore, results showed that both TEM and ERT are vital tools for hydrological parameter estimation.

INTRODUCTION

Soil water infiltration is a significant part of the hydrological cycle (Todd & Mays 1980). It depends on the distribution of subsurface soil texture and structure, which maintains soil moisture conditions. Infiltration in unconsolidated soils is proportional to grain size and distribution (Cui et al. 2017). While the infiltration in the clayey soil is slow because of the small grain size and high resistance to water movement. The spatial variability of soil structure is determined by soil profile observations and soil properties measurements such as bulk density and porosity. The tools available for the investigation of water movement in the soil are limited to a specific point measurement and are destructive, whereas the geophysical methods are usually non-invasive. They disturb neither the structure nor the water dynamics of the soil (Michot et al. 2003).

Infiltration rate can be measured using in-situ methods such as the double-ring method (Shaari et al. 2016, Fatehnia et al. 2016) and laboratory experiments (Morbidelli et al. 2015). However, it is difficult to carry out experiments in high-relief areas due to slope steepness and logistic handling. Alternatively, geophysical methods are cost and time-effective methods for the proper assessment of subsurface soil parameters. As the soil’s electrical conductivity varies due to the presence of pore water, saltwater, and temperature, electrical resistivity methods will be helpful to estimate subsurface hydrological factors such as hydraulic conductivity, porosity, and permeability (Anees et al. 2017).

In previous studies, electrical resistivity techniques have been used for different purposes such as groundwater developments (Kumar et al. 2016, Afshar et al. 2015), water distribution in landfills (Dumont et al. 2016), landslide investigation (Perrone et al. 2014), monitoring of seasonal water content variations (Chretien et al. 2014, Brunet et al. 2010), porosity or hydraulic conductivity estimation (Chou et al. 2016, Niwas & Celik 2012, Ghose & Slob 2006) and infiltration estimation (Crosbie et al. 2014). Some of these studies used a variety of electrical resistivity techniques, such as electrical resistivity tomography (ERT), vertical electri-
Electrical resistivity methods have been used to estimate the infiltration rate from empirical relationships (Noell et al. 2011, Chou et al. 2016). However, none of the studies have related the electrical resistivity and infiltration rate to flooding, which developed the motivation to conduct this study. The conventional methods to estimate the infiltration rate are based on the point or one-dimensional measurement. Whereas, in flood-related studies, two to three-dimensional measurements are required for accurate results. During flooding, the infiltration rate becomes slow as the large load of suspended particles quickly forms a clogging layer (Chen et al. 2013). Because of this, a shallow depth investigation should be enough to conduct infiltration rate measurement. Therefore, this study has two main purposes. The first is to estimate or identify soil-related parameters for empirical equations to estimate subsurface hydrological parameters. The second is the use of ERT and TEM to estimate the two-dimensional subsurface infiltration rate.

The main aim of this study was to characterize the spatial variability of soil structure in the hilly terrain of Kelantan State, Malaysia, using both TEM and ERT. The specific objectives were (i) to carry out in-situ subsurface resistivity distribution in terms of lateral and vertical variations in the resistivity values, (ii) to estimate soil parameters from empirical relationships in a data-sparse environment, and (iii) to develop multilayer regression models for the study area to know the accuracy of the estimated soil parameters and (iv) to validate the TEM and the ERT outputs with borehole and in situ data. The alternative approach of this study in the absence of soil parameter data will be helpful to estimate the multi-dimensional infiltration rate for flood vulnerability and risk analysis.

**MATERIALS AND METHODS**

**Location and Details of the Study Area**

The location of the study area is in Kelantan State, the north-eastern part of Peninsular Malaysia. It lies between Latitudes 4°33’N and 6°14’ N, longitudes 101°19’E and 102°39’E with an area of approximately 15000 km². The elevation ranges from 0 to 2.2 km above mean sea level. The slope varies from 0 to 89 degrees. Sungai Kelantan is the main river, which divides approximately 107 km into Sungai Galas and Sungai Lebir (Fig. 1).

The climate is tropical, and humid with an average temperature range from 20 °C to 30 °C. The average annual rainfall is 3017 mm, and the average daily wind speed is 1.50 m.s⁻¹. The regional geology of Kelantan consists of sedimentary and metasedimentary rocks in the central zone, while granite is situated on the eastern and western borders of the Boundary Range and Main Range respectively (Heng et al. 2006). According to the Department of Agriculture, Malaysia, there are 21 soil series in the catchment. But the area is dominated by three such as steep land (63.9%) followed by Durian-Munchong-Bungor (14.3%) and Rengam-Jerangau (5.4%). The eastern and western mountain ranges have a granitic soil cover that is composed of fine to coarse sand and clay. The minimum depth of soil cover is a meter on steep land, while the depths increase up to 18 m downstream. A fine sandy loam soil up to a few meters is found on the steep slope of the basin. At mid and downstream, a clay layer of an average depth of 4 m is situated. Also, there is a layer of fine to medium-grained sand in a few places. The depth of the clay layer decreases near the sea downstream while the depth of the fine to medium-grained sand layer increases.

**Data Acquisition**

Electrical resistivities were measured through thirteen profiles of TEM and nine profiles of ERT surveys that covered upstream, midstream, and downstream of the study area. Survey locations were mostly on the river bank to know the infiltration rate, which is essential in floodplain hydrological modeling. TEM data were collected using a terra team Monex GeoScope instrument with a current of 5 A and 12 V batteries. The stacking time was set to 3 minutes with a 50 Hz noise filter to remove interference from the power lines. TEM profiles were in the form of loops. Each loop was 20 m × 10 m in dimension, which have eight 5 m × 5 m small loops to get high-resolution data (Fig. 2).

ERT data were collected through a 100 m profile at nine locations using the ABEM Terrameter system. The system had an automatic switch box and an array of 41 metal stake electrodes at 2.5 m electrode spacing. The Wenner-Schlumberger electrode spacing was used that allows measurements up to a depth of 40 m depth was used.
in the resistivity values, (ii) to estimate soil parameters from empirical relationships in a data-sparse environment, and (iii) to develop multilayer regression models for the study area to know the accuracy of the estimated soil parameters and (iv) to validate the TEM and the ERT outputs with borehole and in situ data. The alternative approach of this study in the absence of soil parameter data will be helpful to estimate the multi-dimensional infiltration rate for flood vulnerability and risk analysis.

MATERIALS AND METHODS

Location and Details of the Study Area

The location of the study area is in Kelantan State, the north-eastern part of Peninsular Malaysia. It lies between Latitudes 4°33’N and 6°14’N, longitudes 101°19’E and 102°39’E with an area of approximately 15000 km². The elevation ranges from 0 to 2.2 km above mean sea level. The slope varies from 0 to 89 degrees. Sungai Kelantan is the main river, which divides approximately 107 km into Sungai Galas and Sungai Lebir (Fig. 1).
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Data Acquisition

Electrical resistivities were measured through thirteen profiles of TEM and nine profiles of ERT surveys that covered upstream, midstream, and downstream of the study area. Survey locations were mostly on the river bank to know the infiltration rate, which is essential in floodplain hydrological modeling. TEM data were collected using a terra team Monex GeoScope instrument with a current of 5 A and 12 V batteries. The stacking time was set to 3 minutes with a 50 Hz noise filter to remove interference from the power lines. TEM profiles were in the form of loops. Each loop was 20 m × 10 m in dimension, which have eight 5 m × 5 m small loops to get high-resolution data (Fig. 2).

Fig. 2: TEM profiling with 5m-by-5m loop.

ERT data were collected through a 100 m profile at nine locations using the ABEM Terrameter system. The system had an automatic switch box and an array of 41 metal stake electrodes at 2.5 m electrode spacing. The Wenner-Schlumberger electrode spacing was used that allows measurements up to a depth of 40 m depth was used.

In-situ Soil Sampling

In-situ soil samples with 20 cm depth were collected at thirteen locations. These samples were brought back to the laboratory, air-dried, and sieved through a 2 mm sieve. A hydrometer test was used to calculate the amount of sand, silt, and clay (Bouyoucos 1962). In addition, for results validation, the log data was collected from the Department of Mineral and Geoscience, Malaysia.
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Calculation of Porosity

For porosity calculation, the most widely used Archie’s equation (Archie 1942) for electrical resistivity was selected, which is given as:

\[ \rho = \alpha \rho_w \phi^{-m} \]  

where \( \rho \) and \( \rho_w \) are bulk resistivity of rock or unconsolidated soil and resistivity of pore fluid in \( \Omega \)m respectively, \( \phi \) is the porosity of aquifer, \( \alpha \) is the electrical tortuosity parameter, and \( m \) is the cementation factor. Eq. (1) is not valid for silt and clay because it only captures pore water conduction. Therefore, the calculation of the cementation factor was by the equation (Choo et al. 2016):

\[ m = m_{\text{Sand}} \cdot (1 - V_{F_c}) + m_{\text{Clay}} \cdot V_{F_c} \]  

where \( m_{\text{Sand}} \) and \( m_{\text{Clay}} \) are the cementation factors for pure sand and pure clay respectively. \( V_{F_c} \) is the volume fraction of clay. The cementation factor was calculated for each site based on the clay percentage from Eq. (2). Pure sand and pure clay values were used at 1.55 and 2.11 respectively to modify the cementation factor (Choo et al. 2016). The cementation values vary from 1.58 (site number 11) to 1.74 (site number 3). As these cementation values were based on the 20 cm depth and it may not be the same as up to 20 m depth. Therefore, the average value of 1.66 was selected for the entire study area.

The electrical tortuosity parameter (\( a \)), which is related to the path length of the current flow, is almost unity for unconsolidated sediments (Niwas & Celik 2012). Hence, \( a = 1 \) was used for this study. Generally, pore fluid resistivity (\( \rho_w \)) values are measured from laboratory experiments. Due to the lack of this data, the \( \rho_w \) values for different \( \rho \) were collected from previous studies. Based on Niwas and Celik (2012) and Choo et al. (2016) studies, \( \rho_w \) values for different bulk resistivity were identified, which are given in Table 1.

Calculation of Permeability

Kozeny (1953) developed a relationship between porosity and intrinsic permeability, which is given as:

\[ k = \frac{d^2 \phi^3}{180 (1-\phi)^2} \]  

where \( k \) is intrinsic permeability, and \( d \) is grain size in a meter. Subsurface grain size data of different soil types were obtained from the literature. Based on the porosity values (from Eq. 1), the soil texture classification was identified through the United States Department of Agriculture (USDA) textural classification (Maidment 1993) and Geotechnical Particle Size and Soil Classification Table (US EPA). Table 1: Pore water resistivity values for different ranges of bulk resistivity values for this study.

<table>
<thead>
<tr>
<th>Bulk resistivity (( \rho )) (( \Omega )m)</th>
<th>Pore water resistivity (( \rho_w )) (( \Omega )m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5-5</td>
<td>0.49</td>
</tr>
<tr>
<td>5-20</td>
<td>4.3</td>
</tr>
<tr>
<td>20-100</td>
<td>11.1</td>
</tr>
<tr>
<td>100-200</td>
<td>14.9</td>
</tr>
<tr>
<td>200-500</td>
<td>20.6</td>
</tr>
<tr>
<td>&gt;500</td>
<td>77</td>
</tr>
</tbody>
</table>

Calculation of Hydraulic Conductivity and Infiltration Rate

The hydraulic conductivity was calculated from the equation used by Niwas and Celik (2012) whereas, for infiltration rate (\( I \)), the Green-Ampt infiltration model using Darcy’s law was selected, which is given as (Green and Ampt 1911):

\[ I = \frac{dF}{dt} = K \left[ 1 + \frac{M \phi}{F} \right] \]  

where \( M \) is the water content in the soil layer and \( F \) is the total infiltrated volume between the surface of the soil and the wetting front, which can be calculated as:

\[ F = M \times D \]  

where \( D \) is cumulative infiltration depth. \( \phi \) is the capillary pressure at the wetting front, which can be calculated by the equation (Morel-Seytoux et al. 1996):

\[ \phi = \frac{0.046 \beta + 2.07 \beta^2 + 19.5 \beta^3}{(1 + 4.7 \beta + 16 \beta^2) \alpha} \]  

where \( \alpha \) and \( \beta \) are van Genuchten-Mualem parameters (Van Genuchten 1980). The van Genuchten-Mualem parameters \( \alpha \) and \( \beta \) are needed to calculate the capillary pressure at the wetting front (\( \phi \)), which were obtained from previous studies (Bohne et al. 1989, Chen et al. 2015).
Regression Model and Validation

Linear regression was used to obtain the empirical relationships between bulk resistivity and pore water resistivity, bulk resistivity and porosity, and porosity and grain size. The borehole data was used to validate the TEM and ERT results. Infiltration rate (I) was validated using previous studies’ results in the same study area (Shaari et al. 2016). They used the double ring method (up to 60 cm depth) to observe infiltration capacity at seven places in the Kota Bharu District, where sites numbers 13 and 11 of this study were located.

Comparison of TEM and ERT Outputs

Direct comparison of the resistivity values from TEM and ERT is not possible because of their different mechanism for measuring the resistivity values. TEM produces eddy currents while the ERT produces direct currents (Firdaus 2018). However, a comparison of output patterns of TEM and ERT is possibly used in this study.

RESULTS AND DISCUSSION

Results of TEM and ERT Inversion Models

For this study, 20 m depth was selected due to the formation of clogging layers since the infiltration depth during flooding is low. For TEM, out of 13 places, the upper layer resistivity values of 11 locations ranged from 24 $\Omega$m to 80 $\Omega$m, which indicates that the upper layers were mostly fine soil, such as silt and clay with available water as the absorption water (Saarenketo 1998). Whereas, at the other two sites of TEM, identification of the upper layers were as clayey soil (160 $\Omega$m) and clayey sand (460 $\Omega$m) (Eluwole et al. 2018). For ERT, the upper layers of 6 locations were mostly a mixture of sand and clay. While at the rest of the three locations, silt and clay content were dominating. Overall, the average resistivity values of the upper layers ranged from 98 $\Omega$m to 1421 $\Omega$m, which indicates the presence of loamy soil (Eluwole et al. 2018). The overall results showed that the prediction of the output of both TEM and ERT was sand, silt, and clay content in the upper layer of soil.

Porosity ($\varnothing$)

Results of the hydrometer analysis indicated that an average of 28% sand, 52% silt, and 20% clay were present at 20 cm depth, with approximately 6% of organic matter at all the locations. Based on these compositions, the study area is characterized by silty loam soil (Vaezi et al. 2016). The average porosities of the top layers (0 to 5m depth) were 0.24 (TEM) and 0.25 (ERT), which indicates the presence of silty sands (Das 2013). It shows closer prediction by both the techniques. Also, the variation in porosity shows a mixture of clay and fine sand (Geotechdata.info 2013).

Intrinsic Permeability ($k$) and Hydraulic Conductivity ($K$)

The results of soil texture classification, ranges of porosity, and medium particle diameter ($d_{50}$) obtained from the literature are shown in Table 2.

The intrinsic permeability values ranged between $10^{-10}$ to $10^{-11}$ m$^2$. It indicates that the soil in the study area is semi-permeable (Bear1972), and it is dominant in silt and clay content at all the sites. As mentioned above, the study area is characterized by silty loam soil, which contains 70% silt and clay and 20% sand. It shows the distribution of small grain size and slow permeability in the silty loam soil (Shepherd 1989). TEM and ERT predicted accurate permeability values at all the sites except site number 13 in ERT. The top layer at site 13 is showing high resistivity values, which predict high porosity and hence high permeability ($8.54 \times 10^{-11}$ m$^2$).

The hydraulic conductivity ($K$) values ranged from $10^{-4}$ to $10^{-5}$ m.s$^{-1}$, which represents fine sand, silt, loess, and loam (Bear 1972, Freeze & Cherry 1979). The $K$ values for TEM and ERT up to 5m depth were ranged from 0.12 $\times 10^{-5}$ m/s to 8.98 $\times 10^{-5}$ m/s and 0.36 $\times 10^{-5}$ m/s to 8.04 $\times 10^{-5}$ m/s respectively. The average $K$ values up to 20 m depth for TEM and ERT were estimated as $3.48 \times 10^{-5}$ m/s and 5.16 $\times 10^{-5}$ m/s respectively. These values showed the dominancy of silt and clay in subsurface soil, which makes it less permeable. These results conformed with the intrinsic permeability. Here also, $K$ values at site 13 were high, which showed high sand content as compared to other sites.

Infiltration Rate (I)

The infiltration rate values predicted by TEM and ERT varied from 10-4 to 10-6 m/s in all the layers. If the conversion of these infiltration values is into inch per hour, then all the values lay under 20 inches/h except at site 13, which showed the presence of sandy loam to clay content in subsurface soil (Brouwer et al. 1988). The average infiltration rate predicted by the TEM showed clayey soil, while ERT predicted clay loam up to 20 m depth. At site 13, the infiltration rate was predicted by TEM showed clayey soil whereas, ERT showed a mixture of sand and clay loam. The higher infiltration rate predicted by the ERT at this site varied from 5m to 15m depth and 0 to 10 m distance. Other parts of this site were represented by the clay loam.

Regression Models

The content of fines in soil has a proportional influence on its bulk resistivity. It means that soil with a relatively higher
content of fines will have a higher bulk resistivity (Fig. 3b).

The Association of high values of porosity was with soils having a small amount of fines content. High porosity indicated the dominance of larger sand grains (Fig. 3c and 3d) (Li & Sherman 2015). Variations of porosity with grain size for both TEM and ERT are shown in Fig. 3 (e and f), where the porosity tends to decrease for soils with increasing grain size and then increases as the grain size decreases. The decline in the porosity values could result from an increment in the number of clay particles, which gradually filled the void spaces (Cameron & Buchanan 2017) and separated the relatively bigger sand particles, thus, becoming the loading-bearing unit of the soil.

**Validation of TEM and ERT Models**

From the available well log data, two well logs (named BH 1 and BH 2) were found near the two sites and selected for comparison. The exact locations of BH 1 (6 m deep) were at site 13, whereas BH 2 (17 m deep) was sited 1.7 km from site number 11. The comparison of resistivity values from TEM and ERT with well-log data was based on the resistivity chart proposed by Palacky (1988).

In borehole BH1, the top layer of 1.2 m is made up of soft clay with some sand sediments. Below 1.2 m depth, sand sediments increase in size with slightly clayey sediments to a depth of 4.2 m. Soft clay is again encountered at a depth between 4.2 m and 6.0 m, where the drilling terminated. At this site, from the TEM measurements, the bulk resistivity values were 30.7 Ωm (0 to 5 m depth), 30.7 Ωm (5 to 10 m depth), 23.8 Ωm (10 to 15 m depth), and 12.2 Ωm (15 to 20 m depth). The geological interpretation of these low resistivity values indicated the presence of clayey soil. At the same place and the same depth, the bulk resistivity values from ERT measurements were 82.9 Ωm, 38.3 Ωm, 56.8 Ωm, and 68.7 Ωm (Fig. 4).

In borehole log BH2, the first lithologic unit of this layer encountered at the depth of 1.8 m is clay sediment. This sediment (considered the second layer) extends to about 6 m in depth and is made of clay with some fine and medium-grained sand. The third layer (4.6 m deep) is of clay with some fine-grained sand, while the fourth layer (0.9 m deep) is of fine-grained sand with some clay. The fifth layer is encountered at depth of 1.3 m deep is of medium-grained sand with some clayey sediments. The last geological material encountered at depth of 2.2 m is clayey sediments. From the TEM survey, the bulk resistivity values for four layers were 23.5 Ωm, 23.6 Ωm, 41.9 Ωm, and 41.9 Ωm respectively, which indicated the clayey soil. Whereas from the ERT survey, the bulk resistivity values

<table>
<thead>
<tr>
<th>Texture classification</th>
<th>Porosity range Minimum</th>
<th>Maximum</th>
<th>Medium grain size (d_{50}) (mm)</th>
<th>α</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>0.233</td>
<td>0.268</td>
<td>0.29</td>
<td>14.5</td>
<td>0.626</td>
</tr>
<tr>
<td>well graded sand</td>
<td>0.215</td>
<td>0.426</td>
<td>0.36</td>
<td>3.63</td>
<td>0.669</td>
</tr>
<tr>
<td>sandy gravel</td>
<td>0.21</td>
<td>0.32</td>
<td>0.22</td>
<td>3.63</td>
<td>0.669</td>
</tr>
<tr>
<td>Sandy loam</td>
<td>0.447</td>
<td>0.400</td>
<td>0.15</td>
<td>4.4</td>
<td>0.137</td>
</tr>
<tr>
<td>Sandy clay loam</td>
<td>0.398</td>
<td>0.444</td>
<td>0.14</td>
<td>5.9</td>
<td>0.324</td>
</tr>
<tr>
<td>Loamy sand</td>
<td>0.435</td>
<td>0.444</td>
<td>0.41</td>
<td>5.35</td>
<td>0.249</td>
</tr>
<tr>
<td>Loam</td>
<td>0.285</td>
<td>0.470</td>
<td>0.027</td>
<td>5.37</td>
<td>0.118</td>
</tr>
<tr>
<td>Silty sand</td>
<td>0.21</td>
<td>0.49</td>
<td>0.018</td>
<td>0.44</td>
<td>0.242</td>
</tr>
<tr>
<td>Silt loam</td>
<td>0.494</td>
<td>0.562</td>
<td>0.021</td>
<td>0.379</td>
<td>0.165</td>
</tr>
<tr>
<td>Silty or sandy clay</td>
<td>0.201</td>
<td>0.607</td>
<td>0.0067</td>
<td>0.095</td>
<td>0.153</td>
</tr>
<tr>
<td>silty/clayey fine sand</td>
<td>0.540</td>
<td>0.549</td>
<td>0.0147</td>
<td>1.5</td>
<td>0.588</td>
</tr>
<tr>
<td>Silt</td>
<td>0.515</td>
<td>0.526</td>
<td>0.0038</td>
<td>0.379</td>
<td>0.165</td>
</tr>
<tr>
<td>Silty clay</td>
<td>0.333</td>
<td>0.635</td>
<td>0.0024</td>
<td>0.479</td>
<td>0.152</td>
</tr>
<tr>
<td>Organic Silty clay</td>
<td>0.575</td>
<td>0.579</td>
<td>0.0024</td>
<td>0.479</td>
<td>0.152</td>
</tr>
<tr>
<td>Clayey sandy gravel</td>
<td>0.178</td>
<td>0.187</td>
<td>0.215</td>
<td>2.76</td>
<td>0.539</td>
</tr>
<tr>
<td>Clayey sand</td>
<td>0.15</td>
<td>0.37</td>
<td>0.14</td>
<td>2.205</td>
<td>0.588</td>
</tr>
<tr>
<td>Clay</td>
<td>0.472</td>
<td>0.475</td>
<td>0.0027</td>
<td>0.479</td>
<td>0.152</td>
</tr>
</tbody>
</table>
Fig. 3: Regression models (a) for bulk resistivity and pore water resistivity for TEM (b) for bulk resistivity and pore water resistivity for ERT (c) bulk resistivity and porosity for TEM (d) bulk resistivity and porosity for ERT (e) porosity and grain size for TEM (f) porosity and grain size for ERT.

The Association of high values of porosity was with soils having a small amount of fines content. High porosity indicated the dominance of larger sand grains (Fig. 3c and 3d) (Li & Sherman 2015). Variations of porosity with grain size for both TEM and ERT are shown in Fig. 3 (e and f), where the porosity tends to decrease for soils with increasing grain size and then increases as the grain size decreases. The decline in the porosity values could result from an increment in the number of clay particles, which gradually filled the void spaces (Cameron & Buchan 2017) and separated the relatively bigger sand particles, thus, becoming the loading-bearing unit of the soil.

Validation of TEM and ERT Models

From the available well log data, two well logs (named BH 1 and BH 2) were found near the two sites and selected for comparison. The exact locations of BH 1 (6 m deep) were at site 13, whereas BH 2 (17 m deep) was sited 1.7 km from site number 11. The comparison of resistivity values from TEM and ERT with well-log data was based on the resistivity chart proposed by Palacky (1988).

In borehole BH1, the top layer of 1.2 m is made up of soft clay with some sand sediments. Below 1.2 m depth, sand sediments increase in size with slightly clayey sediments to a depth of 4.2 m. Soft clay is again encountered at a depth between 4.2 m and 6.0 m, where the drilling terminated. At this site, from the TEM measurements, the bulk resistivity values were 30.7 Ωm (0 to 5 m depth), 30.7 Ωm (5 to 10 m depth), 23.8 Ωm (10 to 15 m depth), and 12.2 Ωm (15 to 20 m depth). The geological interpretation of these low resistivity values indicated the presence of clayey soil. At the same place and the same depth, the bulk resistivity values from ERT measurements were 82.9 Ωm, 38.3 Ωm, 56.8 Ωm, and 68.7 Ωm (Fig. 4).

In borehole log BH2, the first lithologic unit of this layer encountered at the depth of 1.8 m is clay sediment. This sediment (considered the second layer) extends to about 6 m in depth and is made of clay with some fine and medium-grained sand. The third layer (4.6 m deep) is of clay with some fine-grained sand, while the fourth layer (0.9 m deep) is of fine-grained sand with some clay. The fifth layer is encountered at depth of 1.3 m deep is of medium-grained sand with some clayey sediments. The last geological material encountered at depth of 2.2 m is clayey sediments. From the TEM survey, the bulk resistivity values for four layers were 23.5 Ωm, 23.6 Ωm, 41.9 Ωm, and 41.9 Ωm respectively, which indicated the clayey soil. Whereas from the ERT survey, the bulk resistivity values were 1881.3 Ωm, 1503.9 Ωm, 1110.1 Ωm, and 1110.1 Ωm respectively.

Fig. 4: Validation of TEM and ERT outputs with borehole data at site number 13.
The results showed that, for TEM, the bulk resistivity was less than 80 Ωm, while for ERT it was 1421 Ωm. This range was predicted by the mixture of sand, silt, and clay content in which silt and clay were dominating whereas the average prediction was clayey soil for TEM and loamy soil for ERT. The porosity range by both the techniques showed closer estimation with in situ soil sample, which showed the presence of silty loam soil. The slow permeability and hydraulic conductivity range were observed by both the techniques, which also represented silty loam soil in the study area. The overall infiltration rate was less than 20 inches/h, which predicted the presence of fine-grained soil in the study area. The differences in the estimated infiltration rates at different depths reflect the differences in the recharge and precipitation.

The generated empirical equations serve as predictive tools from which bulk resistivity values could be obtained from the parameters such as pore water resistivity, porosity, and grain size measurements with good correlations obtained between these parameters. The relationships between bulk resistivity and pore water resistivity and bulk resistivity and porosity were found strong for both TEM and ERT based on the coefficient of determination. Also, validation results were in the range of the previous study, and the borehole data confirmed the presence of fine to medium-grained soil in the study area. The overall conclusion is that both geo-electrical methods worked well and have different capacities in the estimation of the hydrological parameter within the study area.

CONCLUSIONS

The results showed that, for TEM, the bulk resistivity was less than 80 Ωm, while for the ERT it was 1421 Ωm. This range was predicted by the mixture of sand, silt, and clay content in which silt and clay were dominating whereas the average prediction was clayey soil for TEM and loamy soil for ERT. The porosity range by both the techniques showed closer estimation with in situ soil sample, which showed the presence of silty loam soil. The slow permeability and hydraulic conductivity range were observed by both the techniques, which also represented silty loam soil in the study area. The overall infiltration rate was less than 20 inches/h, which predicted the presence of fine-grained soil in the study area. The differences in the estimated infiltration rates at different depths reflect the differences in the recharge and precipitation.
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**ABSTRACT**

Coffee is the second-most consumed beverage in the world, and its high demand is covered by countries such as Peru, where the waste generated in production causes environmental pollution. We sought to determine the concentration of alcohol components and other volatiles compounds present in the distillate, after fermenting wastewater from the first wash in the wet processing of *Coffea arabica* var. catimor under five conditions: C1 (pasteurized + 0.325 g sucrose + 8.000 g S. cerevisiae), C2 = (pasteurized + 8.000 g S. cerevisiae), C3 (0.325 g sucrose + 8.000 g S. cerevisiae), C4 = (8.000 g S. cerevisiae), and C5 = (natural state). The solid-phase microextraction technique was used to determine the composition of the distillates by gas chromatography (GC). 35 components were detected, 11 of them under all conditions. Ethanol was the most abundant element in all five fermentation conditions. Condition 1 shows the highest value at 97.29 µg.mL⁻¹, though all five concentrations can be considered high. This study shows that wastewater from the wet processing of coffee can have agro-industrial use as a value-added product. Postharvest Peruvian coffee is amenable to strategies aligned with the sustainable development goal of reducing food losses along production and supply chains.

**INTRODUCTION**

Coffee is the second-most traded commodity in the world after oil (Girotto et al. 2018) and the second-most consumed beverage (Perrone et al. 2008). Peru is one of the main coffee-exporting countries, whose production is mainly driven by five regions, one being the Amazon region (Salas-López et al. 2020). Although coffee represents an important commercial asset at the international level (Acosta-Alba et al. 2020), its production has environmental impacts (Garde et al. 2017). The residues generated during fermentation in coffee processing plants are potential environmental problems and cause water pollution due to their high organic component and acidic nature (Woldesenbet & Chandravanshi 2016). When released directly into the environment, they are harmful to water bodies, flora, and aquatic fauna (Pérez-Sariñana et al. 2015).

The processing of coffee begins with the manual harvesting of ripe cherries (Rattan et al. 2015). Then the cherries can be processed by two methods, wet and dry (Gathuo et al. 1991). In the wet process, large volumes of high-strength wastewater are generated and they require treatment before disposal (Gathuo et al. 1991), in Peru there are no records of farms that perform the recycling process on these waters. The waste from this process contains large amounts of organic substrates that are suitable for bioconversion into value-added bioproducts (Zhang et al. 2019).

The coffee cherries are pulped and fermented between 12 and 18 h and then are usually dried (Davydenko et al. 2020, Sanz-Uribe et al. 2017). Waste from wet coffee processing, due to its high sugar content, can be used in the production of bioethanol (Zhang & Ordway 2003), which provides an alternative energy source from waste biomass and solves the problem of its elimination in the environment, as well as the problems it can cause to human health (Woldesenbet et al. 2016). However, the fermentation parameters are not precisely known. Besides the microorganisms present in the residue, it is also possible to use *Saccharomyces cerevisiae* inoculum (Einfalt et al. 2020). *S. cerevisiae* is capable of metabolizing C6 sugars (glucose, fructose, mannose, and galactose) (Kim et al. 2016). This can happen due to the presence of oxygen, which shows favorable conditions for yeast growth, and during anaerobiosis fermentation (utilization of sugar for energy production) occurs (Zhang & Ordway 2003). Approximately 95% of the industrial ethanol in the world is obtained through the fermentation of sugars, which must be separated as efficiently as possible from water-ethanol, but this is difficult due to its chemical affinities (Acosta & Zumalacárregui 2016).

Several microorganisms take part in the fermentation of coffee, and it is expected that these microorganisms participate in the fermentation of the must; however, these microorganisms could affect the quality of the distillates.
Pasteurization can be an alternative to eliminate these microorganisms and use only inoculum (Chagua & Malpartida 2020).

Between 2011 and 2015, up to 389,733 ha of coffee were replaced in Peru by the catimor variety, as it is resistant to coffee leaf rust (Hemileia vastatrix) (Díaz & Carmen 2017). Therefore, the waste is useful for the food, pharmaceutical, and cosmetic industries (Ferrell & Cockerill 2012), coffee wastewater contains reducing sugars that could become substrates for fermentation (De Bruyn et al. 2017).

The wet coffee process requires large amounts of water; some authors report a range between 1 and 10 m³ of water per ton of coffee cherries and up to 15 m³ of water per ton of clean beans (Hans-Dieter et al. 2009). Considering that Peru produced 228,000 tons of coffee in 2020 (Sanz-Uribe et al. 2017), 34,200,000 m³ of wastewater was underutilized. Therefore, this work determined the abundance of alcohol components present in the distillate obtained after fermenting wastewater from the first washing in the wet processing of C. arabica under natural conditions, after pasteurization, and after being subjected to the activity of S. cerevisiae to determine their potential agro-industrial use as value-added products. In this way, coffee production is aligned with the sustainable development goals, namely, goal 12.3, which is to reduce per capita food waste by half and reduce food losses along with production and supply (Ferrell & Cockerill 2012).

**MATERIALS AND METHODS**

**Obtaining Coffee Wastewater**

*C. arabica* var. catimor was collected in May 2019 at the experimental station of the Universidad Nacional Toribio Rodríguez de Mendoza, district of Huambo, at coordinates 6° 20′ 10″ S, 77° 27′ 58″ W and an altitude of 1630 masl. The coffee wastewater was collected from the first wash of the wet process with 7 °Brix and transferred to the Agro-industrial Engineering laboratory in 5-liter containers.

**Execution of the Experiment for Fermentation, Distillation and net Yield**

Five conditions were selected after the standardization procedure. For sucrose, pre-tests were carried out at 0.300 kg.L⁻¹; 0.325 kg.L⁻¹; 0.350 kg.L⁻¹; 0.375 kg.L⁻¹ and 0.400 kg.L⁻¹. And for *S. cerevisiae*, pre-tests were performed at 8 g.L⁻¹ and 9 g.L⁻¹. A 2-liter fermenter was set up for each treatment. Then, according to treatment Table 1, determined the best condition was pasteurized, and sugar was added to a continuous stream (0.325 g; samples C1 and C3).

For the activation of *S. cerevisiae*, water was heated in an electric laboratory cooker until the temperature reached 80°C. Then the mixture was cooled to 40°C, at which time 8 g.L⁻¹ *S. cerevisiae* was added. Commercial brown sugar was also added. All treatments were fermented at room temperature (16-19°C) for 7 days, and the fermentation was stopped by refrigeration until further distillation (Wang et al. 2020). Then, 180 mL of each condition (C1, C2, C3, C4, and C5) was added to the distillation system. The distillation was cut off when the first 25 ml was obtained.

**Obtaining the Distillates**

The distillates were made in a laboratory distiller with a capacity of 1 L. We kept the temperature of the balloon around 75°C without letting it exceed 80°C. The distillates were packed in amber glass flasks until further analysis.

**Volatile Compounds Analysis by SPME-GC-MS and net Yield Obtaining**

The analyses of volatile compounds of the alcoholic distillates were performed using the solid-phase microextraction technique (SPME) and were analyzed by gas chromatography coupled to mass spectrometry (GC-MS), based on the method developed by Wang (2020) with some modifications. The distillate was transferred to a 20 mL vial with 1-butanol solution (1-butanol, 5 µL of 1.25 µg.µL⁻¹ water) as the internal standard. The amounts were chosen as representative of a high concentration of volatile substances. The vial was hermetically sealed and taken to a dry bath at 55°C for 15 min. After the equilibration period, the divinylbenzene/carboxen/polydimethylsiloxane fiber was exposed to the headspace of the vial for 30 min. After that time, the fiber was placed in the injection port at 250°C in split mode (1:1) and exposed for 6 min for the desorption of the compounds.

The presence and relative abundance of alcohol components present in the distillates were determined with a gas chromatograph (Agilent Technologies 7890B GC system) coupled to a mass detector (Agilent Technologies model 5977B MSD) equipped with a DB-5 MS IU capillary column (60 m length × 0.25 µm inner diameter × 1 µm film thickness). The total run time was 52 min. The oven program was as

<table>
<thead>
<tr>
<th>Condition</th>
<th>Pasteurized</th>
<th>Added sucrose [kg.L⁻¹]</th>
<th><em>S. cerevisiae</em> [g.L⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>YES</td>
<td>0.325</td>
<td>8</td>
</tr>
<tr>
<td>C2</td>
<td>YES</td>
<td>NO</td>
<td>8</td>
</tr>
<tr>
<td>C3</td>
<td>NO</td>
<td>0.325</td>
<td>8</td>
</tr>
<tr>
<td>C4</td>
<td>NO</td>
<td>NO</td>
<td>8</td>
</tr>
<tr>
<td>C5</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the different conditions of fermentation in *C. arabica* var. catimor wastewater distillate.
follows: initial temperature of 40°C maintained for 2 min, rising by 3°C/min to 50°C and maintained for 1 min, rising to 110°C at a rate of 5°C/min and maintained for 1 min, rising to 200°C at 6°C/min, and rising to 250°C at 8°C/min, where it remained for approximately 11.5 min. The mass spectrometer recorded the total ionic current (70 eV) in a mass range of m/z 30 to 550 (scan mode). The compounds were identified by comparison with the NIST library and the criteria for the identification of each compound required a mass spectrum matching score of ≥70. For every sample, extraction, injection, detection, and identification were performed in quintuplicate on all samples. Of these, the execution in duplicate was without internal standard, and in triplicate with internal standard (with 1-butanol). A threshold of at least two detections was established to express the results of the presence and absence of each identified compound in the samples. Semi-quantitative concentrations of each compound were obtained and were multiplied by a constant for better visualization of the data. This is because the aliquots of the analyzed samples were quite small compared to the 20 mL vial used. These quantities were chosen to take into account that this sample constituted a distillate and, therefore, it was estimated that it contained a high concentration of volatile substances. However, it is important to note that this did not prevent the detection of the different compounds and the estimation of their relative concentration. Finally, after quantification of the compounds, the net yield for the condition was obtained for each ml of distillate. Only the values for the alcoholic components that were repeated in all conditions are shown.

RESULTS

The GC analysis revealed the presence of 35 alcohol components in C. arabica var. catimor fermented under different conditions Table 2. We found 11 bioalcohol components under all conditions (ethanol; 1-propanol; 1-butanol, 2-methyl-; 1-butanol, 3-methyl-; hexanoic acid; 2-furan methanol, 5-ethenyltetrahydro-a,a,5-trimethyl-; cis-; trans-linalool oxide (furanoid); linalool; phenylethyl alcohol; octanoic acid; benzaldehyde, 2,4-dimethyl-; and acetic acid, 2-phenylethyl ester). All are included in industrial use lists, and six of them have been cataloged for human consumption (Nguyen et al. 2021). Ethanol was the most abundant element. It was present in all five fermentation conditions, and condition 1 (unpasteurized + sucrose + S. cerevisiae) yielded the highest value, with 972.9 µg·µL⁻¹ concentration. We also consider the ethanol values for the other conditions substantial (926.0 µg·µL⁻¹ in C2 and 874.2 µg·µL⁻¹ in C3). The 1-Dodecanol ranked second in conditions 1, 2, and 3, with values of 368.6, 362.4, and 271.8 µg·µL⁻¹, respectively, while in condition 4 its value decreased to 9.7 µg·µL⁻¹, and in condition 5 it disappeared. The compound trans-Linalool oxide (furanoid) showed its highest concentration in condition 3.

The Yield of Alcohol Produced in the Distillates

Fig. 1 compares the abundance of the main compound identified in the 5 conditions assayed, including ethanol. Of the 11 compounds identified in the distillates of the five conditions, ethanol was the most abundant, followed by 2-benzaldehyde, 2,4-dimethyl- in all cases. Conditions C1, C2, and C3 yielded distillates with higher ethanolic contents of 97.29, 92.6, and 87.42 µg·mL⁻¹, respectively. Conditions C4 and C5, without the addition of sucrose or yeast (fermented with native flora present in the collected wastewater), yielded distillates with lower ethanolic content (20.50 to 34.42 µg·mL⁻¹). The content of the other compounds present was proportional in both groups Fig. 1.

DISCUSSION

The 35 components in C. arabica var. catimor distillates found here correspond to quantitative GC measurements that have been performed frequently with a remarkable degree of reproducibility in agreement with Novotny (2003) and Lopes et al. (2020), and the search for the sustainable use of these components by adding value is an ideal transition to an economy of biological resources (Woldesenbet et al. 2016).

The alcohol components that were found in all the distillates of this study have important properties for industrial use (Brugnera et al. 2006). Their main use is agro-industrial because of the high amounts of ethanol (Xiao & Lu 2014). Other uses for its components are, for example, rocket fuel, the manufacture of plastics, agricultural pesticides, for medications to treat cancer patients (Nguyen et al. 2021), contact lenses, and textile cleaning (Wang et al. 2020). Some other potential uses are the manufacture of other chemical products, etching metals, solvent, and chemical laboratory analysis, fabric dyes, nylon production, and tanning of leathers (Sampaio et al. 2013). Another six components identified here have agro-industrial uses: 1-butanol, 2-methyl-(Kim et al. 2019); 1-butanol, 3-methyl- (Kim et al. 2019); linalool and benzaldehyde, 2,4-dimethyl- (Kim et al. 2019), especially in the production of alcoholic beverages, to improve the taste of their food products (Kim et al. 2016), as an aroma and essence of artificial fruits (Kim et al. 2016), and others. Ethanol was the most abundant compound under all five conditions of this work. It is classified as one of the most important products of primary metabolism and one of the most produced in the world (Chin et al. 2011). It can reduce pollution from agricultural waste (Clarke & Bakker 2004). Work has been done to optimize these processes to achieve
Table 2: Semi-quantitative concentrations (mean ± standard deviation) of alcohol components of the wastewater distillate of *Coffea arabica* L. fermented under five different conditions.

<table>
<thead>
<tr>
<th>Name</th>
<th>CAS-Number</th>
<th>Retention Time</th>
<th>Conditions (mean × 10000) a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>C1</td>
</tr>
<tr>
<td>Hydrazine **, ***</td>
<td>302-01-2</td>
<td>4.494</td>
<td>ND</td>
</tr>
<tr>
<td>Hydrazinecarboxamide ****</td>
<td>57-56-7</td>
<td>4.491</td>
<td>ND</td>
</tr>
<tr>
<td>Ethanol *, **, ***</td>
<td>64-17-5</td>
<td>5.349</td>
<td>972.9 ± 55.5</td>
</tr>
<tr>
<td><strong>Acetone</strong></td>
<td>64-19-7</td>
<td>8.764</td>
<td>92.3 ± 9.7</td>
</tr>
<tr>
<td>Ethyl Acetate*, **</td>
<td>141-78-6</td>
<td>9.816</td>
<td>23.7 ± 1.7</td>
</tr>
<tr>
<td>1-Propanol, 2-methyl-*, **</td>
<td>78-83-1</td>
<td>10.415</td>
<td>19.1 ± 0.9</td>
</tr>
<tr>
<td>Acetic acid**</td>
<td>513-86-0</td>
<td>13.9</td>
<td>80.3 ± 15.1</td>
</tr>
<tr>
<td>1-Butanol, 3-methyl-*, **</td>
<td>123-51-3</td>
<td>15.088</td>
<td>55.0 ± 2.7</td>
</tr>
<tr>
<td>1-Butanol, 2-methyl-*, **</td>
<td>137-32-6</td>
<td>15.285</td>
<td>ND</td>
</tr>
<tr>
<td>1-Cyclopentyl-2,2-dimethyl-1-propanol **</td>
<td>337966-85-5</td>
<td>15.279</td>
<td>30.2 ± 4.0</td>
</tr>
<tr>
<td>Butanoic acid**</td>
<td>107-92-6</td>
<td>16.507</td>
<td>ND</td>
</tr>
<tr>
<td>Furfural**</td>
<td>98-01-1</td>
<td>19.544</td>
<td>ND</td>
</tr>
<tr>
<td>3-Furaldehyde</td>
<td>498-60-2</td>
<td>19.546</td>
<td>ND</td>
</tr>
<tr>
<td>Propanedioic acid, propyl</td>
<td>616-62-6</td>
<td>20.804</td>
<td>ND</td>
</tr>
<tr>
<td>Pentanoic acid*, **</td>
<td>109-52-4</td>
<td>20.805</td>
<td>14.2 ± 2.0</td>
</tr>
<tr>
<td>1-Hexanol</td>
<td>111-27-3</td>
<td>20.971</td>
<td>ND</td>
</tr>
<tr>
<td>CH3C(O)OCH(CH3)C(O)CH3**</td>
<td>4906-24-5</td>
<td>21.644</td>
<td>12.7 ± 1.3</td>
</tr>
<tr>
<td>1-Heptanol</td>
<td>543-49-7</td>
<td>22.366</td>
<td>ND</td>
</tr>
<tr>
<td>Hexanoic acid*, **</td>
<td>142-62-1</td>
<td>24.767</td>
<td>47.8 ± 7.1</td>
</tr>
<tr>
<td>Benzyl alcohol</td>
<td>100-51-6</td>
<td>27.678</td>
<td>ND</td>
</tr>
<tr>
<td>2-Furamethanol, 5-ethylenetetratrihydro-alpha..alpha..5-trimethyl-, cis-***</td>
<td>5989-33-3</td>
<td>29.025</td>
<td>89.5 ± 1.5</td>
</tr>
<tr>
<td>trans-Linalool oxide (furanoid)**</td>
<td>34995-77-2</td>
<td>29.513</td>
<td>65.0 ± 1.5</td>
</tr>
<tr>
<td>1,6-Octadien-3-ol, 3,7-dimethyl-, formate</td>
<td>115-99-1</td>
<td>29.648</td>
<td>ND</td>
</tr>
<tr>
<td>Linalool*, **</td>
<td>78-70-6</td>
<td>29.654</td>
<td>26.4 ± 1.5</td>
</tr>
<tr>
<td>Phenylethyl Alcohol**</td>
<td>60-12-8</td>
<td>30.384</td>
<td>48.5 ± 8.7</td>
</tr>
<tr>
<td>Octanoic acid**</td>
<td>124-07-2</td>
<td>31.168</td>
<td>42.2 ± 10.3</td>
</tr>
<tr>
<td>alpha..-Terpineol**</td>
<td>98-55-5</td>
<td>32.912</td>
<td>18.3 ± 2.1</td>
</tr>
<tr>
<td>Benzaldehyde, 2,4-dimethyl-*</td>
<td>15764-16-6</td>
<td>33.643</td>
<td>109.3 ± 14.7</td>
</tr>
<tr>
<td>Acetic acid, 2-phenylethyl ester**</td>
<td>103-45-7</td>
<td>34.268</td>
<td>18.5 ± 2.1</td>
</tr>
<tr>
<td>2-Buten-1-one, 1-(2,6,6-trimethyl-1,3-cyclohexadien-1-yl)-(E).****</td>
<td>23726-93-4</td>
<td>37.512</td>
<td>14.9 ± 0.7</td>
</tr>
<tr>
<td>1-Dodecanol**</td>
<td>112-53-8</td>
<td>39.083</td>
<td>368.6 ± 35.7</td>
</tr>
<tr>
<td>2,4-Di-tert-butyphenol****</td>
<td>96-76-4</td>
<td>39.843</td>
<td>82.3 ± 6.8</td>
</tr>
</tbody>
</table>

ND: Compound not determined. *use in human consumption, ** industrial use, *** medicinal use, **** no use/unknown use. a Concentration relative (µg. µL⁻¹) of the components was multiplied by 10000.
higher levels of sugar consumption and ethanol production due to effective exposure to the substrates (Ryan et al. 2004). Studies have shown when other residual coffee wastes, such as whole husks and ground coffee, have been used directly as substrates for the production of fermentative ethanol, final yields (g of ethanol/g of the substrate) of 0.008 and 0.007, respectively, have been achieved (Novotny 2003), 0.33 of coffee mucilage (Vidra & Németh 2018) and this study reported 0.097 g.mL\(^{-1}\) of wastewater. Despite the variation in its value between the different types of coffee waste, we think that the results reflect the presence of high ethanol values in this study.

The addition of sugar and \textit{S. cerevisiae} to fermentation influences the ethanol yield (Roehr et al. 2001), as well as the concentration relative to the rest of the components that we measured. A lower amount of ethanol could be due to the consumption of sugar by other microorganisms that interfere with the fermentation process (Woldesenbet et al. 2016). In this sense, the initial concentration of sugars has positive effects on the fermentation, and the yield and productivity depend on the initial concentration of sugars (Phisalaphong et al. 2007). Here, the single application of 8,000 g of \textit{S. cerevisiae} led to the greatest abundance of ethanol in the distillate (972.9 µg.µL\(^{-1}\)). Coffee wastewater subjected to saccharification produced yields (based on sugar content) of ethanol of 15.3 g.L\(^{-1}\) (Choi et al. 2012), 0.55 g.L\(^{-1}\) (Bonilla-Hermosa & Schwan 2014), and 0.33 g ethanol/g sugar (Silva et al. 2010).

Thus, the present results support \textit{S. cerevisiae} as the most common microorganism to produce ethanol due to its high consumption of sugars (Vučurović 2011). The results of the relative concentrations of the components are presented in Fig. 1.

The ethanol content and the presence of furfural compound in Condition 1 could have resulted from the application of \textit{S. cerevisiae}. However, furfural is undesirable, because of the affectation of specific cell growth, and cell mass yield in ATP and ethanol, depending on its concentration in the fermentation medium (Palmqvist & Hahn-Hägerdal 2000). On the other hand, the presence of octanoic acid is associated with odors such as rancid and fatty, in this study, the lowest values of this compound (0.37-0.45 µg.mL\(^{-1}\)) were evidenced for the C4 and C5 conditions. \textit{S. cerevisiae} synthesizes a wide variety of alcohols during fermentation (Franca et al. 2008), and 1-propanol was found in all the assessed conditions.

Propanol, isobutane, and isoamyl alcohol are part of the so-called fusel oil and are formed by alcohols with more than two carbon atoms; they are formed by the fermentation of sugars. These compounds were also present in the distillates of this study. \textit{S. cerevisiae} has a natural ability to adapt skillfully to inhibitory environments (Kim et al. 2020), and ethanol is the main byproduct of yeast fermentation, as its generation is notably associated with cell growth, viability, and metabolic activity (Mussatto et al. 2012).

In fermentation condition 1, the highest concentration of furfural was found, at 226.7 µg.mL\(^{-1}\). Other studies have detected butyric, propionic, and acetic acids, which represent a possibility for the use of other sources as substrates (de Melo Pereira et al. 2014).

Linalool can be produced by \textit{S. cerevisiae} and \textit{Pichia guilliermondii} in association with coffee (Ezeji et al. 2007). It was most abundant in condition C1, with a value of 26.4
µg µL⁻¹. It has been identified as a fresh, citrus, and woody aroma in food products (Lee et al. 2009).

Acetic acid, was highest in condition C1, with a value of 114.3 µg/L. 2-Buten-1-one, 1-(2,6,6-trimethyl-1,3-cyclohexadien-1-yl)-(E)- was not detected under condition C4 or C5. 1-Dodecanol was most abundant under condition C1, with a value of 368.6 µg/µL. Similarly, the compound 2,4-di-tert-butylphenol yielded the highest value of 82.3 µg µL⁻¹, characteristic compounds of the distillates of coffee wastewater that are aromatic (Vázquez & Dacosta 2007). Acetic acid, present in conditions 1-4, is an unpleasant taste in coffee distillates and could damage the final quality of the distillates by giving them an onion flavor (Ezeji et al. 2007). However, we consider these values unimportant because they had less than 92.3 µg µL⁻¹, and the condition C5 did not yield acetic acid.

CONCLUSION

SPME and GC-MS allowed us to detect 35 alcohol components at different relative abundance values in five different distillates obtained from the wastewater fermentation of the first wash in the wet processing of Coffea arabica var. catimor. All distillates had ethanol as the most abundant alcohol, suggesting the potential agro-industrial use of Peruvian coffee as a postharvest value-added product.
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ABSTRACT
In the present study, the treatment of slaughterhouse wastewater was carried out in a sequential batch reactor. A lab-scale column type reactor was fabricated with Perspex material having dimensions of 10 cm diameter, 100 cm height, and an effective volume of 7 liters provided with ports at different levels. The reactor performance was evaluated in terms of COD, BOD, TSS, TKN, and phosphorus removal. The reactor was operated for 432 days; the effectiveness of the reactor is the temperature of wastewater in the reactor. The removal efficiencies of COD and BOD were 84% and 80% in the reactor. The maximum TSS removal was around 87% and TKN's maximum removal efficiency was 61% in aerobic treatment. Phosphorus maximum removal efficiency was around 68%, in the meantime pH and alkalinity were also monitored, and no change in the pH was reported throughout the experiment. On the other hand, an aerobic SBR is also operated using wastewater after the DAF unit. In the same manner, the reactor was operated with initially diluted wastewater (05 times) and kept HRT 8 h. The reactor performance was studied in terms of COD, BOD, TSS, TKN, and phosphorus. The maximum removal efficiencies of COD and BOD were 80% and 81% respectively. The maximum removal efficiencies of TSS, TKN, and Phosphorus were 73%, 81%, and 69% respectively. It is concluded that the removal efficiency of COD was better in the anaerobic process as compared with the aerobic process in addition the generation of methane gas during the degradation of organic matter can be used for operating the aerobic unit by making some necessary arrangements. Besides this, it is also concluded that the removal efficiency of TKN was better in the aerobic process as compared with the anaerobic process. There was a buildup of VSS from 4500 mg.L\(^{-1}\) to 6500 mg.L\(^{-1}\) in the study.

INTRODUCTION
Water shortage and contamination of available water reserves have engrossed global attention in recent years (Khan et al. 2015). The effluent coming from various industries such as slaughterhouses, food processing industries, chemical processing plants, and paper & pulp industries remain highly contaminated. The slaughterhouse wastewater is classified under the category of agricultural and food industries as industrial wastewater. On an average 15 liters of wastewater are generated in each mechanized slaughtering, amounting to about 630 million gallons of water annually in India itself (Central Pollution Control Board, Delhi, Ministry of Environment, Forest and Climate Change, Government of India, October 2017). Studies show that effluent generated from slaughterhouses contaminates both surface and groundwater bodies because of the slaughtering process, blood, fat, urine, and undigested food are produced and added to the nearby water streams (Alam et al. 2021). Slaughterhouse industries having high suspended solids, organic matter should not be discharged on the land or in sewers directly because of their high concentration of COD, and BOD (Aziz et al. 2019, Mittal et al. 2006). Besides this, the addition of chemicals for the treatment of wastewater is not a good option because it increases the cost of the treatment, and disposal of sludge is uneconomical.

For the conventional treatment of slaughterhouse wastewater, methods based on anaerobic treatment processes are more advantageous over the other treatment system (Sindhu et al. 2012, Sunder et al. 2013) like the advanced oxidation process, electro-coagulation, and physicochemical process (Masse & Masse 2005, Del Nery et al. 2007, Khan et al. 2020). Advantages of the anaerobic process are high organic removal, less space required, less sludge generation, low energy requirement, working on high organic loading, less nutrients requirement, and methane gas production which can be used to operate the generators to be used for energy requirement in aerobic unit operations.

Few reactor configurations are used for the anaerobic treatment of industrial wastewater like upflow anaerobic sludge blanket reactor (UASB) (Rajakumar et al. 2012),
completely mixed anaerobic digester, fluidized and expanded bed reactors, and anaerobic filters, anaerobic sequencing batch reactor (ASBR) (Kundu et al. 2013). Among these, the anaerobic sequencing batch reactor had gained popularity as a better biological treatment option for the treatment of industrial wastewater. SBR systems can degrade the pollutants and can withstand higher organic loading (Masse & Masse 2000, Sombatsompop et al. 2011). Overall these SBR systems have some advantages over other conventional treatment technologies such as low energy consumption, and require less space with all the operations such as Fill, React/Aeration, Settle, and Draw taking place in a single tank (Khan et al. 2019, Bustillo-Lecompte et al. 2017, Chan et al. 2009).

The objective of this study was to assess the feasibility of a lab-scale anaerobic-aerobic SBR for the treatment of slaughterhouse wastewater and a comparative analysis with aerobic SBR treatment of slaughterhouse wastewater taken after Diffused Air Flotation (DAF) unit from a running slaughterhouse effluent treatment plant.

MATERIALS AND METHODS

Two reactors were fabricated with Perspex material of similar dimensions and capacity, one anaerobic and the other aerobic as shown in Fig. 1. Considering the design and dimensions, an internal diameter of 10 cm and height of 100 cm, the working volume of the column type SBR was 7.065 L. A port at 10 cm below the top of the reactor was made for the collection of effluent, while a port at the bottom of the reactor was made for the withdrawal of excess sludge generated. Both the reactors were seeded with respective sludge. Initially, the diluted wastewater was fed to the reactor and for acclimatization of micro-organisms, the HRT of 24 h was fixed, later on changing the dilution of wastewater as well as the HRT of the reactor. The anaerobic SBR consists of an anaerobic UASB in the bottom part and a port for effluent withdrawal at 0.75 m from the bottom. The aerobic SBR had an air supply port at the bottom and an effluent withdrawal port at 0.75 m from the bottom, and an excess sludge collection port at a height of 0.2 m from the bottom was provided in both the reactors.

The anaerobic sequential batch reactor (SBR) was seeded with two L of digested slaughterhouse UASB sludge. The aerobic sludge was fed in the reactor taken from the aeration tank of an activated sludge process treatment unit. The slaughterhouse wastewater was fed to the reactors having the following characteristics as given in Table 1.

Table 1: General characteristics of slaughterhouse wastewater.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Wastewater Characteristics</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pH</td>
<td>6.8 to 8.5</td>
</tr>
</tbody>
</table>

The anaerobic sequential batch reactor (SBR) was seeded with two L of digested slaughterhouse UASB sludge. The aerobic sludge was fed in the reactor taken from the aeration tank of an activated sludge process treatment unit. The slaughterhouse wastewater was fed to the reactors having the following characteristics as given in Table 1.

Operation Cycle

Initially, the raw wastewater was 10 times diluted in the reactor to avoid shock loading, keeping the HRT at 24 h for microorganisms to acclimatize. The dilutions of the raw sample were further varied as 5 times, 4 times, and so on in the end sample without dilution, varying the HRT of the reactor gradually. The dilutions were changed accordingly on the attainment of the steady-state conditions as shown in Table 2.

Fig. 1: Two reactors set up in parallel at lab scale and schematic diagram for the treatment of slaughterhouse wastewater.
Aerobic SBR While Using DAF Sample

The reactor was seeded with two L of digested sludge taken from the activated sludge process unit of a running treatment plant. The slaughterhouse wastewater fed to the reactor has the following characteristics as a DAF unit as shown in Table 3.

When the microorganisms were acclimating, the raw wastewater was diluted 05 times in the reactor to avoid shock loading, and the HRT was kept at 8 hours. When the microorganisms were acclimating, the dilution of the raw sample was changed 4 times, 3 times, 2 times, and without dilution, and HRT was kept as 8. The dilutions of the sample were changed when the steady-state conditions were reached as shown in Table 4.

Experimental Setup and Operational Cycle

The reactors were operated with a cycle length of 24 h initially, after steady-state conditions were reached, then the dilution of the sample and cycle length of the reactors were changed to 18 h, 12 h, and 8 h. Anaerobic SBR reactor was fed continuously from the bottom and no air was supplied in the reactor. However, the aerobic SBR reactor was having...
continuous oxygen supply to maintain the population of microorganisms, although aeration was turned off during adding of the effluent and its withdrawal.

The timing of the phase cycle for SBR was: Fill-05 min, React-23 hrs 10 min, Settle-40 min, Draw-05 min.

The analytical techniques used in this study were performed according to the method described in Standard Methods. pH, total dissolved solids, and dissolved oxygen were analyzed by using HACH HQ30d portable meter (USA) coupled with their respective probes. Analysis of alkalinity, TSS, BOD, and COD was analyzed by standard methods (APHA 2005). The analysis of Phosphate and total Kjeldahl nitrogen (TKN) was carried out by DR 5000 (HACH, USA) UV spectrophotometer.

### RESULTS AND DISCUSSION

Both the reactors were operated for varying hydraulic retention times (HRT) namely 24, and 18, 12, and 8 h respectively, and variable dilutions. The dilutions and HRT were changed when optimum removal was achieved in the last HRT and dilution. The maximum OLR applied was 6.172 kg COD.m⁻³.d⁻¹ for the anaerobic reactor and 1.311 kg COD.m⁻³.d⁻¹ for the aerobic SBR reactor.

The maximum removal efficiencies for the parameters COD, BOD, TSS, TKN, Phosphorus, pH, and alkalinity using anaerobic SBR treatment are tabulated as shown in Table 5.

However, the maximum removal efficiencies of COD, BOD, TSS, TKN, and Phosphorus achieved were 80%, 81%, 73%, 81%, and 69% respectively for slaughterhouse

---

### Table 4: COD values of Influent Feed to the Aerobic Reactor.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Dilution Factor</th>
<th>COD Influent in Reactor (mg.L⁻¹)</th>
<th>Total Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Five Times</td>
<td>845</td>
<td>72 days</td>
</tr>
<tr>
<td>2</td>
<td>Four Times</td>
<td>1050</td>
<td>48 days</td>
</tr>
<tr>
<td>3</td>
<td>Three Times</td>
<td>1412</td>
<td>96 days</td>
</tr>
<tr>
<td>4</td>
<td>Two Times</td>
<td>2115</td>
<td>96 days</td>
</tr>
<tr>
<td>5</td>
<td>Without Dilution</td>
<td>4120</td>
<td>96 days</td>
</tr>
</tbody>
</table>

### Table 5: Maximum removal efficiencies attained in anaerobic SBR for the studied parameters.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Pollutants</th>
<th>Influent (mg.L⁻¹)</th>
<th>Effluent (mg.L⁻¹)</th>
<th>Removal Efficiency (%age)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pH</td>
<td>6.25</td>
<td>7.85</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td>Alkalinity</td>
<td>1153</td>
<td>188</td>
<td>83%</td>
</tr>
<tr>
<td>3</td>
<td>COD</td>
<td>6250</td>
<td>1000</td>
<td>84%</td>
</tr>
<tr>
<td>4</td>
<td>BOD</td>
<td>2815</td>
<td>563</td>
<td>80%</td>
</tr>
<tr>
<td>5</td>
<td>TKN</td>
<td>1064</td>
<td>410</td>
<td>61%</td>
</tr>
<tr>
<td>6</td>
<td>TSS</td>
<td>4235</td>
<td>551</td>
<td>87%</td>
</tr>
<tr>
<td>7</td>
<td>Phosphorus</td>
<td>258</td>
<td>83</td>
<td>68%</td>
</tr>
</tbody>
</table>

### Table 6: Maximum removal efficiencies attained in SBR for the studied parameters by aerobic SBR treatment after DAF unit.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Pollutants</th>
<th>Influent (mg/L)</th>
<th>Effluent (mg/L)</th>
<th>Removal Efficiency (% age)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pH</td>
<td>6.52</td>
<td>7.25</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td>Alkalinity</td>
<td>953</td>
<td>160</td>
<td>83%</td>
</tr>
<tr>
<td>3</td>
<td>COD</td>
<td>4120</td>
<td>830</td>
<td>80%</td>
</tr>
<tr>
<td>4</td>
<td>BOD</td>
<td>2395</td>
<td>460</td>
<td>81%</td>
</tr>
<tr>
<td>5</td>
<td>TKN</td>
<td>769</td>
<td>204</td>
<td>73%</td>
</tr>
<tr>
<td>6</td>
<td>TSS</td>
<td>2164</td>
<td>410</td>
<td>81%</td>
</tr>
<tr>
<td>7</td>
<td>Phosphorus</td>
<td>258</td>
<td>78</td>
<td>69%</td>
</tr>
</tbody>
</table>
wastewater using aerobic SBR treatment after the DAF unit are shown below in Table 6.

The results of anaerobic-aerobic SBR using raw wastewater and employing a DAF unit were compared with Central Pollution Control Board (CPCB), INDIA effluent discharge standards as shown below in Table 7.

Graphs were plotted (Fig. 2 to Fig. 8) to show the variation of influent and effluent Chemical Oxygen Demand, Biochemical oxygen Demand, Total Kjeldahl Nitrogen, Total Suspended Solids, and Phosphorus removal efficiencies with time. In initial the wastewater was used for feeding to the reactor was keeping 10 times diluted and HRT was 24 h. The Influent parameters concentration of the wastewater sample when dilution keeping 10 times were 510 mg.L$^{-1}$, 273 mg.L$^{-1}$, 93 mg.L$^{-1}$, 350 mg.L$^{-1}$, and 20 mg.L$^{-1}$ respectively and the maximum removal efficiencies at this concentration were 79%, 68%, 59%, 50%, and 42% respectively at steady-state condition.

The influent, effluent, and removal efficiency in terms of Chemical Oxygen Demand (COD) for the anaerobic-aerobic SBR with time is shown in Fig. 2 It is quite evident that, initially, when the concentration of wastewater was 10 times diluted (510 mg.L$^{-1}$), and keeping HRT as 24 h, the removal of COD was 78%. When the steady-state condition was attained after 16 weeks, the dilution of the sample and HRT of the sample were gradually changed, until no dilution wastewater was fed to the reactor and the HRT was 8 h, and the highest COD removal efficiency was 84 percent after 72 weeks.

In the same manner, the BOD influent was 273 mg.L$^{-1}$ at 10 times dilution and 24 h HRT. After 16 weeks, the removal efficiency of the slaughterhouse wastewater after the anaerobic-aerobic process was 77%. Once the steady-state condition was reached, we gradually changed the dilution and HRT of the sample to 5 times and HRT to 18 h. After 28 weeks, the removal was 78% as shown in Fig. 3. Finally, after 72 weeks of feeding wastewater to the reactor without dilution and holding the HRT at 8 h, the maximum removal efficiency was obtained at 80%.

The influent and effluent Total Suspended Solids (TSS) concentration and removal efficiency for treated wastewater are shown in Fig. 4 In which the initial concentration of TSS was (350 mg.L$^{-1}$) at 10 times dilution and the HRT were 6.50 to 8.50
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30
25
50
1.0

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Pollutants</th>
<th>CPCB Discharge Values (mg.L$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pH</td>
<td>6.50 to 8.50</td>
</tr>
<tr>
<td>2</td>
<td>COD</td>
<td>250</td>
</tr>
<tr>
<td>3</td>
<td>BOD</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>TKN</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>TSS</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>Phosphorus</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 7: Effluent discharge standards prescribed by the Central Pollution Control Board of India.

**Fig. 2:** Influent, effluent, and removal efficiency of COD with time.
The influent and effluent Total Suspended Solids (TSS) concentration and removal efficiency for treated wastewater are shown in Figure 4. In which the initial concentration of TSS was (350 mg.L\(^{-1}\)) at 10 times dilution and the HRT was 24 h. After 16 weeks, the removal efficiency of anaerobic-aerobic SBR was achieved at 50%, and the dilution of the sample and HRT of the reactor were gradually changed, with a dilution of the sample 5 times, 4 times, 3 times, 2 times, and without dilution being used, and the HRT being reduced to 18 hours, 12 h, and 8 h for the system. The removal efficiencies of the system for TSS was 63% after 28 weeks, at a dilution of 5 times. The concentration of the sample was (850 mg.L\(^{-1}\)). In the end, the maximum removal efficiency of the TSS was 87% when the concentration without dilution of sample was (4235 mg.L\(^{-1}\)) at HRT of 8 h after 72 weeks of reactor run.

The influent Total Kjeldahl Nitrogen (TKN) was (93 mg.L\(^{-1}\)) at dilution 10 times. The removal efficiency was 50% when the steady-state condition was reached. The dilution of the sample was gradually changed to 5 times, 4 times, 3 times, and 2 times, and the sample was used without dilution. In the end, the maximum removal efficiency of the TKN in the anaerobic-aerobic SBR system was 61%, keeping the HRT of the system was 8 h as shown in Figure 5. The removal efficiency of TKN in the anaerobic SBR system was reported less as compared with the aerobic system. The removal efficiency of TKN did not increase.

In the same manner, the BOD influent was 273 mg.L\(^{-1}\) at 10 times dilution and 24 h HRT. After 16 weeks, the removal efficiency of the slaughterhouse wastewater after the anaerobic-aerobic process was 77%. Once the steady-state condition was reached, we gradually changed the dilution and HRT of the sample to 5 times and HRT to 18 h. After 28 weeks, the removal was 78% as shown in Figure 3. Finally, after 72 weeks of feeding wastewater to the reactor without dilution and holding the HRT at 8 h, the maximum removal efficiency was obtained at 80%.
was 24 h. After 16 weeks, the removal efficiency of anaerobic-aerobic SBR was achieved at 50%, and the dilution of the sample and HRT of the reactor were gradually changed, with a dilution of the sample 5 times, 4 times, 3 times, 2 times, and without dilution being used, and the HRT being reduced to 18 hours, 12 h, and 8 h for the system. The removal efficiencies of the system for TSS was 63% after 28 weeks, at a dilution of 5 times. The concentration of the sample was (850 mg.L\(^{-1}\)). In the end, the maximum removal efficiency of the TSS was 87% when the concentration without dilution of sample was (4235 mg.L\(^{-1}\)) at HRT of 8 h after 72 weeks of reactor run.

The influent Total Kjeldahl Nitrogen (TKN) was (93 mg.L\(^{-1}\)) at dilution 10 times. The removal efficiency was 50% when the steady-state condition was reached. The dilution of the sample was gradually changed to 5 times, 4 times, 3 times, and 2 times, and the sample was used without dilution. In the end, the maximum removal efficiency of the TKN in the anaerobic-aerobic SBR system was 61%, keeping the HRT of the system was 8 h as shown in Fig. 5. The removal efficiency of TKN did not increase throughout the process, and was in the range of 50% to 61% in the anaerobic-aerobic SBR system, as indicated in the graph.

The phosphorus present in the sample was due to the breakdown of the proteins, initially, the concentration was (20 mg.L\(^{-1}\)) at 10 times dilution, keeping HRT at 24 h. The removal efficiency of the phosphorus was only 38%, and the removal of phosphorus from the wastewater is very less. As the steady-state condition was reached, we gradually changed the HRT and dilution of the wastewater to 5 times, 4 times, 3 times, 2 times, without dilution, and HRT decreased to 18 h, 12 h, and 8 h. The maximum removal efficiency of phosphorus was 68% in the anaerobic-aerobic treatment system of SBR after 72 weeks, the removal efficiency and the influent and effluent phosphorus variation with time as shown in Fig. 6.

In an anaerobic-aerobic system the influent, pH was more or less unchanged throughout the experiment but at some points when the dilution of the sample changed then little bit changes were reported in the pH concentration, otherwise the pH remained unchanged as shown in Fig. 7. But the pH concentration of the treated effluent increased from 6.25 to 7.75.

Initially, the alkalinity of the wastewater was (1156 mg.L\(^{-1}\)) without dilution sample, and effluent alkalinity was obtained after treatment (188 mg.L\(^{-1}\)) the maximum removal of alkalinity is reported as 83% from the anaerobic-aerobic treatment system at HRT 8 h of the reactor the graph as shown in Fig. 8.
CONCLUSION

This study used anaerobic and aerobic sequencing batch SBR reactors for slaughterhouse wastewater treatment, which proved to be easy to operate, less energy-consuming, requiring less space, and extremely efficient when compared to other conventional processes. In terms of addressing high organic loading and obtaining high removal efficiencies under steady-state conditions, an anaerobic-aerobic SBR system was found to be a better solution for the treatment of slaughterhouse effluent. The maximum removal rates attained for Chemical oxygen demand, Biological oxygen demand, Total suspended solids, Total Kjeldahl nitrogen, and Phosphorus were 84%, 80%, 87%, 61%, and 68% respectively. It may also be concluded that the removal efficiency of COD/BOD in an anaerobic SBR system is better as compared with an aerobic SBR system using wastewater after the DAF unit. However, removal of TKN and Phosphorus from the waste-
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Fig. 8: Influent, effluent and removal efficiency of alkalinity with time.
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water is better in aerobic SBR as compared with anaerobic SBR.
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ABSTRACT

Energy derived from biomass is a very promising energy alternative especially when we compare the same with fossil fuels (coal, liquid fossil fuels, etc.) as the plants can absorb the carbon dioxide during the photosynthesis process and therefore can reduce the greenhouse gas (GHG) emissions generated from fossil fuels. Further, the utilization of biomass in various biomass-based thermochemical conversion technologies could help to convert waste bio-resources into bio-energy. This review paper provides an overview of various types of available biomass resources along with their chemical composition and physical properties and their utilization for the generation of power (electricity) as an alternative to coal for power generation from a Thermal Power Plant or useful form of heat or fuels/chemicals for various other industrial processes. It includes the merits and demerits of biomass-fired thermal power plants with reference to efficiency, environmental emissions, and logistics, supply chain and storage for biomass. These review papers attempt to bring forward the effective methods which could be adopted for the efficient utilization of biomass for the purpose of power generation from biomass-based thermal power plants. Further, this could also help to substantially reduce green house gas emissions and carbon footprint and help to achieve sustainable development goals.

INTRODUCTION

Biomass is a renewable energy source, derived from plants. It is one of the oldest energy sources and is been used by humankind for the generation of energy for centuries. It is still the major energy source (mainly for cooking and boiling water) in several countries and regions. Biomass is considered a CO₂-neutral fuel, as it releases no net CO₂ emissions if carefully managed. The plants absorb the amount of CO₂ released from biomass combustion during photosynthesis. Moreover, biomass fuels have less Sulphur and usually have less nitrogen compared to coal. Therefore, biomass fuels have great potential and are more environmentally friendly due to reduced greenhouse gases emission(s) in comparison to existing fossil fuel-fired power plants. Due to this reason, the use of biomass as a fuel in the scope of clean environment technologies has gained great interest in recent years (Jack & Oko 2018, Kumar 2017).

Climate change which leads to global warming is the most notable problem in the present scenario (Change 2014). The conventional sources of energy are natural gas, coal, and nuclear energy of which electricity from coal is the major source. Globally, China is the major consumer of coal, with 2,866 mtce, which accounts for 53.0% of the world’s share. In the second place, India consumes 585 mtce, 0.4% less than last year (Ramirez Pons 2021). In India, about 60% of electricity is generated using coal (Mishra 2004, Reddy 2018) but the conversion efficiency is very low, and also during this conversion process, pollutants are released into the atmosphere which is hazardous to the environment (Goyal 2015). Since coal is in finite quantity so in the future it will come to extinction. By considering all these facts, an altermate source of energy could be a possible solution for sustainable development. Renewable energy is the solution to these problems. The increase in energy demand is directly proportional to the growth of the world population (Joshi & Beck 2018).

Due to increased concern over global warming and climate change (Walther et al. 2002), researchers are trying to discover alternative energy forms to replace conventional energy as a possible solution to counter the detrimental effects caused by fossil fuels. Biomass being carbon neutral has an advantage over other forms of renewable energy sources (Johnson 2009, Ragauskas et al. 2006). As per a report by Global Bioenergy Supply and Demand Projections (Tauro et al. 2018, Berndes 2002), biomass could make up to 60% of the overall renewable energy usage (Nakada et al. 2014). The world biomass demand by the year 2030 is expected to be 108 EJ (Nakada et al. 2014).
The world has vast amounts of biomass but much of them are unexplored. Various technologies are available to convert biomass into useful energy by thermochemical and biochemical processes. Among these technologies, the biomass-fired Steam Generator (Boiler) is the most common method and has shown the greatest potential for large-scale utilization of biomass energy, especially for power generation (Kumar 2017).

In India, public sector organization like National Thermal Power Corporation (NTPC) has demonstrated the co-firing of biomass (7% blending) along with coal in their Dadri plant in the state of Uttar Pradesh (MOP 2021).

In this review paper, a comparative analysis of various types of biomass fuels has been done along with the issues associated with the effective utilization of biomass in Thermo-chemical combustion technologies.

COMPARATIVE ANALYSIS OF ELEMENTAL COMPOSITION AND PHYSICAL PROPERTIES OF BIOMASS

Biomass-based power generation technologies are highly dependent on the type of Biomass fuel. Biomass is generally analyzed as feedstock, which exhibits a variety of forms and properties that can impact power generation output.

Depending on the type of the bio-residue, the Biomass feedstock may largely vary in its physical characteristics like homogeneity and ash or moisture content, which ultimately affects the cost per unit of energy produced, transportation cost, treatment, and storage cost & efficiency of the power generation technology. The various types of feedstock include rural feedstock like forest residue and wood waste, agricultural residues, energy crops, and biogas from livestock effluent while urban feedstock includes packing crates, pallets, wastewater, and sewage biogas, municipal solid waste, or food processing residues.

The feedstock is utilized to produce power through conversion technologies like thermochemical conversion processes, which include combustion, gasification, and pyrolysis, and biochemical processes like anaerobic digestion, etc.

Resources of Biomass Feedstock

Biomass feedstock is generally heterogeneous to operate and it is composed of fibrous structure along with moisture and lignin, carbohydrates, sugars, and ash. Lignocellulose is present in plant biomass or woodstock. The biomass feedstock resources that are used as fuel for heat/gas/electricity generation are categorized as follows in Table 1.

Elemental Composition of Various Types of Biomass

The Table 2 provides the detail of the elemental constituents of various types of Biomass residues based upon the proximate and ultimate analysis:

Table 2 provides us with detailed information on various types of biomass residual fuels which could be used in a steam generator of a Thermal Power Plant along with their percentage of carbon content which determines the calorific value and the percentage of ash & moisture content respectively.

Even though biomass fuels inherently have lower calorific value when compared with fossil fuels (coal, diesel, etc.), the “carbon neutral” concept puts biomass in a more advantageous position than fossil fuels. However, the high percentage content of moisture & physical characteristic of

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Constituents</th>
<th>Mustard</th>
<th>Jeera</th>
<th>Sindhi Saunf</th>
<th>Saunf</th>
<th>Cotton Stalk</th>
<th>Mehandi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Moisture %</td>
<td>10.79</td>
<td>16</td>
<td>4.86</td>
<td>8.4</td>
<td>7.87</td>
<td>13.44</td>
</tr>
<tr>
<td>2</td>
<td>Ash %</td>
<td>4.99</td>
<td>6.16</td>
<td>3.13</td>
<td>6.84</td>
<td>3.04</td>
<td>1.64</td>
</tr>
<tr>
<td>3</td>
<td>Volatile matter %</td>
<td>65.76</td>
<td>77.2</td>
<td>81.4</td>
<td>78.57</td>
<td>82.27</td>
<td>78.72</td>
</tr>
<tr>
<td>4</td>
<td>Fixed carbon (By difference)</td>
<td>18.46</td>
<td>0.65</td>
<td>10.61</td>
<td>6.19</td>
<td>6.82</td>
<td>6.16</td>
</tr>
<tr>
<td>5</td>
<td>Carbon % by Mass</td>
<td>37.92</td>
<td>61.13</td>
<td>74.87</td>
<td>67.9</td>
<td>71.86</td>
<td>68.01</td>
</tr>
<tr>
<td>6</td>
<td>Hydrogen % by Mass</td>
<td>6.87</td>
<td>5.5</td>
<td>5.49</td>
<td>5.5</td>
<td>5.48</td>
<td>5.5</td>
</tr>
<tr>
<td>7</td>
<td>Oxygen % by Mass</td>
<td>10.85</td>
<td>10.25</td>
<td>10.64</td>
<td>10.28</td>
<td>10.26</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Nitrogen % by Mass</td>
<td>0.79</td>
<td>0.37</td>
<td>1.4</td>
<td>0.72</td>
<td>1.47</td>
<td>1.11</td>
</tr>
<tr>
<td>9</td>
<td>Sulphur % by Mass</td>
<td>0.34</td>
<td>0.3</td>
<td>0.15</td>
<td>0.3</td>
<td>0.019</td>
<td>0.15</td>
</tr>
<tr>
<td>10</td>
<td>Chlorine content % by Mass</td>
<td>0.16</td>
<td>0.14</td>
<td>0.07</td>
<td>0.16</td>
<td>0.007</td>
<td>0.014</td>
</tr>
<tr>
<td>11</td>
<td>Oil content %</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>GCV</td>
<td>3760</td>
<td>2992</td>
<td>3200</td>
<td>3130</td>
<td>3925</td>
<td>3921</td>
</tr>
</tbody>
</table>
the ash which is produced in the steam generator should be a matter of concern & requires greater attention.

GLOBAL SCENARIO OF BIOMASS-BASED THERMAL POWER GENERATION

Bioenergy grew by an evaluated 5 percent in 2019, dropping behind the normal annual development from 2011. In Sustainable Developments Scenarios (SDS), bioenergy production of electrical energy will rise by 6 percent annually by 2030 (Kang et al. 2020, IEA 2018).

Table 3 and Fig. 1 provide the global scenario of the utilization of biomass resources in various countries for the generation of power (electricity) and thermal energy (heat) produced from captive power plants wherein a gradual increase in its utilization is observed among most of the nations.

INDIAN SCENARIO OF BIOMASS-BASED THERMAL POWER GENERATION

The percentage of biomass-independent power plants (IPP), Bagasse cogeneration, and non-Bagasse cogeneration power plant are shown in Fig. 2 wherein the percentage share of bagasse-based biomass cogeneration is most prominent.

The biomass installed capacity in key Indian states is shown in Fig. 3 and Table 4. Karnataka, Uttar Pradesh, and Maharashtra are among the Indian states leading in biomass-based power plants indicating that the larger states have a greater potential for the effective utilization of their biomass residues both forest and agricultural by-products.

The State-wise installed capacity of biomass ipp/bagasse cogeneration/non-bagasse cogeneration in India is shown in Table 4.

BIOMASS FUEL-FIRED THERMAL POWER PLANT

Among the many available technologies, the biomass-fired Steam Generator (Boiler) is the most common method and has shown the greatest potential for large-scale utilization of biomass energy, especially for power generation or the utilization of the heat produced during combustion of the biomass in a process like sugar manufacturing plant, etc. Fig.
Table 3: Technical features of biomass power and CHP plants around the world (IRENA 2015).

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>Efficiency</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Megawatt electric [MWe]</td>
<td>Megawatts thermal [MWt]</td>
</tr>
<tr>
<td>Austria</td>
<td>N/A</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>2010</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>2009</td>
<td>35</td>
<td>85</td>
</tr>
<tr>
<td>Finland</td>
<td>2002</td>
<td>29.9</td>
<td>14</td>
</tr>
<tr>
<td>Finland</td>
<td>2010</td>
<td>28.3</td>
<td>25</td>
</tr>
<tr>
<td>Finland</td>
<td>1996</td>
<td>23.2</td>
<td>17</td>
</tr>
<tr>
<td>Finland</td>
<td>1990</td>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>Germany</td>
<td>2002</td>
<td>16.5</td>
<td>9</td>
</tr>
<tr>
<td>Germany</td>
<td>2004</td>
<td>19.4</td>
<td>20</td>
</tr>
<tr>
<td>Germany</td>
<td>2005</td>
<td>26.6</td>
<td>20</td>
</tr>
<tr>
<td>Germany</td>
<td>2009</td>
<td>19.0</td>
<td>8</td>
</tr>
<tr>
<td>Germany</td>
<td>2012</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>France</td>
<td>2010</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>2009</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>2010</td>
<td>31.5</td>
<td>50</td>
</tr>
<tr>
<td>Ireland</td>
<td>2005</td>
<td>16.0</td>
<td>2.5</td>
</tr>
<tr>
<td>Ireland</td>
<td>2004</td>
<td>16.1</td>
<td>1.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2002</td>
<td>29.9</td>
<td>25</td>
</tr>
<tr>
<td>Portugal</td>
<td>1999</td>
<td>26.5</td>
<td>9</td>
</tr>
<tr>
<td>Spain</td>
<td>2003</td>
<td>32.0</td>
<td>25</td>
</tr>
<tr>
<td>Sweden</td>
<td>1982</td>
<td>65</td>
<td>129</td>
</tr>
<tr>
<td>Sweden</td>
<td>2009</td>
<td>83</td>
<td>200</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2000</td>
<td>32.0</td>
<td>38</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2007</td>
<td>29.5</td>
<td>30</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2008</td>
<td>31.3</td>
<td>44</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2009</td>
<td>36.0</td>
<td>14</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2011</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2012</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2011</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2011</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2011</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2012</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2013</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2012</td>
<td>295</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2015</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1905</td>
<td></td>
</tr>
</tbody>
</table>
4 gives the detail of the process involved in Biomass-based Thermal Power

In the process shown in the figure above, the biomass feedstock enters the combustion chamber (furnace) of the steam generator (Boiler) along with air (O\textsubscript{2}) and water (H\textsubscript{2}O). During the combustion of the biomass feedstock, heat is produced which converts the water present inside the tubes of the boiler (water tube boiler) into steam. The steam is further routed to the steam turbine through the main steam pipeline, which makes the turbine rotor rotate. The generator, which is coupled with the steam turbine, produces electricity (Power) in this process. The hot flue gas exits the boiler into the atmosphere through the boiler chimney (De Jong & van Ommen 2014).

During the combustion process, the traditional Rankine cycle containing biomass getting burnt is utilized (oxidized) (Qiu et al. 2011, Drescher & Brüggemann 2007) to produce steam within a higher pressure boiler. The net power cycle efficiencies are approximately 23% to 25%. Steam turbine output is either completely condensed to generate power or partially or entirely utilized for several useful heating activities or in another process.

The energy conversion pathway shown in Fig. 4 is typical of a biomass-based Thermal Power Plant that was also taken as a case study in M/s Sathyam Power Private Ltd.- a 10 MW biomass-based power plant at Village Punjas, Tehsil Merta, Distt. Nagaur, Rajasthan, India.

**BIOMASS THERMOCHEMICAL CONVERSION PROCESS- CHALLENGES**

**Fuel Efficiency**

Biomass fuel(s) characteristically have higher moisture content and low caloric value, which leads to a decrease in the temperature resulting in lower process efficiency. Moreover, the presence of alkali and chlorine in biomass fuel causes slagging on the heating surfaces of the equipment used for conversion (boiler for direct combustion, pyrolyzer for pyrolysis, or gasifier in case of biomass gasification process) which further leads to corrosion of the equipment surfaces.

However, the intangible benefits associated with biomass fuel should also be considered which ultimately increases the profitability of the plant operator:

- Biomass is a renewable form of energy source which is replenishable.
- The cost of biomass residual fuel is very low compared to fossil fuel.

![Fig. 1: Current scenario of bioenergy power plants in selected countries and worldwide (GW)](attachment:bioenergy_power_plants.png)
Table 4: State-wise installed capacity of biomass (Garg & Sharma 2020).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Andhra Pradesh</td>
<td>171.2</td>
<td>206.9</td>
<td>105.57</td>
<td>483.67</td>
</tr>
<tr>
<td>Arunachal Pradesh</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Assam</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Bihar</td>
<td>12</td>
<td>100.5</td>
<td>12.2</td>
<td>124.7</td>
</tr>
<tr>
<td>Chhattisgarh</td>
<td>222.4</td>
<td>20</td>
<td>2.5</td>
<td>244.9</td>
</tr>
<tr>
<td>Goa</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Gujarat</td>
<td>44.5</td>
<td>20.8</td>
<td>12</td>
<td>77.3</td>
</tr>
<tr>
<td>Haryana</td>
<td>19.4</td>
<td>102</td>
<td>89.26</td>
<td>210.66</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>-</td>
<td>-</td>
<td>9.2</td>
<td>9.2</td>
</tr>
<tr>
<td>Jammu &amp; Kashmir</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>-</td>
<td>-</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td>Karnataka</td>
<td>137.3</td>
<td>1729.8</td>
<td>20.2</td>
<td>1887.3</td>
</tr>
<tr>
<td>Kerala</td>
<td>-</td>
<td>-</td>
<td>2.27</td>
<td>2.27</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>92.5</td>
<td>0</td>
<td>14.847</td>
<td>107.347</td>
</tr>
<tr>
<td>Maharashtra</td>
<td>217</td>
<td>2351</td>
<td>16.4</td>
<td>2584.4</td>
</tr>
<tr>
<td>Manipur</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Meghalaya</td>
<td>-</td>
<td>-</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Mizoram</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Nagaland</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Orissa</td>
<td>50.4</td>
<td>-</td>
<td>8.82</td>
<td>59.22</td>
</tr>
<tr>
<td>Punjab</td>
<td>138.5</td>
<td>161</td>
<td>173.95</td>
<td>473.45</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>114.3</td>
<td>4.95</td>
<td>2</td>
<td>121.25</td>
</tr>
<tr>
<td>Sikkim</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>218.7</td>
<td>750.4</td>
<td>43.55</td>
<td>1012.65</td>
</tr>
<tr>
<td>Tripura</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>28</td>
<td>1929.5</td>
<td>159.76</td>
<td>2117.26</td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>0.12</td>
<td>72.6</td>
<td>57.5</td>
<td>130.22</td>
</tr>
<tr>
<td>West Bengal</td>
<td>300</td>
<td>-</td>
<td>19.2</td>
<td>319.92</td>
</tr>
<tr>
<td>Total</td>
<td>1826.42</td>
<td>7547.45</td>
<td>772.047</td>
<td>10145.917</td>
</tr>
</tbody>
</table>

The environmental impacts especially associated with the environmental emissions are very low compared to conventional fossil fuel-based systems.

Thermochemical biomass-based technologies can very effectively utilize the agricultural & forest wastes by controlled combustion of the same which otherwise would be required to be burnt in the open in an uncontrolled manner leading to air pollution & deterioration of the environment.

Environmental Impacts

With reference to the emission of CO2 and other Green House Gases (GHGs) for biomass-based power generating systems, since CO2 produced during its combustion is absorbed during photosynthesis which greatly reduces CO2 emissions per unit of energy produced.

Moreover, the calorific value of agro-residue pellets is comparable to bituminous coal. Thus, technically, it can
directly reduce the dependency on coal (fossil fuel) as an alternative to coal.

Additionally, systematic collection, segregation & rational distribution of biomass residue from the point of generation would also help to tackle the uncontrolled burning of agricultural residue in the open, which leads to the emission of GHGs in large quantities into the atmosphere. This can also help to control air pollution to a greater extent.

**Supply Chain and Logistics of Biomass Fuel**

The handling and delivery of biomass fuel are different compared to fossil fuel (especially coal) as it is large in vol-
volume and its sources are scattered, so it is difficult to form a long-term stable acquisition of the fuel. The transportation, storage, and handling of the biomass pose some challenges as given below:

Due to its geographically scattered availability throughout the country, transporting the suitable biomass to the respective thermal power plants with the optimum mode of transportation is a challenge.

Dedicated fire preventive measures should be ensured, as it is highly inflammable more often due to the creation of methane gas because of the presence of microbes in the biomass residue.

The low density and high-volume nature of the biomass fuel require comparatively larger storage areas, which are required to be covered because of its hygroscopic nature.

The conveyor and storage facility should be covered adequately to restrict the spread of germs and dust into it. In addition, biomass fuel is required to be prevented from the ingestion of water, which may lead to degradation of the quality of the fuel.

It is necessary to maximize the size of the storage. A bigger storage facility is also chosen because it encourages larger volumes to be bought at a sole time, resulting in a cheaper single price. In addition, it provides more suppleness in distribution preparation as well, and in the event of delayed delivery, acts as a replacement buffer.

Another critical aspect of dry biomass consideration is providing proper ventilation for avoiding condensation and mold protection, which can pose a significant health threat to spores when inhaled, as well as facilitating further drying and reducing the decay of biomass, which can result in the loss of energy content. To avoid high temperatures from becoming a fire threat, adequate ventilation is also necessary. The formation of carbon monoxide and other toxic gases is another threat that can be avoided by adequate ventilation.

CONCLUSION

With growing advancements in the power industry, renewable energy gained rapid prominence in terms of the feasible solution against environmental problems like depletion of fossil fuels, high pollution, and contamination levels, global climate changes, effect on living beings, and also fulfilling the increasing demand of power (electricity), heat or alternative liquid fuels required by the growing population. Biomass is a high potential renewable resource that could be very effectively utilized for the sustainable production of energy.

Biomass energy is based on the idea that living organisms, such as plants and animals, consume CO\textsubscript{2} from the atmosphere as they develop. As a result, when they are burnt, the amount of carbon released into the atmosphere is equal to the amount taken out earlier, a mechanism that could be termed carbon neutral. Thus, the agricultural/ forest residual waste which otherwise is burnt in an uncontrolled manner by the farmers could be efficiently utilized as biomass fuel. This approach would be cost-effective and provide sustainable waste management for the long-term renewable energy goals as well.
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ABSTRACT
A wide range of Marginal Abatement Cost Curve (MACC) methods for reducing greenhouse gas (GHG) emissions has been introduced in various academic literature in the last decade to address various issues, to use different calculable logic, producing different results and implications. A detailed review has not been carried out on the application of MACC in terms of types of emissions, country/sector, and methodology used. This study is aimed at identifying, interpreting, and clarifying currently available literature on MACCs development from 2010-2020 by reviewing the previous applicability of three analytic dimensions including Greenhouse Gas (GHG) emission type, research objects, and modeling methodologies from top-down and bottom-up methods, providing researchers with information of past developments and future trends in this area. The result shows that CO$_2$ is one of the most studied GHG emissions in calculating marginal abatement costs and some countries/regions have not received much attention from researchers in assessing emission reductions. Finally, the MACC bottom-up methodology focuses on the application of the engineering model method and the distance function method is a favorite in the application of the top-down method. Furthermore, this study also highlights possible research opportunities, which may lead to more successful and impactful results in future MACC studies.

INTRODUCTION
Over time, climate change has put a number of pressures on people’s lives and in particular on the environment, leading to global warming (Grigoroudis et al. 2016, Gu & Wang 2018, Sununta et al. 2019). Governments around the world have made commitments to avoid serious climate change, by taking measures to reduce emissions of greenhouse gases (GHG) to stabilize the global average temperature rise to “well below” two degrees Celsius compared to temperature levels of the pre-industrial age (Talaei et al. 2020, UNFCCC 2015). To achieve this global target, an acceptable abatement plan must be developed to greatly reduce the total emission reduction costs. Estimating GHG abatement costs can help the government and firms make reasonable policy decisions. One tool for examining the relationship between environmental policy and technical change is the marginal abatement cost curve (MACC or MAC curve) (Ibrahim & Kennedy 2016, Kesicki 2013). Marginal abatement cost curves are a useful tool, which has been developed a lot over the last 20 years, for evaluating CO$_2$ mitigations options and comparing different abatement measures, and representing information on abatement costs of specific technology and potentials for a set of mitigation measures (Chen 2018, Oliveira et al. 2015). Abatement cost is one of the fundamental criteria which provide policymakers with intuitive cognition of economic perspective (Teng et al. 2014). A MAC curve plots the shadow price corresponding to an emission constraint of increasing severity against the quantity abated and that cost curves are unique for each country and show the relationship between reduction in emissions and the marginal cost per unit of abatement (Juntueng et al. 2020, Zhang et al. 2017). A positive MAC value indicates that there is a cost to reducing emissions relative to the baseline, while a negative MAC value indicates a benefit in reducing GHG emissions relative to the baseline (Eory et al. 2013).

For global and country-specific scenarios, several studies have applied this tool for technology assessment and for comparing projects and opportunities for mitigation of GHG emissions (Lee & Wang 2019, Vogt-Schilb & Hallegrate 2011). Several applications of the MAC curve are found in the power sector, building, agriculture, shipping, residence, transport, and policy-making (Jones 2014, Luu et al. 2018). Its growing popularity is mainly due to its simplified representation of the complex relationship between emissions abatement efforts and the marginal cost of cutting one unit of CO$_2$ emissions (Sjostrand et al. 2019).
CONCEPT OF MARGINAL ABATEMENT COST

The implication of estimating environmental costs per unit of product is to estimate the amount of MAC charged to each unit of product, meaning how much is the contribution (share) of one unit of product in reducing the amount of waste discharged into the environment (et al. 2016). Marginal cost is a decrease or increase in the total cost paid due to the addition or subtraction of one additional unit of product. The MAC is constructed to show the quantity of greenhouse gas (GHG) that can be abated with their comparable costs relative to a reference technology. Abatement cost calculation has been based on comparisons of different technology costs and emissions relative to BAU or baseline/reference model that is stated in the following general formula:

\[
MAC = \frac{(\text{Cost of GHG Mitigation Option} - \text{Cost of GHG BAU Model})}{(\text{GHG Emission from BAU Model} - \text{GHG Emission from Mitigation Option})}
\]

where,

\[
\text{Cost of GHG Mitigation Option} = \sum_{i=1}^{n} \left( \text{Capex}_i + \text{Opex}_i \right) / (1 + \text{funding cost})^{\text{year of depreciation}}
\]

MAC uses the sum of capital expenditure (Capex) and operational expenditure (Opex) for each energy end-use were estimated based on the technology cost (González-Mahecha et al. 2019). Once the technical mitigation potential and marginal abatement cost have been quantified for each measure, the measures are then grouped and ranked based on their cost-effectiveness. The mitigation measures are ranked from left to right along the x-axis from the lowest to the highest MAC and the y-axis shows the cost per tonne of CO₂ equivalent (tCO₂e) reduced (Selvakumaran & Limmeechokchai 2017). The key principle is that technologies should only be used when the abatement costs are lower than those of other mitigation strategies. The curves can be viewed as guidance for firms, entrepreneurs, and government officials contingent upon the degree of accumulation of the amount of GHGs abated by each measure represented. It also unmistakably shows which is the following, more costly technology that should be applied to obtain an extra abatement.

CLASSIFICATION OF MACC METHOD

At the national, company, or level of society, the MACC can be developed using three methods: top-down/non-model-derived, bottom-up/model-derived, and hybrid (Tang et al. 2020). Each method has different advantages and disadvantages that may address the various concerns. For example, a high degree of technological detail becomes the major advantage of the bottom-up method, while it has a disadvantage which does not capture system-wide interactions, behavioral aspects are neglected, the baselines may be inconsistent and reduction potential double counted (Delarue et al. 2010, Kesicki & Strachan 2011, Wächter 2013). The top-down approach for the sectorial level could be used to assess how markets address exogenous pressures, including an undertak- en or pending policy action and its consequences for a system (Levihn et al. 2014), but are often required sophisticated financial modeling used to predict the emissions and costs of different policies so that they constitute a compromise and do not correspond to empirical relationships (Huang et al. 2016, Levihn et al. 2014). The hybrid method unites the strength characteristics of the top-down and bottom-up methods, however, due to high data requirements and the complexity of the quantification process, the hybrid approach has not been widely used (Jiang et al. 2020, Tanatvanit et al. 2004).

Bottom-up Method

The bottom-up method estimates the MACC according to different policies and technology for mitigation (Bockel & Sutter 2012). This approach is focused on the choice of energy and technology, and cannot simulate the impact of energy price changes, factor prices, and other intermediate input costs; the production function model focuses on estimating the historical MAC, while it cannot simulate the policy change (Baker & Barron 2013, Tang et al. 2020). Fig. 1 displays an example graph of MACC, whereas top-down models often use piecewise-smooth functions and bottom-up models use a step function (Kiuila & Rutherford 2013). Many studies have investigated CO₂ emissions abatement strategies using the bottom-up approach with different applications and results, especially for countries and sectors level (Fan et al. 2017).

Top-down Method

Contrary to the bottom-up approach, which emphasizes the comprehensive technology portfolio, the top-down approach concentrates on evaluating the cost of potential opportunities for a certain reduction objective, while disrupting production processes, responding to market behavior, obtaining hidden costs for producers and customers, and catching the price rebound effects (Huang et al. 2016). Table 1 shows the differences between the two methods. Furthermore, the top-down model can be divided into the microeconomic supply model and the Computable General Equilibrium (CGE) model which measures the impact of reductions in prices and general market behavior (Löffler & Hecking, 2016). The distance function is one of the micro-economic models that are widely used for constructing a production feasible set (or production frontier) subject to technical and economic conditions, to derive the shadow prices (or opportunity cost) of abating an additional unit of undesirable output in many
Table 1: Main differences in Bottom-up and Top-down methods.

<table>
<thead>
<tr>
<th>Bottom-up Method</th>
<th>Top-down Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developed based on expert (scientific) judgment</td>
<td>Developed based on system modeling (MACC for energy system)</td>
</tr>
<tr>
<td>Presenting details of each mitigation option/technology</td>
<td>Modeling is considering energy supply and demand system</td>
</tr>
<tr>
<td>Not considering interactions between mitigation options, or supply &amp; demand systems</td>
<td>Accommodating the development of mitigation options in the form of scenarios</td>
</tr>
</tbody>
</table>

Fig. 1: Different MAC Curves using bottom-up method (left) and top-down method (right) (Kesicki & Ekins, 2012).

Fig. 2: Trends in MACC’s research publications.

Fig. 3: MACC’s research publications by methods.

MACC’S SCOPE OF APPLICATIONS

MACC has since become increasingly widely used in particular regions, countries, industries, and/or pollutants (Eory et al. 2018). The timeframe, journal types, and keywords were identified for the literature collection framework. Literature published from 2010 to 2020 was the subject of attention. Fig. 2 shows the increasing number of MACC research publications in international journals. This study concentrates on central articles relevant to specific MACC using the top-down and bottom-up methods totaling 83 papers (Fig. 3) and explores the applicability of the first and second approaches through three analytic dimensions including GHG emission type, research objects, and modeling methodologies which will be further elaborated as follow.
Applications on GHG Emissions

Among the studies on the top-down and bottom-up methods, CO₂ is one of the most studied GHG emissions in calculating marginal abatement costs because it is the primary GHG that accounts for around three-quarters of emissions and is becoming an increasingly global focus. Many researchers quantified the CO₂ MAC in various sectors and used different modeling methodologies to develop MACCs. The MACC also enables a better understanding of the reduction potential for non-CO₂ sources and the incorporation in the economic modeling of non-CO₂ GHGs reductions, such as CH₄ or N₂O (Verma et al. 2015). For non-CO₂ gas, a single optimized MACC technology-specific was developed by using boiler-level data as input for an integer linear program, minimizing system-wide cost control by ensuring an optimum distribution of NOₓ controls over the modeled detailed boiler specification (Vijay et al. 2010).

Applications on Countries and Sectors

Any research related to calculating the marginal cost of emission abatement always requires a research object in the form of a sector or country. The following figure shows the total number of sectors and countries used as research objects in developing MACC from 2010 to 2020 (Fig. 4 and Fig. 5). The MAC calculation of a country or province is the most studied (20.5%), followed by the residence and building sector (14.5%), and power generation (13.3%). For example, the CO₂, SO₂, and NOₓ MACs are estimated from 2006–2014 through the shadow price framework for 105 Chinese urban areas (Ji & Zhou 2020). In European territory, the evaluation of planned development of the South/Central Stockholm District Heating network and potential mitigation options was analyzed by exploring the dynamic, path-dependent aspects (Levihn et al. 2014). Other researchers have also tried to evaluate and develop MACC in multi-sectors (12.1%) using top-down and bottom-up methods. MACC has also been applied to approximate global emission abatement, although the publication is running at a slow pace (3.6%).

In addition, other sectors, such as transportation, agriculture, oil, and infrastructure are starting to be researched on abating emissions to meet national emission reduction targets. The agricultural sector is the world’s second-largest emitter, after the energy sector (which includes emissions from power generation and transport). Scientists have also evaluated emission reductions in certain sectors that have...
not been described in the previous points, such as maritime shipping or livestock (Schwartz et al. 2020).

Applications with MACC Methodologies

When scientists use top-up or bottom-up methods, the development of modeling scenarios should be further translated into a modeling methodology (Hasler et al. 2019, Mosnier et al. 2019). Assumptions and costs of the reduction measures are set up to generate marginal technologies costs and their potential to reduce GHG emissions (Marinoni & Grieken 2015). Ibrahim & Kennedy’s (2016) work is an example of bottom-up financial accounting methods. The technologies considered in their study are analyzed based on a Net Present Value (NPV) methodology that considers the prices of electricity, fuel, and energy in each city. There are still several research publications that include how the application of the NPV method for generating the MACC and this method is increasingly popular for private investors because of its simplicity in calculations and its capability to classify cost-effective measures.

The bottom-up engineering models approach has a richness of detailed energy system technical specifications and is better positioned to optimize the portfolio of options and minimize system cost. MARKAL studies that analyze MAC using typical bottom-up modeling are commonly used. In the transportation and residential sector, the MARKAL model was used to find the cost and potential abatement in the UK to overcome the shortcomings of existing approaches. Low Emission Analysis Platform (LEAP) is another energy model used to assess to evaluate the potential long-term potential and marginal costs of cogenerated electricity in the oil sands sector by means of a new combined market penetration model and bottom-up energy system modeling framework.

The CUECost model was implemented to create supply curves for pollution abatement using boiler-level data that explicitly accounts for technology cost and performance in the USA power sector (Vijay et al. 2010). The TIMES-GEECO model is an abbreviation of TIME’s model generator for “TIMES Gauteng Energy and Emission Cost Optimization”. For the Korean power sector, The Model for Energy Transi-

<table>
<thead>
<tr>
<th>Emission Scope</th>
<th>Research Object</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>Non-CO₂</td>
<td>Mixed</td>
</tr>
<tr>
<td>Count</td>
<td>63</td>
<td>9</td>
</tr>
<tr>
<td>%</td>
<td>82.89</td>
<td>11.84</td>
</tr>
</tbody>
</table>

**SUMMARY AND RESEARCH OPPORTUNITIES**

By consolidating the previous MACC research, several things have been the focus of previous MACC research (Table 2). First, among all GHG emissions, researchers only consider the CO₂ emissions (82.89%), which are the main emissions from the industry and becoming a global concern. Second, some countries/regions have not received much attention from researchers in assessing emission reductions and identifying specific technologies used. The final summary is the MACC bottom-up methodology focuses on the application of the engineering model method (46.05%) and the distance function method (34.21%) is a favorite in the application of the top-down method.
Based on summarizing part above, these are the following trends and possible research opportunities in MACC generation using the top-down and bottom-up methods:

(i) Scientists have focused a lot on the residence, building, power, transport, or agriculture sector in building MACC (Taylor 2012). There are still other sectors that produce GHG emissions, but further research is needed, for example, the palm oil sector is one of the plantation commodities that is much needed by the global industrial sector.

(ii) Current literature works are that the greater part of the research on the MACC of CO\(_2\) only focused on regions and industries while few studies take a worldwide viewpoint. The MAC on GHG emissions from a global perspective needs and must be studied to obtain world environment sustainability (Akimoto et al. 2014, Hanaoka & Kainuma 2012).

(iii) Even though China is the largest GHG emitter country, there is still a need for a more country-specific MAC analysis, especially for developing countries, such as India, Indonesia, or African countries (Gore & Annachhatre 2017). Extension to developing countries would bring greater challenges to MAC research.

(iv) Both top-down and bottom-up methods have been widely applied with a variety of modeling systems and have seen a drastic increase in MACC research publications. The above models can be improved in all areas, such as developing abatement option-specific information on the complexities that are associated with the implementation.

(v) Low-cost mitigation solutions sound appealing, but there is reason to believe they are not the simplest to apply and policymakers are led to believe that the cheapest technology options are always the best options to realize, the reality proved to be different, however (Chappin et al. 2020). There is an opportunity to combine MACC with other decision support system tools e.g., Multi-Criteria Decision Analysis (MCDA) as a complementary tool alongside MAC curves.

CONCLUSION

This paper provides a review of MACC applications from its methodologies point of view, in particular top-down and bottom-up methods. The focus of this study is on central international articles and the top-down and bottom-up MACC method with a total of 83 papers. This paper also looks at three analytical dimensions, including GHG emissions type, sectors and countries as research objects, and modeling methodologies, for the applicability of those three approaches. MACCs are powerful instruments for understanding environmental policy and technological changes. When looking at the various ways that the MAC curve can impact different technologies, one can gain insights that can inform technology policy and emission policies. Furthermore, this study highlights the possible research opportunity, which may lead to more successful and interesting results for future MAC studies.
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ABSTRACT
In the present work, immobilization of humic acid on bentonite and its application as an adsorbent of Cs$^{137}$ (Cesium) and Am$^{241}$ (Americium) is performed. The parameters studied are rate constant, adsorption capacity, and adsorption energy. This research started with the immobilization of humic acid on a bentonite surface followed by a stability test for immobilization of humic acid at various acidities. Adsorption of Cs$^{137}$ and Am$^{241}$ ions was conducted by first examining the optimum pH giving minimum complexed ions by the soluble fraction of humic acid and maximum adsorbed ions on the adsorbent. While adsorption energy and capacity were determined by the Langmuir isotherm adsorption model. The result shows that the amount of immobilization of humic acid on bentonite is 39.75 % (w/w) at optimum conditions. Immobilization of humic acid was stable up to pH 12.0. For both ions, optimum adsorption occurred at pH 5. At this optimum condition, the adsorption energies of 21.481 kJ.mol$^{-1}$ and 22.276 kJ.mol$^{-1}$ for Cs$^{137}$ and Am$^{241}$ are obtained, respectively. The result also shows that adsorption capacity and energy for Am$^{241}$ were higher than that for Cs$^{137}$ which indicates the affinity of Am$^{241}$ for both adsorbents was higher than that of Cs$^{137}$.

INTRODUCTION
Cesium (Cs$^{137}$) and Americium (Am$^{241}$) are the radioactive waste generated from plutonium-fueled power reactors or the result of nuclear weapon explosions. These radioactive can spread to the atmosphere as well as to the soil (Glikson 2017, Meszaros et al. 2016, Snow et al. 2019) and can be very harmful to human health. In the future, these radioactive emissions may increase since more nuclear power plant has been built around the world. Thus, it is important to find out a sustainable method to encounter the Am$^{241}$ and Cs$^{137}$ pollution to the atmosphere and or to the soil. One method that can be utilized in controlling water pollution due to heavy metal and radioactive waste pollution is the adsorption method. The adsorption method was first introduced by Cihan et al. (2019). Mojiri et al. (2019) stated that adsorption is one method that can be used to treat waste. Adsorption is a method that is generally based on interactions between metals and functional groups that exist on the surface of the adsorbent that occurs through complex formation interactions and usually occur on solid surfaces that are rich in functional groups such as: -COOH, -OH, and NH (Yang et al. 2019, Kumar & Jiang 2016). The adsorbent that can be used for the purpose is humic acid which can be obtained from peat soil. According to Uda et al. (2017), Indonesia has peatlands of approximately 26.5 hectares, mostly in Kalimantan and Sumatra Island.

Humic acid is a very abundant and essential component in the natural environment and can bind to pollutants, both organic and inorganic pollutants (Ceci et al. 2019). Humic acid is a heterogeneous compound, consisting of many oxygen-containing groups (Boguta et al. 2019, Shi et al. 2018, Zhang et al. 2018). The various functional groups found in humic acid are the –COON, OH enolic, quinone, lactone, ether, and alcohol-ÖH groups (Zhang et al. 2018, Wu et al. 2019). The main functional groups found in humic acid are carboxylic groups, -OH phenolics and –OH alcoholic, in addition to other groups in minor quantities, such as carboxyl, phosphate, sulfate, amides, and sulfides which all can react with metal ions in solution. Spectroscopic studies show that the –COOH group is a group that plays a vital role in the formation of complexes between metal ions with humic and fulvic acid. Moreover, the interaction also involves OH groups, -C = 0 and –NH.

Humic acid immobilization has also been reported by Cruz-Zavala et al. (2018), which is by immobilizing humic acid in chitin, by combining humic acid molecules with chitin through electrostatic interactions due to different loads, so we get a combined adsorbent of humic and chitin acids and produce a decrease in humic acid solubility to highly alkaline acidity. To enrich the surface of an inorganic solid through immobilization with functional groups of organic compounds, the solid should have active sides such as
siloxane (-Si-O-Si-), silanol (-SiOH), and aluminol groups (-AIOH) which can be chemically bonded with immobilized organic compounds, besides the solids must also have a large surface area. Fig. 1 shows the reaction mechanism of humic acid-binding in the adsorption process according to Tunega et al. (2019) and Smilek et al. (2017). The reaction mechanism of humic acid-binding in the adsorption process of humic compounds is supporting solids can occur through the reaction between hydrophilic functional groups of humic acid (carboxylic groups) with –OH groups on the surface of the supporting solid.

The humic acid molecular structure consists of a set of active groups/micelles that form polymers naturally with the basic structure of the aromatic ring. Because of the very complex structure of humic acid, its structure cannot be stated with certainty and can only be expressed in a hypothetical structure (El-Sayed et al. 2019). Humic and fulvic acids contain groups consisting of oxygen atoms (such as -OH, -COOH, and -C = 0) with large concentrations per unit weight, so these compounds are hydrophilic (Ai et al. 2020). Some hypothetical structures of humic acid have been proposed by several researchers, such as Fuch, the German scientist, who proposed the structure of humic acid as shown in Fig. 2 (Klucakova & Veznikova 2017).

Another material that can be used as an adsorbent is bentonite. Based on the chemical nature of bentonite, its structure cannot be stated with certainty and can only be expressed in a hypothetical structure (El-Sayed et al. 2019). Humic and fulvic acids contain groups consisting of oxygen atoms (such as -OH, -COOH, and -C = 0) with large concentrations per unit weight, so these compounds are hydrophilic (Ai et al. 2020). Some hypothetical structures of humic acid have been proposed by several researchers, such as Fuch, the German scientist, who proposed the structure of humic acid as shown in Fig. 2 (Klucakova & Veznikova 2017).

Another material that can be used as an adsorbent is bentonite. Based on the chemical nature of bentonite, its structure cannot be stated with certainty and can only be expressed in a hypothetical structure (El-Sayed et al. 2019). Humic and fulvic acids contain groups consisting of oxygen atoms (such as -OH, -COOH, and -C = 0) with large concentrations per unit weight, so these compounds are hydrophilic (Ai et al. 2020). Some hypothetical structures of humic acid have been proposed by several researchers, such as Fuch, the German scientist, who proposed the structure of humic acid as shown in Fig. 2 (Klucakova & Veznikova 2017).

Fig. 1: Reaction mechanism of humic acid-binding in the adsorption process.

![Fig. 1: Reaction mechanism of humic acid-binding in the adsorption process.](image1)

Fig. 2: Hypothetical structure of humic acid according to Fuch.

![Fig. 2: Hypothetical structure of humic acid according to Fuch.](image2)

Fig. 3: The model of montmorillonite structure according to a) Edelman & Favajee, b) Hoffman & Endell.

![Fig. 3: The model of montmorillonite structure according to a) Edelman & Favajee, b) Hoffman & Endell.](image3)
The use of humic acid and bentonite as adsorbents for Cs\textsuperscript{137} and Am\textsuperscript{241} filtration is limited. Thus, the present work aims to investigate the potential use of humic acid from peat land and bentonite as Adsorption material of Cs\textsuperscript{137} and Am\textsuperscript{241}. The work investigates the immobilization of humic acid on bentonite and its characteristic in terms of rate constant, adsorption capacity, and adsorption.

**MATERIALS AND METHODS**

**Immobilization of Humic Acid on Bentonite:** 60 mg of humic acid fills to three tubes in which the humic acid had been dissolved with 10 mL of 0.01 M NaOH and 100 mg of bentonite, with 0.001 M ion strength variation; 0.010 M and 0.100 M of NaNO\textsubscript{3}. Furthermore, a magnetic stirrer was performed to mix the solution for 1 h and allowed to stand overnight. It was then filtered and washed to produce neutral pH. The solid was dried at 66 °C in an oven until a constant weight was obtained. An ultraviolet spectrophotometer analyzed the filtrate at a wavelength of 466 nm.

**Identification and Clarification of Adsorbent Functional Groups:** To identify and clarify the changes in groups found on bentonite and humic acid, which are immobilized on bentonite with optimal ion strength, 1 mg of each sample was sampled to be dissolved and analyzed using an infrared spectrophotometer.

**Investigation of Adsorption of Cs\textsuperscript{137} and Am\textsuperscript{241} as the Function of Acidity:** Bentonite or AH-bentonite as much as 0.01 g and 10 mL of 100 ppm Cs\textsuperscript{137} feed solution with pH of 1 were poured into vial continued with 60 min shaking and allowed to stand overnight. It would produce segregation of deposits and filtrates. The filtrates were analyzed by -\(\theta\) spectrometer. The following steps were conducted in terms of pH 3, 5, 7, and 9. The adsorption test procedure of Am\textsuperscript{241} is similar to that of Cs\textsuperscript{137}.

**RESULTS AND DISCUSSION**

**Immobilization of Humic Acid on Bentonite:** Fig. 4 shows the immobilization reaction of humic acid on bentonite. The humic acid is a fraction of humic compounds that are insoluble in water solvents under acidic conditions (pH around 2), but it starts to dissolve if the pH of the solution becomes higher. The graph shows a wide absorption at 2850.6 cm\textsuperscript{-1} wavenumber is the methylene group. The OH bending vibration of -COOH is confirmed by the appearance of absorption bands at 2345 3 cm\textsuperscript{-1} wave number. The aromatic group of humic acid was identified by the absorption band at 3402.2 cm\textsuperscript{-1} wave number shows the OH carboxylic stretching vibration, absorption at 3255.6 cm\textsuperscript{-1} wave number is OH phenol vibration, absorption of 1114.8 cm\textsuperscript{-1} wave number. The absorption bands of the humic acid infrared spectrum following the infrared spectroscopic data of humic acid, which absorbs 3300 cm\textsuperscript{-1} wavenumbers as a result of the -OH stretching vibration. The existence of C-H stretching vibrations at 2900 cm\textsuperscript{-1} wavenumbers indicates the presence of aliphatic CH stretching vibrations, the absorption at 2920.0 cm\textsuperscript{-1} wave number identifies the existence of aliphatic CH stretching vibrations, the COOH and the C-O stretching vibration of COOH were identified by the absorption of 1114.8 cm\textsuperscript{-1} wave number indicates the presence of - C = C aromatic. The OH stretching vibration of -COOH is confirmed by the appearance of absorption bands at 2345 3 cm\textsuperscript{-1} wave number. The aromatic group of humic acid was identified by the absorption band at 1500 cm\textsuperscript{-1} wave number indicates the existence of aromatic C = C vibrations.

**Fig. 5: Humic acid infrared spectra.**

**Fig. 4: Immobilization reaction of humic acid on bentonite.**

**Fig. 6:** A spectrum of bentonite. The graph shows a wide absorption at 2850.6 cm\textsuperscript{-1} wavenumber is the methylene group. The OH bending vibration of -COOH is confirmed by the appearance of absorption bands at 2345 3 cm\textsuperscript{-1} wave number. The aromatic group of humic acid was identified by the absorption band at 3402.2 cm\textsuperscript{-1} wave number shows the OH carboxylic stretching vibration, absorption at 3255.6 cm\textsuperscript{-1} wave number is OH phenol vibration, absorption of 1114.8 cm\textsuperscript{-1} wave number. The absorption bands of the humic acid infrared spectrum following the infrared spectroscopic data of humic acid, which absorbs 3300 cm\textsuperscript{-1} wavenumbers as a result of the -OH stretching vibration. The existence of C-H stretching vibrations at 2900 cm\textsuperscript{-1} wavenumbers indicates the presence of aliphatic CH stretching vibrations, the absorption at 2920.0 cm\textsuperscript{-1} wave number identifies the existence of aliphatic CH stretching vibrations, the COOH and the C-O stretching vibration of COOH were identified by the absorption of 1114.8 cm\textsuperscript{-1} wave number indicates the presence of - C = C aromatic. The OH stretching vibration of -COOH is confirmed by the appearance of absorption bands at 2345 3 cm\textsuperscript{-1} wave number. The aromatic group of humic acid was identified by the absorption band at 1500 cm\textsuperscript{-1} wave number indicates the existence of aromatic C = C vibrations.
is above 2, and dissolves completely at pH above 6. At high pH, functional groups such as -COON and -OH phenolics from humic acid begin to be ionized, thus, weakening the intramolecular hydrogen bonds of humic acid, repelling inter-ionized groups and also as a result of hydration by water molecules. As a result of the dissolved fraction of humic acid, the interaction of humic acid with metal ions is not solely in the form of adsorption by insoluble fractions of humic acid, but also the interaction of complex formation between metal and dissolved humic acid fraction. Therefore, to study the adsorption of metals by humic acid at high pH, the treatment was applied to reduce the solubility of humic acid at high pH. To reduce the solubility of humic acid, the immobilization of humic acid on the surface of bentonite is carried out. The humic acid-binding reaction mechanism in the process of humic acid immobilization on bentonite occurs between functional groups of humic acid (carboxylic groups) with OH groups on bentonite through nucleophilic substitution reactions as follows. Therefore, bentonite solids that have silanol groups bind with humic acid through OH groups establishing nucleophilic substitution reactions to C atoms in the humic acid COOH groups.

**Spectra Characterization:** Fig. 5 presents infrared spectra of the humic acid. The spectra indicate widely absorbed absorption at 3402.2 cm\(^{-1}\) wavenumber shows the OH carboxylic stretching vibration, absorption at 3255.6 cm\(^{-1}\) wavenumber is OH phenol vibration, absorption at 2920.0 cm\(^{-1}\) wavenumber identifies the existence of aliphatic CH stretching vibrations, the absorption at 2850.6 cm\(^{-1}\) wavenumber is the methylene group. The OH bending vibration of COOH and the C-O stretching vibration of COOH were identified by the absorption of 1114.8 cm\(^{-1}\) wavenumber. The aromatic group of humic acid was identified by the absorption band at 1560.3 cm\(^{-1}\) wave number indicates the presence of \(-C = C\) aromatic. The OH stretching vibration of -COOH is confirmed by the appearance of absorption bands at 2345 3 cm\(^{-1}\) wavenumber. The absorption bands of the humic acid infrared spectrum following the infrared spectroscopic data of humic acid, which absorbs 3300 cm\(^{-1}\) wavenumbers as a result of the -OH stretching vibration. The existence of C-H stretching vibrations at 2900 cm\(^{-1}\) wavenumbers indicates the presence of C-H aliphatic, and weak absorption bands at wavenumbers around 1500 cm\(^{-1}\) indicate the existence of aromatic \(C = C\) vibrations.

Meanwhile, Fig. 6 shows a spectrum of bentonite. The graph shows a wide absorption band of 3431.1 cm\(^{-1}\) wave number; a sharp band at 1637.5 cm\(^{-1}\); a wide band at 1028.0 cm\(^{-1}\); and a sharp band at 916.1 cm\(^{-1}\). It is following the in-
immo-radiated results of the reference montmorillonite which shows a wide band in the area of about 3420 cm⁻¹ for OH stretching vibrations and a wide band at 1050 cm⁻¹ for Si-O vibrations, bands for OH stretching vibrations, and bandwidth at 1050 cm⁻¹ for Si-O vibrations, sharp bands at wavenumbers 3622.1 cm⁻¹ for free stretching vibrations and sharp bands at 1637.5 cm⁻¹ are OH Stretching vibrations of water molecules and sharp bands at 910-920 cm⁻¹ wavenumber for Al-O vibrations.

Whereas, immobilized humic acid on bentonite spectra is shown in Fig. 7. The infrared spectra of the humic acid adsorbent immobilized on bentonite provide absorption peaks that are somewhat different from the infrared spectra of bentonite, namely the appearance of absorption at 2923.9 cm⁻¹ wavenumbers as CO aliphatic stretching vibrations and 2852.4 cm⁻¹ wavenumbers as methyl group vibrations. It clarifies the presence of humic acid in the absorbent of AH-bentonite. The absorption peak at 1035.7 cm⁻¹ wavenumber shows a decrease in the crystallinity of bentonite due to the immobilization occurrence of humic acid.

Adsorption rate of Cs¹³⁷ and Am²⁴¹ on a single ion condition: The adsorption equilibrium time needs to be determined to achieve maximum adsorption of adsorbate on the surface of the adsorbent. The shorter the reaction time, the higher the reaction rate. Increasing the interaction time will not increase the amount of metal adsorbed if the adsorption equilibrium has been reached. The value of the adsorption equilibrium constant (K) and the first-order reaction rate (kl) constant values obtained from calculations with the application of the kinetic model proposed by Chuanjiang et al. (2016) are presented in Table 1.

It can be seen from Table 1, that the value of the first-order reaction rate kl for CS¹³⁷ and Am²⁴¹ adsorption using HA-ben-

Table 1: The kinetics constants for Cs¹³⁷ and Am²⁴¹ adsorption (Chuanjiang et al. 2016).

<table>
<thead>
<tr>
<th>Species</th>
<th>Adsorbent</th>
<th>Kinetics Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>K [min⁻¹]</td>
</tr>
<tr>
<td>Cs¹³⁷</td>
<td>AH-bentonite</td>
<td>1.2 x 10⁻³</td>
</tr>
<tr>
<td></td>
<td>Pure bentonite</td>
<td>5.3 x 10⁻⁴</td>
</tr>
<tr>
<td>Am²⁴¹</td>
<td>AH-bentonite</td>
<td>1.6 x 10⁻³</td>
</tr>
<tr>
<td></td>
<td>Pure bentonite</td>
<td>9.8 x 10⁻⁴</td>
</tr>
</tbody>
</table>

Fig 7: Infrared spectra of immobilized humic acid on bentonite.
tonite adsorbent is higher than pure bentonite adsorbents. It is due to the rich active site of HA-bentonite resulting from immobilized of humic acid on the surface, so HA-bentonite binds more efficiently to metal ions. The -COOH and -OH alcoholic and phenolic groups of humic acid that are immobilized on bentonite give new characteristics to the surface of the adsorbent. Those active groups have a significant role in binding metal ions, whereas, on bentonite, the binding of metal ions is dominantly determined by the presence of silanol (SiOH) groups on the surface of bentonite. The adsorption rate of Am$^{241}$ by the adsorbent of humic acid immobilized on bentonite increased higher compared with Cs$^{137}$. It describes that Am$^{241}$ has a greater affinity compared with Cs$^{137}$ on HA-bentonite. It also can be seen that the adsorption rate of the Am$^{241}$ metal ion is higher than the adsorption rate of Cs$^{137}$ in both adsorbents. The electronegativity (the size of atoms in a molecule to attract electrons to itself) values of Am and Cs are 1.3 A and 0.86 A, respectively (Cotton 2014). The electronegativity value of Am is higher than Cs, so the bond between Am and the adsorbent surface-active site has a relatively higher covalent bond. The increased covalent bonds between Am and adsorbents make Am less dissolved and more Am adsorbed on the surface of the adsorbent. Cs with smaller electronegativity form relatively more polar bonds with active sites on the surface of the adsorbent. The effect caused by polarization by cation is the solubility in polar solvents such as water. Therefore, the bond between Cs and immobilized humic acid on bentonite is more polar. It makes Cs easier to dissolve in water, which resulted in more Cs in the solution.

Regarding K values, the adsorption capability of HA-bentonite towards Cs$^{137}$ and Am$^{241}$ is higher compared to bentonite. It is caused by the more prosperous active sites of HA-Bentonite as the result of humic acid immobilization on the bentonite surface. Humic acid, which is rich in the -COOH and -OH groups, both phenolic and alcoholic, will give new characteristics to surfaces that are bound to bentonite. These groups have a high affinity for binding metal ions, so it creates more active sites in binding metals, whereas, in bentonite groups, the silanol groups are responsible for the active sites. The adsorption capability of HA-bentonite adsorbent is higher than Am$^{241}$ compared with Cs$^{137}$ indicated by a higher K value. It occurs because Am$^{241}$ has a greater affinity than Cs$^{137}$ in interacting with the adsorbent. According to Vogel (1961), ions that have a higher charge will have more excellent adsorption capability than the smaller charges. Am$^{3+}$ has a total charge of +3, so the ability to adsorb is higher than Cs$^+$ ions whose total charge is only +1.

**CONCLUSION**

The work on immobilization of Humic Acid on Bentonite and Its Application for Adsorption of Cs$^{137}$ and Am$^{241}$ has been performed. It can be concluded that the more strength the ion concentration, the larger the immobilization of humic acid on bentonite was, and vice versa. The amount of immobilization of humic acid on bentonite is 39.75% (w/w) at optimum conditions. Immobilization of humic acid was stable up to pH 12.0. For both ions, optimum adsorption occurred at pH 5. At this optimum condition, the adsorption energies of 21.481 kJ.mol$^{-1}$ and 22.276 kJ.mol$^{-1}$ for Cs$^{137}$ and Am$^{241}$ are obtained, respectively. The result also shows that adsorption capacity and energy for Am$^{241}$ were higher than that for Cs$^{137}$ which indicates the affinity of Am$^{241}$ for both adsorbents was higher than that of Cs$^{137}$.
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ABSTRACT

Sustainability in human development sets exact standards for the management of natural resources, including their extraction, use, and the introduction of waste products into a complex, inventive circuit as a consequence of exploitation. Because of the negative influence that medical waste has on the environment and people, it needs specific handling. Medical waste is increasing in amount all the time and has a wide range of consequences across a wide range of activity domains. This paper discusses various issues of the sustainable management of blood sample bio-medical waste and evaluates the properties of alternative samples which are made of gelatin-coated sample paper. A unique bar-coded paper-based blood sample method has prevented complications during blood tests and is much more environmentally friendly.

INTRODUCTION

A healthy atmosphere is the most important element for living a healthy lifestyle. The waste that is created in various hospitals has a direct or indirect relationship with the human environment in one way or another. If the waste is not collected and disposed of in line with the standards, it has the potential to cause environmental damage. Calis & Arkan (2014) conducted a survey to determine if nursing students were aware of the harm caused by medical waste to the environment and human health.

Its characteristics and content are very diverse in biomedical waste, which covers a wide range of waste generated in a variety of settings such as hospitals, nursing homes, medical research facilities, clinics, and medical stores. Biological waste poses a threat to the health of the general public if it is not adequately controlled. Already, ten distinct forms of waste have been identified as being associated with health hazards. The number of hospitals and nursing homes is expanding in tandem with the increase in the human population, and as a result, the amount of trash being created is increasing as well (Mastorakis et al. 2011). The kind of specialty and the grade of the hospitals have an impact on the quality and amount of waste generated daily, respectively. Furthermore, the location of the hospital will most likely influence the kind and amount of waste generated. A total of more than 30 tons of biological waste is generated daily by hospitals in major metropolitan areas. It is a source of serious worry because the majority of hospitals, particularly those administered by the government, are not adequately maintained (Mathur et al. 2012).

Because it cannot be made harmless before being buried in the ground or disposed of in water, medical waste has been labeled as a source of soil and water pollution. Growing demand for medical services throughout the globe, along with a rise in the usage of disposable medical goods, has contributed to the massive volume of medical waste created. Environmental pollution, unpleasant odor, and the growth and multiplication of insects, rodents, and worms are all consequences of poor medical waste management. It also increases the risk of disease transmission through the use of sharps that have been contaminated with blood, such as typhoid fever, cholera, and hepatitis A (Babanyara et al. 2013).
In the current context of this pandemic, waste management is crucial to the long-term development of mankind. The treatment and disposal of bio-clinical waste generate a large amount of hazardous biomedical waste. Medical waste creation and disposal is a major issue in developing nations with poor sanitation and large populations. Hospitals, clinics, and other medical facilities create hazardous waste and expose patients to potentially fatal infections. Trash management policies should outline how waste should be dealt with at each phase of the waste management process, from creation through treatment. To reduce the risk of health issues spreading, it is critical to raise public awareness via various communication and educational methods. Healthcare waste may include pathogens that might infect hospital patients, healthcare employees, and the general public (Biswapriya et al. 2021).

However, although the COVID-19 pandemic is supposed to have decreased air pollution and environmental-related noise, and has enhanced biodiversity and tourism sites, the effect of people staying at home and taking precautionary measures on waste management has been alarmingly negative. A waste problem seems to be developing as a result of the unusually high volume of waste generated by families and health-care institutions, which looks to be exacerbated by the hoarding of gloves, gowns, masks, and other protective apparel and equipment. Failure to appropriately manage waste created by health institutions and families may increase the spread of COVID-19 via secondary transmission (Atanu Kumar et al. 2021).

Medical waste can be infectious to both humans and the environment, posing a significant danger of contamination and cross-contamination. A medical waste treatment facility should be located close to the point of creation, according to references from the World Health Organization (WHO) and other standards. Every staff working in the hospital who is engaged in the segregation process must take personal accountability for their actions (Padmanabhan & Debabrata 2019). Hazardous materials may be transported less often if they are stored in an appropriate area and are properly prepared for disposal. When it comes to the transportation of biological waste, there is a considerable danger of unlawful or incorrect disposal by haulage workers, as well as the possibility of accidents. Furthermore, in certain metropolitan areas, the transportation of hazardous trash to treatment facilities is restricted (Diaz et al. 2005).

Alternative waste treatment technologies in the medical industry are being studied by Li et al. (2020), including their incineration, steam sterilization, microwave or ultraviolet heating systems as well as disposal in landfills; the results indicate that the established method is useful to help prioritize waste treatment technology in the medical industry. The selection of the most sustainable waste treatment technology in the medical sector in today’s economies takes place according to the decision-makers who simultaneously consider various criteria.

Insufficient training in effective waste management, poor waste management, and disposal methods, and a lack of financial and human resources are all prevalent issues with healthcare waste. The health of people and the environment are at risk if biological waste is not properly handled. In recent years. The blood collection uses biodegradable blood sample paper. Biodegradation of biological waste outperforms all other traditional disposal methods in terms of efficiency and cost. It’s also more eco-friendly (Jha et al 2014). Due to its ability to do rapid and low-cost diagnostics and analyses in non-laboratory settings, paper-based devices have shown to be perfect for performing blood tests. These advancements make paper-based devices more practical for doing point-of-care blood testing in many settings. Because medical waste harms both the environment and humans, it requires special care. This study evaluates the features of an alternative sample composed of gelatin-coated sample paper and covers sustainable treatment of blood sample bio-medical waste. A new bar-coded paper-based blood collection procedure has reduced problems and is more eco-friendly.

MATERIALS AND METHODS

A paper sheet is generated from a network structure formed by the interaction of cellulose and non-cellulose molecules. Hydrogen bonds are responsible for holding these materials together. By increasing the crossing between the cellulose fibers in a paper sheet, it is possible to increase the mechanical characteristics of these components in a paper sheet and create better mechanical properties overall. A variety of polymer compounds have been used to improve the interfiber bonding between the cellulose chains in the paper sheets that have been created. Increasing the breaking length and tear factor of paper sheets after they have been dipped in various polymer solutions has been shown (Battisti et al. 2017, Wang et al. 2020). When various polymeric materials are used to treat different types of paper sheets, the breaking length of the treated paper sheets may be increased. This can be attributed to an increase in inter-fiber bonding between the fiber and the polymer. Additionally, the polymeric substance includes functional groups that are capable of forming ionic or covalent interactions with the surface of the paper fiber. Most polymeric materials enhance the breaking length and tear factor of the treated paper sheets, which is generally a good thing (Kamel et al. 2004).
In part, because blood can serve as a window into one’s health, it is the human biofluid that has received the greatest attention in scientific studies so far. An individual’s general health may be determined by doing blood tests, which can be used to diagnose illnesses, assess the efficacy of treatment drugs, and collect information on a person’s overall health. When subsequent treatment is required, it is becoming more important to do quick response blood tests (Linton et al. 2020). When it comes to performing blood tests in response to this need, paper-based devices have been shown to be the most effective equipment because of their ability to do rapid and low-cost diagnostics and analyses in an environment other than the laboratory. Recent breakthroughs in paper-based blood testing are discussed, with a special focus on the specific procedures and assays that have been employed in each instance. Additional subjects explored in this work include how to enhance the signal intensity of these paper-based devices in the future, as well as how to use in situ synthesis of coating to improve the sensitivity, functionality, and operational simplicity of these devices (El-Sakhawy et al. 2018).

Fig. 1 shows blood samples placed on a gelatin-coated paper.

For a broad variety of functional features, gelatin has been widely used in the preparation of edible films and coatings. These characteristics include outstanding film-forming capabilities, a strong binding capacity with water, and emulsifying characteristics. Aside from that, it has a number of benefits such as cheap cost, high availability, biocompatibility, and the difficulties that lie ahead. Traditional disinfection techniques are not as successful as photocatalytic procedures thus, gelatin-coated surfaces with antibacterial qualities might be used in the healthcare business. Because gelatin-coated catheters are safe and have the potential for light disinfection for clinical usage, they are another interesting use of gelatin in biomedicine (Dupont 2002, Nur Hanani et al. 2014).

Gelatin seems to be inert and harmless when exposed to the human body. Biomedical device development will be aided by a thorough knowledge of nanoscale phenomena, which may be used to create antimicrobial surfaces, implants, and more. To better understand how gelatin is being used for biomedical purposes today, this study will concentrate on the most recent developments in that field’s utilization and the most critical aspects that impact gelatin’s biocompatibility, and the difficulties that lie ahead. Traditional disinfection techniques are not as successful as photocatalytic procedures thus, gelatin-coated surfaces with antibacterial qualities might be used in the healthcare business. Because gelatin-coated catheters are safe and have the potential for light disinfection for clinical usage, they are another interesting use of gelatin in biomedicine (Dupont 2002, Nur Hanani et al. 2014).

Figs. 3, 4, and 5 depict the effects of several gelatin-coating agents on the density, water absorption, air permeability, and bio blood sample paper sheets. Reduced air permeability, increased density, and higher water resistance are some of the functional features of this material. The permeability of the paper (also known as porosity) and the density of the paper are two more critical criteria to consider. Particle permeability of a paper web is a physical characteristic that describes the degree to which the web resists the passage of gas through it. The impact of varying concentrations of gelatin as a coating agent on the air permeability, water absorption, and density of coated bagasse paper sheets was investigated. The results clearly show that, when the proportion of gelatin-coating was increased, the air permeability of all samples reduced.

![Fig. 1: Blood samples on gelatin-coated paper with bar code.](image1)

![Fig. 2: Blood sample paper coated with gelatin with a color dot.](image2)
when compared to the control sheet. It has been shown that decreasing the number of spaces filled by gelatin enhances the resistance of the paper sheet to air movement. Only at 2 and 2.5 percent gelatin does water absorption demonstrate a significant increase in efficiency. The average apparent density of the blank sheet was $8 \times 10^5 \, \text{g.m}^{-3}$, and the gelatin coating had a small effect on this parameter.

As seen in Fig. 5, when coated paper sheets were treated with a gelatin coating in contrast to the blank or with plain biopolymer, a significant decrease in air permeability was observed, as compared to the blank or with plain biopolymer. When applied to gelatin sheets, coatings have the potential to promote cross-linking while simultaneously reducing the free volume of the polymeric matrix. As a consequence, the diffusion rate of air molecules through the sheet is decreased, and the sheet’s air permeability is lowered. According to Figure 4, coating with gelatin individually resulted in the largest increase in water absorption. Comparing the air

![Figure 3: Effect of gelatin coating on paper density.](image1)

![Figure 4: Effect of gelatin coating on papers water absorption property.](image2)
permeability of the samples to the control sheet, the fraction of gelatin-coating was raised and the air permeability of all samples decreased. This is because the coating fills up the crevices between the paper sheets, hence increasing the resistance to the air passage. The application of gelatin to a substance increases the material’s water absorption characteristics.

RESULTS AND DISCUSSION

At various spots along with an 8-inch piece of glass, three drops of red blood cells are collected to determine the person’s blood type. Separately mixed with the samples obtained and examined will be the three antigens (A, B, and Anti-D). If the antigen interacts with the blood cells, it causes agglutination; otherwise, it stays the same as before. This is the method through which blood types are categorized. Laboratory assistants are more likely than not to handle hundreds of samples of such blood types at a time, and they are more likely than not to put the plates in an upside-down posture while doing so. When deciding on the tests for the samples that have been inserted in this manner (Jayakumar et al. 2020), it will be erroneously determined. It has been decided to implement a new color-coding scheme to avoid similar errors. In other words, color coding comparable to the colors of the antigens is affixed to the side of the coated paper, as indicated in the accompanying image. Laboratory assistants may then inject the example antigens in the proper locations during the test to accurately record the findings. According to the illustration in Fig. 4, a bar code is applied to the top of the blood sample paper, and we will go into further detail about this in a subsequent section.

A number of researchers used the sampling method using paper-based biological tests and were successful in their studies. To prevent the blood dot from escaping on the sides, the blood paper slide is constructed of gelatin-coated paper with a thickness of 0.28 mm and is glued on a piece of cardboard that has been perforated with a circular brim. The four colored marks on the board (Fig. 6), which correspond to the standard presented on the board, are used to mix the blood with different antigens and see the outcome. The gelatin-coated coating on the slide prevents the blood liquid from blotting on the surface. If the slide is cremated after use, there will be no dangerous chemicals released into the atmosphere as a result of burning, preventing contamination of the environment (Hao et al. 2021). Each slide card is labeled with a barcode that allows the patient’s information to be identified. The findings demonstrate that the suggested color-coding system helps to decrease the number of mistakes that occur. During the study period, blood type tests were carried out using the suggested color-coding method, and the results showed that there were no technical problems. Using this procedure, there is a minor expense associated with driving color components into a microplate that may be utilized in a blood categorization test; nevertheless, there is no major damage to the plate.

![Fig. 5: Effect of gelatin coating on papers air permeability property.](image)
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**Effectiveness of Blood Sampling**

It is possible to use gelatin, as a retention agent, to keep supporting materials attached to a paper sheet after they have stuck to the sheet. In terms of the retention agent, there are two possible mechanisms: coating the sheet surface with a gelatin suspension and wet end addition, which involves depositing gelatin onto individual fibers before sheet formation, resulting in an even distribution of gelatin loading throughout the sheet (Jha et al. 2014). If, for example, gelatin and hexadecanoic acid are mixed, the surface properties of the resulting mixture demonstrate a considerable increase in wetting and dispersion. It was discovered that the gelatin-coated paper had a larger dynamic elastic modulus than the other sheets. As a consequence of this, researchers are attempting to develop a modern method of making advanced paper with a highly hydrophobic surface created by adding modified gelatin to cellulose fibers (Leila et al. 2017).

As a result, there was no obvious agglomeration problem between the coated particles, which shows that the gelatin particles may have been adequately coated on the blood sample paper during the blood sample papering process. In this particular instance, the irregular morphologies of the coated gelatin particles may be responsible for the uneven surface structure of the paper that was generated. Using blood sample paper (Figs. 7 & 8) for the creation of spots, researchers discovered a significant difference between the top and rear surfaces of both paper substrates (Tai et al. 2021). This was because the top and rear surfaces of both paper substrates...
were significantly different from one another. In the blood sample paper, it was proved that the applied bovine blood permeated the paper substrate in an even and uniform manner. The diameters of the spot on the top and back sides were both around the same size. As shown by the little difference between them, the color of the backside of the paper substrate inside the spot area was a shade or two darker than the color of the top surface. For example, when blood was deposited on gelatin-coated paper, the blood sample was completely blocked on the top side of the paper substrate and there was no prominent blood sample visible on the backside of the paper substrate, in contrast to the performance of commercially available polystyrene base paper (Gruner et al. 2015), which was demonstrated in Fig. 8.

That the one-sided gelatin-coated paper’s surface could have caused this. In this way, the gelatin particles on top of the cellulose fibers contact directly with the blood sample, improving the experiment’s efficiency. With the great ability of coated gelatin particles to absorb blood and impede blood flow through the paper substrate, this may be helpful for spot detection of target compounds (Chauhan et al. 2013). A sub-punching approach may cause larger concentrations of blood samples between the edge and the center of the area. The uneven distribution of blood samples on the gelatin-coated paper results in a non-complete-spot.

CONCLUSION

Water, air, and soil quality have all been compromised as a result of biomedical waste. The volumes and proportions of various elements of wastes, as well as their management, treatment, and disposal procedures, varied in different healthcare settings, and treatment and disposal methods are insufficient in the majority of research conducted on this subject matter. Various studies have discovered risks linked with inadequate biomedical waste management as well as inadequacies in the present system in blood sampling. It is discussed in this article that there are different concerns with the sustainable management of blood sample bio-medical waste, and it is evaluated the qualities of an alternative sample, which is made of gelatin-coated sample paper, in this study. A bar-coded paper-based blood sample technology has eliminated problems during blood testing and has made the process considerably more environmentally conscious. Biodegradable polymers, on the other hand, break down far more quickly than their conventional equivalents, which may take hundreds of years to degrade. When biodegradable materials decompose, carbon dioxide, water vapor, and organic matter are not detrimental to the environment. Because of this, they seem to be a better option in terms of sustainability. Humans have a moral imperative to safeguard the environment against pollution and other forms of environmental damage.
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ABSTRACT

The current work is designed to search for suitable rice (Oryza sativa L.) cultivars capable of growing on Cr(VI), hexavalent chromium contaminated soils. The study of tolerance and phenotypical changes of three selected rice cultivars like Bina Dhan 11, Kalachampa, and Pratikshya, at the seedling stages, was done under soil Cr(VI) concentrations up to 300 mg kg⁻¹ of soil. The 7-day seedlings of these rice cultivars growing on Cr(VI) treated soils were found to exhibit a significant reduction in shoot and root growth at p ≤ 0.05. The experimental results support that 7-day seedlings of Bina Dhan 11 were found to be the best among the three cultivars under soil Cr(VI) stress conditions. The present work may help in selecting suitable rice cultivar for paddy cultivation on Cr(VI) contaminated crop lands present in mining and industrial belts. Further work on this aspect may be useful in increasing rice productivity, catering to the increase in demand for food.

INTRODUCTION

Chromium (Cr), commonly used as a metal corrosion inhibitor is an important heavy metal with multiple oxidation states and has wide applicability in industrial sectors (Das et al. 2021a). It is the 17th most hazardous substance for the living biota (Hou et al. 2019). It is widely introduced to the environmental components with the release of industrial effluents, irrigation of contaminated water, and disposal of sludge and solid wastes. (Majhi & Samantaray 2020). The Cr(VI) is a hazardous soil chemical constituent and is treated as a highly toxic heavy metal by the USEPA (Das et al. 2017).

The natural sources of hexavalent chromium contamination of croplands can takes place through volcanoes, eroded rocks, and soils (Wang et al. 2017). The human involved activities like tanning of leathers, electroplating, burning of fossil fuels, dyeing of textiles, welding, polishing, and mining are the major sources of release of chromium into the environment (Das et al. 2018). The high chromium concentration of 2000-5000 mg L⁻¹ in the released effluents contributes to the pollution of major rivers supporting irrigation systems in India (Alka 2017). The release of 2000-3000 tons of chromium per annum from tanneries in India to surroundings shows the magnitude of chromium pollution (Ahmed et al. 2021). It is not only polluting the terrestrial ecosystem but also the aquatic ecosystems due to leaching and percolations (Das et al. 2021b).

The grains of cereals like rice (Oryza sativa L.) are a nutritious food to remove hidden hunger from the growing world population (Khush & Virk 2000). These grains contain enough polysaccharides, proteins, vitamins, fibers, minerals, and antioxidants (Swain et al. 2017). It is a food of demand across the globe, especially in Asia, as billions of people are consuming rice and its products in multiple forms. Despite its demand, the productivity of rice per unit hectare in India is low as it is only 2.23 tons (Jain 2019). The high solubility of Cr(VI) renders to be more toxic to the growing rice crops on cultivable lands in the vicinity of industrial and mining areas. It may show a loss in the yield of the crop during exposure to Cr(VI) (Dheeba et al. 2014).

Many rice varieties are released so far but are not free from constraints to grow on contaminated soils. The present study was designed to find out an improved rice cultivar tolerant to Cr(VI) toxicity, at early seedling stages. It may help in increasing the yield of grains per unit area of land under rice cultivation.

MATERIALS AND METHODS

Experimental Environment

The experimental study was done in two successive Kharif seasons from July to December in the years 2019 and 2020. It was done under greenhouse conditions at the Centre for Biotechnology, Ghatikia, Bhubaneswar. It was located at
85°46’31” E and 21°17’02” N in the subtropical belt of India. The mean temperature and humidity maintained inside the greenhouse during the experimental growth and monitoring were 27 ± 1°C and 82 ± 2%, respectively. The mild acidic clayey soil was used for seedling growth during the experiment with pH ranged in between 5.9 to 6.2.

Selection of Cultivars

The certified seeds of ten *Oryza sativa* L. cultivars were collected randomly and used for preliminary screening. Three rice cultivars Pratikshya (ORS 201-5), Bina Dhan 11 (Ciherang Sub-1), and Kalachampa (FV-152), meeting the requisite criteria were selected for the present experimental study (Table 1).

Experimental Design

The healthy and intact seeds of three selected rice cultivars were used in this experimental study. The selected seeds were surface sterilized with 0.1% mercuric chloride. 200 pre-germinated, sterilized seeds of each selected cultivar were sown in rows of trays containing soils moistened with distilled water. These trays were maintained at a temperature of 27 ± 1°C in dark. After germination, the experiment was designed with a selection of 7-day-old seedlings of three cultivars based on a randomized block design with triplicate seedlings in each group. The selected cultivars were allowed to grow on pots having the capacity to carry 4 kg of homogenous soils. One triplicate group of seedlings was allowed to grow as a control on 3 kg of homogenous soil without having any Cr(VI) contamination. The seven-day seedlings of each replication of all the treatment conditions and control were sampled and analyzed for various phenotypic parameters like thousand grains weight, seed germination efficiency, seedlings survival percentage under Cr(VI) contaminated soil conditions, and variation in growth of shoots and roots with the change in soil Cr(VI) concentrations under treatment conditions.

Phenotypic Study of Selected Cultivars

The phenotypic parameters of the selected cultivars were determined following the standard methodologies (Yoshida et al. 1976).

**Thousand Seeds Weight**

Three rice cultivars having three replicates of each were constituted by taking 1000 randomly selected intact seeds. These randomly selected seed samples were used for the determination of 1000 grain weights.

**Seed Germination Efficiency**

The three replicates of each of these three rice cultivars having 50 healthy seeds each were selected randomly for the determination of this parameter. The seed germination efficiency was determined based on the percent germination of seeds at 27 ± 1°C.

Germination per cent = (Gs / Ts) x 100

Where,

Gs = Number of seeds germinated to produce normal seedlings

Ts = Total number of seeds taken for germination

**Seedlings Survival Percentage**

The three replicates of each of these three rice cultivars having 30 healthy seedlings each were selected randomly for the determination of this parameter.

Seedling survival percentage = (Ssn / Stn) x 100

Where,

Ssn = Number of normal seedlings survived after 7 days under Cr(VI) stress soil conditions.

Stn = Total number of normal seedlings taken for the study.

**Seedlings’ Growth and Variations**

The seedlings’ growth in terms of shoot, root, and leaf length of three replicates of each of the selected rice cultivars like Bina Dhan-11, Kalachampa, and Pratikshya was recorded.

**Statistical Analysis**

The statistical analysis was done using a statistical package for the social sciences (IBM SPSS statistics 21) analytical

---

Table 1: Characteristics of rice cultivars selected for the experiment.

<table>
<thead>
<tr>
<th>Selected cultivars</th>
<th>Range of maturity (in days)</th>
<th>Cultivar type</th>
<th>Grains type</th>
<th>Range of cultivar productivity [t.ha⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bina Dhan 11</td>
<td>95-105</td>
<td>Early group</td>
<td>Medium Slender</td>
<td>5.83-6.12</td>
</tr>
<tr>
<td>Kalachampa</td>
<td>143 - 158</td>
<td>Late group</td>
<td>Medium bold</td>
<td>6.86-7.14</td>
</tr>
<tr>
<td>Pratikshya</td>
<td>138 - 152</td>
<td>Medium late group</td>
<td>Long slender</td>
<td>7.06-7.38</td>
</tr>
</tbody>
</table>
software. The analysis of variance (ANOVA) in respect of the mean response of cultivars to variation in Cr(VI) treatment concentrations was done under a split-plot design. The differences between treatment means were estimated using Tukey’s HSD test at $p \leq 0.05$.

RESULTS AND DISCUSSION

Rice is a major food crop in the Indian sub-continent and India is the second-largest rice-producing nation in the world after China. A person in India consumes approximately 68.2 kg of milled rice per year which confirms the importance of rice as a major staple food for the Indian population (Das et al. 2020). The yield of rice is highly affected due to contamination of agricultural soil with toxic industrial effluents rich in heavy metals like Cr(VI). The current work, therefore, strived to select the improved cultivars that could resist and grow well under high concentrations of soil Cr(VI) content.

Seed Characteristics of Selected Rice Cultivars

The rice cultivar, Bina Dhan 11 records 94 per cent germination of seeds and it is maximum as compared to other cultivars like Kalachampa and Pratikshya (Fig. 1). The per cent germination of seeds in Kalachampa and Pratikshya are 88 and 86 per cent, respectively. In the present experiment, the per cent germination of seeds shows an inverse relationship with the weight of thousand seeds of the selected rice cultivars. It is supported by the findings of another study on Pisum sativum L. (Peksen et al. 2004). Based on a comparison of three selected cultivars, Bina Dhan 11 shows maximum seed germination (94 per cent) and simultaneously minimum thousand seeds weight (59.09 g). A thousand seeds weight is maximum in Pratikshya (63.34 g) and recorded minimal seeds germination as 86 per cent (Table 2).

Seedlings Survival Percentage

The survival of seedlings on croplands is an important parameter to getting a better yield. It is required for farmers’ acceptance and for meeting their socio-economic needs. The Bina Dhan- 11 is found to be a suitable rice cultivar as compared to Kalachampa and Pratikshya based on its survival percentage at the early seedling age of 7 days. It is observed that the survival of rice cultivar Pratikshya is intermediate and is ranked in between the other two cultivars studied together (Fig. 1).

Cr at a very low concentration (0.06- 1.0 mg.L$^{-1}$) is found to enhance growth and yield in Oryza sativa L. However, Fig. 1: Survival of seedlings of selected rice cultivars (a) Bina Dhan-11, (b) Kalachampa, and (c) Pratikshya under different soil Cr(VI) concentrations. (The values around the periphery of the graph show the different levels of soil Cr(VI) in mg.kg$^{-1}$ and the values marked in bold denote the survival percentage of seedlings. The solid lines mark the number of 7-day-old seedlings subjected to treatment, and the dotted lines express the survival percentage at each concentration of soil Cr(VI)).

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Cultivars</th>
<th>Thousand seeds weight [g]</th>
<th>Germination of seeds [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bina Dhan 11</td>
<td>59.09</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>Kalachampa</td>
<td>61.45</td>
<td>88</td>
</tr>
<tr>
<td>3</td>
<td>Pratikshya</td>
<td>63.34</td>
<td>86</td>
</tr>
</tbody>
</table>

Table 2: Seed characteristics of selected rice cultivars.
a higher concentration of toxic heavy metals hinders the survival of plants. It affects the germination process and negatively impacts the growth of rice crops (Javaid et al. 2020). This may be the possible reason behind the reduced survivability among the cultivars with an increase in soil Cr(VI) concentrations.

**Seedlings Growth and Variations**

An increase in Cr(VI) load in the soil led to a gradual reduction in the shoot and root length of three rice cultivars during the 7-day treatment. The mean shoot growth of Bina Dhan 11 is $2.10 \pm 0.01$ cms on soil contaminated with 270 mg.kg$^{-1}$ soil is low as compared to its growth on 0 mg.kg$^{-1}$ soil, treated as a control in the experiment. Similarly, the mean root growth of Bina Dhan 11 is $13.47 \pm 0.20$ cms on soil contaminated with 270 mg.kg$^{-1}$ soil is low as compared to its growth as a control. The mean shoot and root growth of rice cultivar Pratikshya are more as compared to the other two cultivars Bina Dhan 11 and Kalachampa on soil contaminated with 210 mg.kg$^{-1}$ soil but this cultivar is unable to grow on soils contaminated with a higher concentration of Cr(VI) (Table 3). Plants treated with 270 mg.kg$^{-1}$ soil Cr(VI) showed maximum reduction in the shoot (35.97% for Bina Dhan 11) and roots (16.07% for Bina Dhan 11) about controls (Table 4).

The Cr to be responsible for bringing about a reduction in the root and shoot of crop plants is supported by the findings of previous studies (Purohit et al. 2003, Sundaramoorthy et al. 2010). The reduction in morphological parameters of *Oryza sativa* L. due to Cr stress has received strong support from the earlier studies (Gill et al. 2015, Shahid et al. 2017). The reduction in length of seedlings may be due to Cr stress-led constraint in nutrient uptake as well as alterations in the ultra-structural framework of mesophyll cells present in the rice leaves (Hussain et al. 2018). The decrease in chlorophyll content of leaves due to the loss of both chlorophyll a and b is observed under stress conditions (Das et al. 2008). The parameter like total sugar and starch content of seedlings are determining the tolerance of rice cultivars to stress conditions (Das et al. 2009).

The Cr has been reported to form insoluble complexes with soil nutrients, thus hindering their uptake in plants (Chigonum et al. 2019). The Cr has been playing a major role in disturbing the nutrient balance in plants. Excess of Cr has been reported to bring about a corresponding decrease in micro and macronutrients in *Oryza sativa* L. which may be attributed to the displacement of the nutrients from physiologically important binding sites and thus their reduced translocation into the crop (Shahzad et al. 2018).

**Correlation Studies**

An increase in soil Cr(VI) concentrations resulted in a corresponding decrease in both the shoot and root length of the selected rice cultivars implying the existence of a negative correlation between the studied parameters (Fig. 2). Among the three selected rice cultivars the correlation between soil Cr(VI) and shoot length of Bina Dhan 11 ($r= -0.795$) was much less as compared to Kalachampa ($r= -0.926$), and Pratikshya ($r= -0.913$). A similar trend was obtained between

<table>
<thead>
<tr>
<th>Soil treatment code / Cr(VI) concentration in mg.kg$^{-1}$ soil</th>
<th>Shoot and root growth of 7-day seedlings of selected rice cultivars under soil Cr(VI) treatment conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean shoot growth ± S.E.M (cm)</td>
</tr>
<tr>
<td>Bina Dhan 11</td>
<td>Kalachampa</td>
</tr>
<tr>
<td>T0 (control) / 0</td>
<td>3.28±0.03</td>
</tr>
<tr>
<td>T1 / 30</td>
<td>3.18±0.01</td>
</tr>
<tr>
<td>T2 / 60</td>
<td>3.12±0.03</td>
</tr>
<tr>
<td>T3 / 90</td>
<td>3.12±0.01</td>
</tr>
<tr>
<td>T4 / 120</td>
<td>2.88±0.02</td>
</tr>
<tr>
<td>T5 / 150</td>
<td>2.68±0.02</td>
</tr>
<tr>
<td>T6 / 180</td>
<td>2.67±0.03</td>
</tr>
<tr>
<td>T7 / 210</td>
<td>2.48±0.02</td>
</tr>
<tr>
<td>T8 / 240</td>
<td>2.39±0.04</td>
</tr>
<tr>
<td>T9 / 270</td>
<td>2.10±0.01</td>
</tr>
<tr>
<td>T10 / 300</td>
<td>-</td>
</tr>
</tbody>
</table>

Significant at $p \leq 0.05$; ‘-‘ indicates the non-existence of cultivars at the specified concentration of soil Cr(VI).
Table 4: Mean percentage reduction in length of rice seedlings under variable soil Cr(VI) concentrations for 7 days.

<table>
<thead>
<tr>
<th>Soil treatment code / Cr(VI) concentration in mg.kg(^{-1}) soil</th>
<th>Shoot growth</th>
<th>Root growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bina Dhan-11</td>
<td>Kalachampa</td>
<td>Pratikshya</td>
</tr>
<tr>
<td>T1/30</td>
<td>3.04</td>
<td>4.41</td>
</tr>
<tr>
<td>T2/60</td>
<td>6.09</td>
<td>33.82</td>
</tr>
<tr>
<td>T3/90</td>
<td>6.09</td>
<td>38.72</td>
</tr>
<tr>
<td>T4/120</td>
<td>12.10</td>
<td>39.95</td>
</tr>
<tr>
<td>T5/150</td>
<td>18.29</td>
<td>46.56</td>
</tr>
<tr>
<td>T6/180</td>
<td>18.59</td>
<td>49.01</td>
</tr>
<tr>
<td>T7/210</td>
<td>24.39</td>
<td>-</td>
</tr>
<tr>
<td>T8/240</td>
<td>27.13</td>
<td>-</td>
</tr>
<tr>
<td>T9/270</td>
<td>35.97</td>
<td>-</td>
</tr>
<tr>
<td>T10/300</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 2: Graph showing the correlation between varied soil Cr(VI) concentration and (a) shoot length of Bina Dhan 11 (b) shoot length of Kalachampa (c) shoot length of Pratikshya (d) root length of Bina Dhan 11 (e) root length of Kalachampa, and (f) root length of Pratikshya.
the reduction in mean root length and an increase in soil Cr(VI) concentrations. This confirms the better suitability of Bina Dhan 11 to Cr(VI) soil stress as compared to the other two cultivars.

**Cr(VI) Mediated Variations in Leaf Length**

In the present study, the impact of Cr(VI) on the three selected rice cultivars was studied. It is observed that the size of the leaves varied negatively with a proportionate increase in Cr(VI) content in the soil. The leaf length gradually decreased with an increase in soil Cr(VI) content from 30 mg.kg\(^{-1}\) soil to 270 mg.kg\(^{-1}\) soil (Fig. 3). A leaf is a vital organ in plants and helps mostly in the process of photosynthesis. The total area of a leaf in a plant determines the efficiency of photosynthesis (Srivastava et al. 2021). It is observed that Cr(VI) shows a negative impact on leaf morphology in *O. sativa*. It is supported by the findings of another study on paddy (Sundaramoorthy et al. 2010). The Cr(VI) has also been found to impart toxic effects on other plants. The *Prosopis laevigata* when exposed to nutrient media enriched with a 3.4mM Cr(VI) concentration resulted in a reduced number of leaves (Buendía-González et al. 2010). In a similar study, *Lolium perenne* L. grown in nutrient media spiked with 0.5 mM of Cr(VI) resulted in the wilting of the leaves (Vernay et al. 2007). Chlorosis in the leaves of *Saccharum officinarum* was observed when exposed to a soil Cr(VI) concentration of 40 mg.kg\(^{-1}\). On increasing the toxic metal concentration to 80 mg.kg\(^{-1}\), the leaves of the plant exhibited severe necrosis (Radha et al. 2000). Cr(VI) has been found to inhibit the biosynthesis of chlorophyll pigments in plants (Sharma et al. 2019), a possible reason behind reduced leaf area in the current study. An increase in Cr(VI) concentrations may lead to a reduction in the chlorophyll content which may be due to the inactivation of chlorophyll biosynthesis enzymes (Zlobin et al. 2015, Sharma et al. 2020).

Another probable reason for reduced leaf length can be attributed to either reduction in the number of leaf cells or a probable reduction in the size of the cells under Cr(VI) stress. Reduced cell size may also negatively affect the intracellular spaces thus leading to stunted growth of the leaves (Joshi et al. 1999).

**CONCLUSION**

The current experimental approach is to find out a suitable rice cultivar capable of growing on Cr(VI) stress soil conditions. All the three rice cultivars Bina Dhan-11, Kalachampa, and Pratikshya have been able to survive on Cr(VI) stress soil conditions up to 180 mg.kg\(^{-1}\). The evaluation of selected phenotypic parameters reveals that Bina Dhan 11 is a suitable rice cultivar at the early seedling stage to grow on Cr(VI) stress soil conditions up to 270 mg.kg\(^{-1}\) soil. Further work

![Fig. 3: Leaf length of rice cultivars under different concentrations (30-270 mg.kg\(^{-1}\) soil) of Cr(VI).](image)
on this aspect is useful in getting better paddy yield from Cr(VI) contaminated soil conditions.
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ABSTRACT
The predominant scarcity of water globally has necessitated the invention of non-conventional resources to bridge the clean freshwater demand gap. Even in areas where there is access to water, inadequate quality and sanitation are pervasive problems, especially in developing countries. Resolving these intricate water-related problems, which emanate from population increase, the rise of urbanization and industrialization has not been realized using modern cost-, energy- and water-intensive technologies. In light of these challenges, wastewater treatment is a viable solution to supplement limited water resources. Of the available eco-technologies used in wastewater treatment for reuse, constructed wetlands (CWs) have proved to be the most effective. In this review, CWs are confirmed as reliable and low-cost green technologies with high effectiveness in wastewater treatment compared to conventional technologies. Therefore, their application among rural communities of developing countries is practical and highly advisable.

INTRODUCTION
The world is currently sharing a recurrent problem of water scarcity where available natural water sources cannot meet the demand adequately (Suhad et al. 2018). According to Scheierling et al. (2011), more than 67 % of the globe will have a water shortage state in 2025 and 50 % will experience high water stress by 2030. The World Water Assessment Programme (WWAP) (2015) agreed with these projections claiming that they will result from increased water demand at all production levels and at least 40 % of the world will likely be water scarce by 2030. Other drivers of water scarcity include a high population growth rate, expansion of agricultural and industrial activities, climate change, and global warming. These drivers result in a sharp rise in wastewater generation trends. Wastewater contains pollutants such as biochemical and chemical oxygen demand, microbes, heavy metals, non-biodegradable organics, and particles that deteriorate water quality once it is released into freshwater resources making the resources unsustainable for aquatic life, irrigation, and potability (Suhad et al. 2018). Due to the soaring water scarcity situation, researchers are exploring the use of non-conventional sources to meet the ever-rising demand. Wastewater has been identified as a feasible alternative (Noori et al. 2014, Zhang et al. 2014, Almuktar & Scholz 2015, Gorgoglione & Torretta 2018). The reuse of wastewater, however must be taken up with caution considering its characteristic pollutants whose unregulated environmental release is risky to ecological health. This consideration necessitates wastewater treatment before reuse.

The use of constructed wetlands (CWs) serves as a promising and innovative solution for cost-effective and sustainable treatment of wastewater particularly in developing countries where conventional wastewater treatment infrastructure is limited due to financial constraints (Zhang et al. 2014). The countries in addition experience water scarcity owing to the rising population and economic growth. CWs are ecological technologies and engineered systems for wastewater treatment that incorporate physical, chemical, and biological processes to decontaminate water in natural wetland environs. Constructed wetlands have been successfully used to cleanse wastewater off suspended solids, heavy metals, nutrients, and organic compounds (Zhang et al. 2014, Gorgoglione & Torretta 2018, Suhad et al. 2018). The preference to use CWs is associated with their high removal efficacy, great potential to reuse nutrients and water, simplicity of operation, and cost efficiency (Almuktar & Scholz 2015). Despite these successes, there have been limited studies focusing on the use of CWs in developing countries whose water status is dire due to the aforementioned drivers. This review study, therefore, focuses on the use of...
ecological technology in wastewater treatment, the various
types of CWs, and their effectiveness in cleansing wastewater
with a particular focus on developing countries.

CONSTRUCTED WETLANDS IN DEVELOPING COUNTRIES

The adoption of CWs in wastewater treatment for developing
countries is on a rising trend due to its low energy require-
ments and ability to recycle large volumes fast according
to Vymazal (2011). The technology has been used in de-
vveloping countries to treat agricultural runoff (Yang et al.
2008), landfill leachate (Nahlík & Mitsch 2006), laboratory
waste (Méutia 2001), and hospital wastewater (Shrestha et
al. 2001), wastewater from sugar factories (Bojcevska &
Tonderski 2007). In addition, CWs treat storm-water runoff
(Sim et al. 2008, Avila et al. 2013), wastewater produced
from oil processing (Ji et al. 2007), sludge effluent (Ahmed
et al. 2008), lake and river water (Li et al. 2009, Tang et al.
2009). Domestic water (Zhai et al. 2011, Mburu et al. 2013),
industrial wastewater (Chen et al. 2006, Maine et al. 2007),
and agricultural wastewater (He et al. 2006, Zhang et al.
2014) have been treated using this ecological technique too.

Concerning the performance of CWs, their effectiveness
in developing countries is favored by the warm subtropical
and tropical climates of the regions, where these technolo-
gies are better performers compared to temperate regions (Kivaisi
2001, Zhang et al. 2014). In tropical regions unlike temperate
regions, plant growth and microbial activity occur throughout
the year, which are favorable prerequisites to CWs effective-
ness (Kaseva 2004). Zhang et al. (2012) agreed with these
sentiments claiming that tropical wetlands are exposed to
direct sunlight and have higher temperatures year round,
favor plant growth, and reduced microbial degradation time,
which are important factors in wastewater treatment via CWs.

TYPES OF CWS AND THEIR TREATMENT
EFFICIENCY

Constructed wetlands are classified into three; subsurface
flow (SSF), free water surface (FWS), and hybrid CWs
(Zhang et al. 2014). SSF CWs are further classified into
horizontal and vertical systems. The selection of a particular
type of CW depends on the treatment goals, available area,
cost, geographic location, and target pollutants for treatment
(Horner et al. 2012).

Free Water Surface Systems

The FWS systems are arranged with channels and tanks that
are artificially or naturally waterproofed and where the water
level remains constant above the medium surface and the
depth ranges between 0.3 and 0.6 m (Gorgoglione & Torretta
2018). Flow in the system originates from an inlet area to an
outlet in a region with low flow velocity, low water depth,
and plant bodies. Small channels that mimic the plug flow
reactor help in standardizing flow. According to Vymazal
(2011), FWS systems ensure wastewater encounters biologi-
ically active surfaces to enhance its hydraulic retention time
and prevent hydraulic short-circuit formation. FWS systems
remove suspended solids through sedimentation and filtration
as well as organics via microbial degradation. Removal effi-
cacy for pathogens, chemical and biological oxygen demand
(COD, BOD), and total suspended solids (TSS) is above 70%
while nitrogen removal efficacy ranges between 40 and 50%
(Kadlec & Wallace 2008). At slow rates, FWS systems can
remove phosphorous from wastewater at an efficacy rate of
40 to 90% (Vymazal 2011). A summary of the applications
of FWS systems in decontaminating wastewater pollutants
and their specific effectiveness in named developing countries
is shown in Table 1. The results show varied removal efficacies
based on individual studies and the pollutant being removed.

Subsurface Flow Systems

Subsurface flow (SSF) CWs are designed as horizontal
(HSSF) or vertical (VSSF) where wastewater flows through
a permeable medium (Vymazal 2011). In horizontal systems,
wastewater flows towards the granular material horizontally
and encounters anaerobic, anoxic, and aerobic conditions
in the subsurface. The latter occurs near rhizomes and roots
of plants that release oxygen to the substrate. Anoxic zones
are rich with aerobic microbes, which transfer oxygen to
the filter bed from the atmosphere. The redox conditions
enable wastewater decontamination. Vertical CWs use a
distribution system to feed wastewater to the entire surface
and passes the media vertically (Zhang et al. 2014). The
effluent introduction is discontinuous, unlike the horizon-
tal systems where there is a continuous flow. Some of the
studies demonstrating the effectiveness of SSF systems in
developing countries, contaminants treated and plant species
used are summarized in Table 2. Plant species in both vertical
and horizontal systems enable purification by enhancing
microbial activity at the rhizosphere and via oxygen release
to the atmosphere from the root system to the surrounding
environment (Gorgoglione & Torretta 2018).

From the comparisons of HSSF and VSSF, the former
offers good conditions for denitrification though such sys-
tems have limited ability to denitrify ammonia. In VSSF
systems, NH₄-N can be removed but denitrification barely
occurs. The two systems have a moderate ability to remove
total nitrogen (TN) while HSSF had better removal efficacy
for total phosphorous (TP) compared to VSSF (Zhang et al.
Table 1: Application of FWS systems in decontaminating wastewater contaminants and their effectiveness in named developing countries.

<table>
<thead>
<tr>
<th>Study Characteristics</th>
<th>Type of Wastewater</th>
<th>TSS</th>
<th>BOD</th>
<th>COD</th>
<th>NH$_4$-N</th>
<th>NO$_3$-N</th>
<th>TN</th>
<th>TP</th>
<th>Plant species</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petchaburi, Thailand</td>
<td>Municipal wastewater</td>
<td>40.4</td>
<td>12.7</td>
<td>-</td>
<td>51.8</td>
<td>-</td>
<td>-</td>
<td>2.2</td>
<td>Typha angustifolia</td>
<td>Klomjek &amp; Nitisoravut 2005</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>46.5</td>
<td>74.3</td>
<td>-</td>
<td>75.4</td>
<td>-</td>
<td>-</td>
<td>44.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effluent level</td>
<td>Oil-based wastewater</td>
<td>-</td>
<td>3.9</td>
<td>77</td>
<td>-</td>
<td>9.7</td>
<td>0.53</td>
<td>51.8</td>
<td>Phragmites australis</td>
<td>Ji et al. 2007</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>-</td>
<td>88</td>
<td>80</td>
<td>-</td>
<td>10.2</td>
<td>18.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effluent level</td>
<td>Municipal wastewater</td>
<td>-</td>
<td>20.1</td>
<td>72.8</td>
<td>0.54</td>
<td>6.08</td>
<td>1.86</td>
<td></td>
<td>T. angustifolia</td>
<td>Katsenovich et al. 2009</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>-</td>
<td>80.8</td>
<td>65.2</td>
<td>94.75</td>
<td>58.59</td>
<td>66.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shanghai, China</td>
<td>Polluted river water</td>
<td>30</td>
<td>7.7</td>
<td>32</td>
<td>-</td>
<td>6.15</td>
<td>0.32</td>
<td>96</td>
<td>P. australis</td>
<td>Li et al. 2009</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>70</td>
<td>15.4</td>
<td>17.9</td>
<td>-</td>
<td>83.4</td>
<td>96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nyanza, Kenya</td>
<td>Wastewater from sugar factories</td>
<td>11</td>
<td>-</td>
<td>2.9</td>
<td>-</td>
<td>4.1</td>
<td></td>
<td></td>
<td>Echinochloa pyramidalis</td>
<td>Bojcevska &amp; Tonderski 2007</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>76</td>
<td>-</td>
<td>36</td>
<td>-</td>
<td>-</td>
<td>29</td>
<td></td>
<td>Cyperus papyrus</td>
<td></td>
</tr>
<tr>
<td>Effluent level</td>
<td>Stormwater</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.96</td>
<td>-</td>
<td>0.06</td>
<td></td>
<td>Lepironia articulata</td>
<td>Sim et al. 2008</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>70.7</td>
<td>-</td>
<td>84.3</td>
<td></td>
<td>Phragmites karka</td>
<td></td>
</tr>
<tr>
<td>Peradeniya, Sri-Lanka</td>
<td>Municipal wastewater</td>
<td>45.8</td>
<td>19.2</td>
<td>-</td>
<td>3.4</td>
<td>0.9</td>
<td>1.36</td>
<td></td>
<td>Scirpus grossus</td>
<td>Jinadasa et al. 2006</td>
</tr>
<tr>
<td>Effluent level</td>
<td></td>
<td>71.9</td>
<td>68.2</td>
<td>74.4</td>
<td>50</td>
<td>-</td>
<td>19</td>
<td></td>
<td>T. angustifolia</td>
<td></td>
</tr>
</tbody>
</table>

*All effluent levels are in mg.L$^{-1}$
### Table 2: Application of HSSF systems in decontaminating wastewater contaminants and their effectiveness in named developing countries.

<table>
<thead>
<tr>
<th>Study Characteristics</th>
<th>Type of Wastewater</th>
<th>TSS</th>
<th>BOD</th>
<th>COD</th>
<th>NH₄-N</th>
<th>NO₃-N</th>
<th>TN</th>
<th>TP</th>
<th>Plant species</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taihu, Zhejiang, China</td>
<td>Effluent Level</td>
<td>Polluted lake water</td>
<td>-</td>
<td>-</td>
<td>4.23</td>
<td>1.16</td>
<td>0.37</td>
<td>2.29</td>
<td>0.052</td>
<td><em>T. angustifolia</em></td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>-</td>
<td>-</td>
<td>39.6</td>
<td>32</td>
<td>65.3</td>
<td>52.1</td>
<td>66.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Shatian, China</td>
<td>Effluent Level</td>
<td>Municipal wastewater</td>
<td>7.92</td>
<td>7.68</td>
<td>33.9</td>
<td>-</td>
<td>-</td>
<td>9.11</td>
<td>0.56</td>
<td><em>P. australis</em></td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>86.78</td>
<td>86.4</td>
<td>76.72</td>
<td>-</td>
<td>-</td>
<td>44.93</td>
<td>81.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Jiaonan, China</td>
<td>Effluent level</td>
<td>Municipal wastewater</td>
<td>30</td>
<td>11</td>
<td>125</td>
<td>-</td>
<td>-</td>
<td>63.8</td>
<td>2.98</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>57.1</td>
<td>66.7</td>
<td>60.9</td>
<td>-</td>
<td>-</td>
<td>11.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Egypt</td>
<td>Effluent level</td>
<td>Greywater</td>
<td>8.9</td>
<td>29.1</td>
<td>58</td>
<td>-</td>
<td>-</td>
<td>4.6</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>82.2</td>
<td>70.3</td>
<td>65.9</td>
<td>-</td>
<td>-</td>
<td>36</td>
<td>32.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Juja, Kenya</td>
<td>Effluent level</td>
<td>Blackwater</td>
<td>9</td>
<td>25</td>
<td>67</td>
<td>-</td>
<td>-</td>
<td>39.6</td>
<td>9.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>89</td>
<td>86.4</td>
<td>83.5</td>
<td>-</td>
<td>-</td>
<td>69.3</td>
<td>56.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ocotian, Jalisco</td>
<td>Effluent level</td>
<td>Municipal wastewater</td>
<td>25.5</td>
<td>28.9</td>
<td>91</td>
<td>19</td>
<td>1.1</td>
<td>-</td>
<td>0.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>75.27</td>
<td>60.73</td>
<td>42.76</td>
<td>26.36</td>
<td>-</td>
<td>-</td>
<td>42.86</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dar es Salaam, Tanzania</td>
<td>Effluent levels</td>
<td>Municipal sludge</td>
<td>-</td>
<td>-</td>
<td>41.8</td>
<td>15.86</td>
<td>0.83</td>
<td>-</td>
<td>-</td>
<td><em>P. mauritianus</em></td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>-</td>
<td>-</td>
<td>60.7</td>
<td>23.01</td>
<td>44.3</td>
<td>-</td>
<td>-</td>
<td><em>Typha latifolia</em></td>
<td>-</td>
</tr>
<tr>
<td>Mother Dairy Plant, India</td>
<td>Effluent level</td>
<td>Municipal waste</td>
<td>12</td>
<td>4</td>
<td>55</td>
<td>-</td>
<td>-</td>
<td>7.5</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacy</td>
<td>81</td>
<td>90</td>
<td>72</td>
<td>-</td>
<td>-</td>
<td>67</td>
<td>75</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Peradeniya, Sri Lanka</td>
<td>Effluent levels</td>
<td>Municipal wastewater</td>
<td>47.3</td>
<td>18.6</td>
<td>105.9</td>
<td>4.1</td>
<td>0.7</td>
<td>-</td>
<td>8.03</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacies</td>
<td>-</td>
<td>-</td>
<td>65.8</td>
<td>65.7</td>
<td>40.8</td>
<td>38.8</td>
<td>-</td>
<td>61.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>% removal efficacies</td>
<td>84.15</td>
<td>92</td>
<td>56.2</td>
<td>-</td>
<td>-</td>
<td>39.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Can Tho, Vietnam</td>
<td>Effluent levels</td>
<td>Municipal wastewater</td>
<td>93</td>
<td>83</td>
<td>84</td>
<td>91</td>
<td>-</td>
<td>84</td>
<td>99</td>
<td><em>P. vallatoria</em></td>
</tr>
</tbody>
</table>

*All effluent levels are in mg.L⁻¹*
Table 3: Application of HSSF systems in decontaminating wastewater contaminants and their effectiveness in named developing countries.

<table>
<thead>
<tr>
<th>Study Characteristics</th>
<th>Type of Wastewater</th>
<th>TSS</th>
<th>BOD</th>
<th>COD</th>
<th>NH$_3$-N</th>
<th>NO$_3$-N</th>
<th>TN</th>
<th>TP</th>
<th>Plant species</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kampala, Uganda</td>
<td>Municipal wastewater</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.1</td>
<td>0.09</td>
<td>16.1</td>
<td>2.6</td>
<td>C. papyrus</td>
<td>Kyambadde et al. 2004</td>
</tr>
<tr>
<td>Jalisco, Mexico</td>
<td>Effluent level</td>
<td>21.9</td>
<td>20.8</td>
<td>49.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>14.6</td>
<td>Anthurium andreanum</td>
<td>Zurita et al. 2011</td>
</tr>
<tr>
<td>Wuhan, China</td>
<td>Effluent level</td>
<td>61.56</td>
<td>81.94</td>
<td>80.32</td>
<td>-</td>
<td>-</td>
<td>49.38</td>
<td>50.14</td>
<td>Canna indica</td>
<td>Chang et al. 2012</td>
</tr>
<tr>
<td>Beijing, China</td>
<td>Effluent level</td>
<td>302.4</td>
<td>11.8</td>
<td>-</td>
<td>30.7</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>Salix babylonica</td>
<td>Wu et al. 2011</td>
</tr>
<tr>
<td>Wuxi, China</td>
<td>Effluent level</td>
<td>97</td>
<td>96</td>
<td>-</td>
<td>90</td>
<td>-</td>
<td>-</td>
<td>88</td>
<td>Salix babylonica</td>
<td>Wu et al. 2011</td>
</tr>
<tr>
<td>Taihu, China</td>
<td>Effluent level</td>
<td>77.1</td>
<td>81.3</td>
<td>-</td>
<td>61.7</td>
<td>-</td>
<td>66.6</td>
<td>48.9</td>
<td>P. communis</td>
<td>He et al. 2006</td>
</tr>
<tr>
<td>Tianjin, China</td>
<td>Effluent level</td>
<td>-</td>
<td>-</td>
<td>4.25</td>
<td>0.89</td>
<td>0.5</td>
<td>2.37</td>
<td>0.05</td>
<td>T. angustifolia</td>
<td>Li et al. 2008</td>
</tr>
<tr>
<td>Longdao, Beijing</td>
<td>Effluent level</td>
<td>-</td>
<td>-</td>
<td>68.9</td>
<td>1.7</td>
<td>-</td>
<td>2.6</td>
<td>0.2</td>
<td>T. latifolia</td>
<td>Tang et al. 2009</td>
</tr>
</tbody>
</table>

*aAll effluent levels are in mg.L$^{-1}$

2014). A higher potential overall is evident in HSSF systems since their design incorporates substrate flooding and consistent redox potential in the bed, unlike VSSF which has intermittent feeding of wastewater resulting in oxygenation of the bed and subsequent desorption and release of some pollutants such as phosphorous (Vymazal 2011).

**Hybrid Systems**

The subsurface and free water surface CWs cannot achieve the total removal of some pollutants such as TN. In a hybrid system, the various systems (surface and subsurface) are combined to optimize their advantages in a series of different types of CW systems (Vymazal 2011). Hybrid systems use VSSF to remove suspended solids and organics as well as offer nitrification environs while HSSF enables denitrification and further removal of TSS and organics. A summary of the application of hybrid CWs to treat wastewater and their effectiveness in some developing countries is summarized in Table 4. An analysis of the hybrid system results showed higher efficacy in wastewater treatment compared to the surface and subsurface systems though results differed based on the design characteristics of individual studies.

**DISCUSSION**

The findings of this review confirm that CWs are promising technologies for the treatment of various types of wastewater including greywater, blackwater, laboratory, hospital, lake, and river water (Gorgoglione & Torretta 2018). HSSF systems have longer life cycles that lead to humic acid formation, which is effective for nitrogen and phosphorous removal through redox reactions. VSSF systems are good nitrifiers due to adequate oxygen supply, require simple hydraulics, and only require a small setup area. FWS CWs are green spaces for communities in addition to having a high capacity to remove water pollutants such as TSS, BOD, and COD while hybrid systems have a combination of these advantages. The effectiveness of these systems in wastewater pollutant removal depends on a number of factors apart from the individual type. These include temperature, vegetation type, hydrologic regime, and pollutant loading (Kadlec & Wallace 2008, Trang et al. 2010). At a low hydraulic loading rate and high hydraulic retention time, the movement of wastewater is slower, which allows for its prolonged interaction with microorganisms and rhizosphere and ultimately,
Table 4: Application of HSSF systems in decontaminating wastewater contaminants and their effectiveness in named developing countries.

<table>
<thead>
<tr>
<th>Study Characteristics</th>
<th>Type of Wastewater</th>
<th>TSS</th>
<th>BOD</th>
<th>COD</th>
<th>NH₄-N</th>
<th>NO₃-N</th>
<th>TN</th>
<th>TP</th>
<th>Plant species</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiang Mai, Thailand</td>
<td>UASB effluent</td>
<td>3</td>
<td>10</td>
<td>57</td>
<td>7</td>
<td>-</td>
<td>77</td>
<td>0.3</td>
<td><em>Scirpus grossus Linnaeus</em></td>
<td>Kantawanchikul et al. 2003</td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>99</td>
<td>98</td>
<td>95</td>
<td>98</td>
<td>-</td>
<td>79</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Santa Fe, Mexico</td>
<td>Municipal wastewater</td>
<td>20</td>
<td>33</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>31</td>
<td>15</td>
<td><em>T. latifolia</em></td>
<td>Rivas et al. 2011</td>
</tr>
<tr>
<td>Effluent Level</td>
<td>% removal efficacy</td>
<td>79</td>
<td>52</td>
<td>68</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td><em>P. australis</em></td>
<td></td>
</tr>
<tr>
<td>Kathmandu, Nepal</td>
<td>Greywater</td>
<td>2.6</td>
<td>5.2</td>
<td>29.1</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td><em>P. karka</em></td>
<td>Shrestha et al. 2001</td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>97</td>
<td>97</td>
<td>93</td>
<td>96</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jakarta, Indonesia</td>
<td>Laboratory wastewater</td>
<td>-</td>
<td>-</td>
<td>1.2</td>
<td>0.06</td>
<td>0.65</td>
<td>3.04</td>
<td>0.6</td>
<td><em>Lemma sp.</em></td>
<td>Meutia 2001</td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>-</td>
<td>-</td>
<td>97.7</td>
<td>97.2</td>
<td>85.96</td>
<td>65.66</td>
<td>37.33</td>
<td><em>Typha sp.</em></td>
<td></td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>96.9</td>
<td>92.26</td>
<td>-</td>
<td>62.5</td>
<td>-</td>
<td>63.4</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>-</td>
<td>-</td>
<td>3.2</td>
<td>0.3</td>
<td>4.6</td>
<td>-</td>
<td>-</td>
<td><em>P. australis</em></td>
<td>Tuncsiper 2009</td>
</tr>
<tr>
<td>Kathmandu, Nepal</td>
<td>Hospital wastewater</td>
<td>2.8</td>
<td>3.3</td>
<td>20.2</td>
<td>1.6</td>
<td>-</td>
<td>-</td>
<td>4.2</td>
<td><em>P. karka</em></td>
<td>Shrestha et al. 2001</td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>92.3</td>
<td>97</td>
<td>93.8</td>
<td>95.2</td>
<td>-</td>
<td>-</td>
<td>46.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lugu, China</td>
<td>Municipal wastewater</td>
<td>3.2</td>
<td>-</td>
<td>21</td>
<td>2.2</td>
<td>-</td>
<td>-</td>
<td>0.45</td>
<td><em>Cyperus alternifolius</em></td>
<td>Zhai et al. 2011</td>
</tr>
<tr>
<td>Effluent level</td>
<td>% removal efficacy</td>
<td>96.6</td>
<td>-</td>
<td>84.1</td>
<td>79.6</td>
<td>-</td>
<td>-</td>
<td>84.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*All effluent levels are in mg.L⁻¹ and UASB refers to up-flow anaerobic sludge bracket reactor.*
better contaminant removal (Ranieri et al. 2013). Planted CWs are better performers unlike unplanted ones because their rhizosphere enhances the growth and activity of microbes by providing carbon from root exudates (Vymazal 2011). In tropical compared to temperate regions where plant growth occurs throughout the year and microbial activity is enhanced, CWs are more effective in contaminant removal. High temperatures of the tropics enhance biotic activity, which is a prerequisite for contaminant removal in CWs. Different macrophytes have varied abilities to take up nutrients and contaminants and the selection of an appropriate species is an essential consideration in designing CW systems. Zhang et al. (2014) also noted that CW systems are cost sensitive and space intensive and hence the need to optimize essential factors using hybrid systems to reduce the costs and at the same time, obtain the best results for wastewater treatment. Compared to conventional wastewater treatment plants, CWs have low operation and maintenance costs but require ample and affordable land space (Gorgoglione & Torretta 2018).

CONCLUSION

Constructed wetlands are promising ecological technologies whose emergence in developing countries is a viable, cost-effective, and suitable solution for wastewater treatment and use as an alternative water source to natural water sources that are scarce. They have been used in the treatment of greywater, blackwater, polluted river, and lake water among other types of wastewaters effectively. This review shows various CWs including VSSF, HSSF, FWS, and hybrid systems being useful in decontaminating pollutants such as TN, TP, COD, BOD, and TSS among others at different efficacy rates and based on the designs of the systems. Individual systems can be optimized by manipulation of design variables such as pollutant loading, vegetation species used, temperature, and hydrologic regimes of the CWs while availing enough space for such systems at reduced costs. Therefore, the use of CWs in developing countries is a promising step toward water security.
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**ABSTRACT**

Kaolin was used as an adsorbent to remove toxic graphene oxide (GO) from an aqueous solution. The adsorption properties and mechanism of GO by Kaolin were systematically studied by various characterization techniques and methods. The effects of pH, amount of absorbent, and initial concentration of GO on the adsorption of GO by Kaolin were studied in detail. The results show that the interaction between GO and Kaolin is realized by the O-C=O bond, and the adsorption of GO by Kaolin is a chemical adsorption process. Under the optimized conditions (pH=3, T=303 K, equilibrium time = 6 h, C\(_0\) = 60 mg L\(^{-1}\)), the removal rate of GO reached 97.1% (Kaolin=70 mg), and the adsorption capacity reached 45.3 mg g\(^{-1}\) (Kaolin=50 mg). According to the experimental results, Kaolin may be a promising material, which can effectively eliminate GO from an aqueous solution. The results of this study provide key information about the migration and potential fate of GO in the natural environment.

**INTRODUCTION**

Since its discovery, graphene oxide (GO) has attracted worldwide attention due to its unique structure and remarkable physical and chemical properties. GO shows great potential in multidisciplinary fields, such as medical treatment, energy, environmental pollution control, etc. (Azadian et al. 2019, Baragao et al. 2020, Jing et al. 2019). Specifically, due to its high specific surface area and excellent structural convertibility, a series of GO-based nanomaterials have been used in wastewater treatment (Awad et al. 2018, İlayda et al. 2016, Xing et al. 2019). For example, GO was used as an adsorbent to remove sulfamethoxazole and ciprofloxacin from an aqueous solution successfully (Chen et al. 2015). Magnetic graphene/iron oxide composite was used for the removal of U(VI) from an aqueous solution by Zong et al. (2013). GO nanosheets treated with Fe\(_3\)O\(_4\) nanoparticles were used for simultaneous removal of Cu (II) and fulvic acid from an aqueous solution (Li et al. 2012). To effectively remove as (III) and (V), nano-sized zero valiant iron reduced graphite oxide composites were prepared (Wang et al. 2014). GO/pyrrole composites can remove phenol and aniline from an aqueous solution (Hu et al. 2015).

Although GO and GO-based nanomaterials have been widely used as adsorbents for environmental pollution cleaning, GO is inevitably released into the environment and ecosystem, including surface water and groundwater (Qi et al. 2014b). Accordingly, due to the toxicity of GO, more and more attention has been paid to the transport of GO and its negative impact on the environment. Many studies have shown that GO is toxic to organisms, including bacterial cells and human beings (Chowdhury et al. 2013). For example, Akhavan and Ghaderi (Akhavan & Ghaderi 2010) found that GO particles reduced the viability of staphylococcus aureus and Escherichia coli due to their sharp edges. In addition, GO can also produce cytotoxicity to human skin fibroblasts and HeLa cells (Liao et al. 2011). Besides, GO can cause high lung accumulation and long-term retention, which may lead to many lung diseases (Vallabani et al. 2011, Zhang et al. 2011). Once GO is released into the natural environment, it may threaten human health because of its nanostructure and toxicity. Therefore, it is necessary to remove GO from the natural aquatic environment, in which it is very important to understand its physical and chemical behavior.

In recent years, various types of natural clays and modified clays, such as Kaolin (Al-Degs et al. 2014), Tunisian montmorillonite (Wiem et al. 2018), sodium montmorillonite (Haouti et al. 2019), silica bentonite (Queiroga et al. 2019), polyamide vermiculite nanocomposites (Basaleh et al. 2019) and lithium feldspar clay sodium alginate composite materials (Pawar et al. 2018) have been used to remove ions, dyes, and heavy metals from the water environment.
Using natural clay as an alternative adsorbent to remove dyes from wastewater has the advantages of low cost, high adsorption performance, high porosity, good usability, good thermal stability, great ion-exchange potential, and non-toxicity (Bao et al. 2019, Puri & Sumana 2018). In this regard, Kaolin is one of the well-known rich and low-cost natural clays, which have crystalline structures all over the world (Yavuz & Saka 2013). Generally speaking, Kaolin is mainly composed of Kaolinite and some minerals such as quartz and mica (Vimonses et al. 2009). The surface of Kaolinite has a constant structural negative charge, which is due to the isomorphic substitution of Si$^{+4}$ by Al$^{+3}$ in the silicon layer. It is considered an active adsorption site for removing harmful substances from wastewater, which depends on the pH value of the solution (He et al. 2019, Mouni et al. 2017, Nandi et al. 2009). These characteristics cast kaolin high adsorption, kaolin adsorption of metal ions more research results, the adsorption capacity of Pb (II) is 118.5mg·g$^{-1}$, (Nguyen et al. 2021), The highest adsorption rate can reach 85.1% (Hussain & Ali 2021).

There are few studies on the use of Kaolin as an adsorbent to remove GO in water environments at home and abroad (Mouni et al. 2017, Kryuchkova & Fakhrullin 2018). The adsorption behavior of GO by Kaolin was studied systematically. Specifically, Kaolin and GO before and after adsorption were characterized by SEM, TEM, XRD, FT-IR, and AFM for their microscopic morphology, lattice structure, and surface functional groups. The effects of pH value, the initial concentration of GO, and the amount of adsorbent on the adsorption performance were studied and evaluated in detail. Finally, XPS was used to study the difference between bond energy before and after adsorption, and the mechanism of interaction between Kaolin and GO was proposed. This work attempts to provide a new idea for the development of high-efficiency sorbents for capturing GO in the environment.

MATERIALS AND METHODS

Experimental Materials

Graphene aqueous solution (2 mg·mL$^{-1}$) was used as the source of GO, and graphene aqueous solution was purchased from Suzhou Carbon Technology Co., Ltd. Kaolin (1250 mesh) was used as an adsorbent, which was purchased from Shanghai Beimo Industrial Co., Ltd. The chemical constituents of Kaolin are shown in Table 1. 0.1 mol·L$^{-1}$ NaOH solution and 0.1 mol·L$^{-1}$ HCl solution were all analytically pure reagents.

Feature Description

The crystal structure of the absorbent was studied by X-ray diffraction (XRD). The functional groups were identified by Fourier transform infrared spectroscopy (FT-IR, NEXUS). The infrared scanning range was 400-4000 cm$^{-1}$. Scanning electron microscopy (SEM, JSM-6360LV), Atomic force microscopy (AFM, SPA400), and High-resolution transmission electron microscopy (HRTEM, JEM-2100f) were used to study the morphology and structure of the materials before and after adsorption. X-ray photoelectron spectroscopy (XPS) analysis was performed by focusing a monochromatic Alka X-ray source (hv=1486.6eV) with Thermo ESCALAB250.

Adsorption Experiment

First, an appropriate amount of GO solution was poured into a 50 mL container. Then, a certain amount of adsorbent was added in turn for the batch adsorption test. Afterward, the container was placed in an ultrasonic cleaner at a certain temperature for 30 min. Next, the container was put into a constant temperature shaker for 1 h under shaking to ensure the adsorption process. After the shaking is completed, it was left to stand for 12 h to make the reaction complete. Finally, 1 mL supernatant of the reaction solution was extracted and diluted to 25.0 mL. The residual GO concentration in the supernatant was analyzed at 210 nm wavelength by UV visible spectrophotometer (UV1800).

Different factors (Initial pH value of GO solution, concentration of GO solution, and amount of adsorbent) were optimized. First, when the temperature was 303 K and the GO concentration on the simulated aqueous solution was 60 mg·L$^{-1}$, the initial pH of the GO solution (3.0-8.0) was changed and the amount of adsorbent was 50 mg. Second, when the temperature was 303 K, the initial pH of the GO solution was 3, and the initial GO concentration was 60 mg·L$^{-1}$, the mass of the adsorbent (30-70 mg) was changed. Finally, when the temperature was 303 K, the initial pH of the GO solution was 3, and the amount of adsorbent was 70 mg, the experiment was carried out by changing the concentration of GO in an aqueous solution (20 mg·L$^{-1}$-100 mg·L$^{-1}$). Results of the optimized parameters of adsorption

Table 1: Chemical constituents of Kaolin.

<table>
<thead>
<tr>
<th>SiO$_2$</th>
<th>Al$_2$O$_3$</th>
<th>Fe$_2$O$_3$</th>
<th>TiO$_2$</th>
<th>CaO</th>
<th>MgO</th>
<th>K$_2$O</th>
<th>Na$_2$O</th>
<th>MnO</th>
</tr>
</thead>
<tbody>
<tr>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
</tr>
<tr>
<td>52±2</td>
<td>45±2</td>
<td>&lt;0.4</td>
<td>&lt;1.0</td>
<td>&lt;0.4</td>
<td>&lt;0.2</td>
<td>&lt;0.04</td>
<td>&lt;0.1</td>
<td>&lt;0.005</td>
</tr>
</tbody>
</table>
conditions were obtained. To ensure the accuracy and repeatability of the collected data, all experiments were repeated 3 times, and the average value of the three experiments was used as the follow-up data analysis. The removal percentage ($R\%$), adsorption capacity ($Q_e$), and partition coefficient ($K_d$) were used to evaluate the adsorption performance of Kaolin. The adsorption capacity ($Q_e$) represents the amount of GO adsorbed on the adsorbent per unit weight. The following equation (Eq) is used to calculate the relevant parameters (Eq.1-3) (Zou et al. 2016).

$$R = \frac{C_0 - C_e}{C_0} \times 100\% \quad \ldots(1)$$

$$Q_e = \frac{m}{V} \quad \ldots(2)$$

$$K_d = \frac{Q_e}{C_e} \quad \ldots(3)$$

Where $C_0$ (mg·L$^{-1}$) is the initial GO concentration of an aqueous solution, and $C_e$ (mg·L$^{-1}$) is the equilibrium GO concentration. $m$ (g) is the amount of adsorbent and $V$ (L) is the volume of solution. $K_d$ is the distribution coefficient.

RESULTS AND DISCUSSION

Effect of pH

The pH value of GO solution is an important parameter for adsorption, not only because the distribution of GO in water mainly depends on the pH value of the solution, but also because the surface of the adsorbent can be protonated or deprotonated. Therefore, the effects of pH on the adsorption capacity, removal rate, and partition coefficient were investigated by adjusting the pH value of the solution. In fact, under other conditions (Adsorbent amount 50 mg, $C_0$ = 60 mg·L$^{-1}$, equilibrium time 6 h, $T = 303$ K), the pH value was optimized in the range of 3.0-8.0. The results are shown in Fig. 1. It can be seen from the figure that when pH = 3, Kaolin adsorbs more than 75% of GO. On the one hand, it may be that under acidic pH, GO has a strong self-aggregation ability (Konkena & Vasudevan 2012), resulting in a small amount of GO suspended in the solution. On the other hand, GO and Kaolin are an electrostatic attraction at this time, so the interaction ability is strong, the GO in the supernatant is very small and the adsorption rate is very high. The adsorption capacity of GO by Kaolin decreases with the increase of pH in the range of 3-8. When pH = 8, the adsorption capacity is almost zero. This may be due to the weakening of electrostatic interaction between Kaolin and GO with the increase of pH value. It should be noted that there is electrostatic repulsion between kaolin and GO in the pH range of 3.0-8.0, so the adsorption in this process may be chemical. That is the hydrogen bond interaction and Lewis acid-base interaction between the oxygen-containing functional groups on the surface of GO and the oxygen-containing groups on the mineral surface (Qi et al. 2014a, He et al. 2019, Mouni et al. 2017, Nandi et al. 2009).

Therefore, it can be concluded that a low pH value is conducive to the adsorption of GO by Kaolin, and alkaline conditions will inhibit the adsorption of GO by Kaolin. It
is suggested that the adsorption process should be carried out at pH = 3.

**Effect of Adsorbent Mass**

The amount of adsorbent is also one of the important parameters affecting the removal of harmful substances in an aqueous solution. Therefore, the influence of Kaolin contents on adsorption capacity, removal rate, and partition coefficient was investigated by changing the amount of Kaolin. In fact, under other conditions (Adsorbent mass pH = 3, $C_0 = 60$ mg·L$^{-1}$, equilibrium time 6 h, $T = 303$ K), the Kaolin content was optimized in the range of 30 mg-70 mg. Fig. 2 shows the effect of Kaolin content on the adsorption capacity, efficiency, and partition coefficient. It can be seen from the figure that the removal rates increase with the increase in Kaolin content. When the Kaolin content is 70 mg, the removal rate is close to 100%. Similarly, the adsorption capacity and distribution coefficient also reach the maximum value. The results show that with the increase in Kaolin content, the adsorption sites of Kaolin and GO increase, which makes Kaolin have high adsorption capacity and can better remove GO from aqueous solution, thus playing an important role in the application of Kaolin to remove GO from aqueous solution.

**Effect of GO Initial Concentration**

The initial concentration of GO is also an important parameter affecting the removal of GO by Kaolin. Therefore, the effects of GO initial concentration on adsorption capacity, removal rate, and partition coefficient were investigated by changing the initial concentration of GO. In fact, under other conditions (Adsorbent mass pH = 3, Kaolin content = 70 mg, equilibrium time 6 h, $T = 303$ K), the initial GO concentration was optimized in the range of 20 mg·L$^{-1}$-100 mg·L$^{-1}$. Fig. 3 shows the effect of GO initial concentration on adsorption capacity, efficiency, and partition coefficient. It can be seen from the figure that with the increase of GO initial concentration, the removal first increases and then decreases. When the GO initial concentration is 60 mg·L$^{-1}$, the removal rate is close to 100%. The results show that the adsorption sites and electrostatic interaction between Kaolin and GO increase with the increase of GO concentration when the initial GO concentration is 20 mg·L$^{-1}$-60 mg·L$^{-1}$. When the initial GO concentration is 60 mg·L$^{-1}$-100 mg·L$^{-1}$, the increase in GO concentration inhibits the electrostatic interaction between Kaolin and GO, resulting in a decrease in the GO removal rate (Zou et al. 2016, Wang et al. 2016).

Therefore, when Kaolin is used to remove GO from water solution, the concentration of GO in aqueous solution should be measured first, to achieve the best effect of removing GO by Kaolin.

**SEM and TEM Analysis**

Fig. 4 shows SEM (a) and TEM (b) of GO and SEM (c) and TEM (d) of Kaolin /GO. It can be seen that the SEM images of GO are multi-layer lamellar three-dimensional structures, and the SEM images of Kaolin/GO also show lamellar structures.
This indicates that GO is adsorbed on Kaolin. The comparison between the TEM (b) diagram of GO and the TEM (d) diagram of Kaolin/GO can also reveal this phenomenon, which proves that Kaolin can remove GO from water solution.

GO concentration was optimized in the range of 20 mg·L⁻¹ - 100 mg·L⁻¹. Fig. 3 shows the effect of GO initial concentration on adsorption capacity, efficiency, and partition coefficient. It can be seen from the figure that with the increase of GO initial concentration, the removal first increases and then decreases. When the GO initial concentration is 60 mg·L⁻¹, the removal rate is close to 100%. The results show that the adsorption sites and electrostatic interaction between Kaolin and GO increase with the increase of GO concentration when the initial GO concentration is 20 mg·L⁻¹ - 60 mg·L⁻¹. When the initial GO concentration is 60 mg·L⁻¹ - 100 mg·L⁻¹, the increase in GO concentration inhibits the electrostatic interaction between Kaolin and GO, resulting in a decrease in the GO removal rate (Zou et al. 2016, Wang et al. 2016).

Therefore, when Kaolin is used to remove GO from water solution, the concentration of GO in aqueous solution should be measured first, to achieve the best effect of removing GO by Kaolin.

![Graph](image)

**Fig. 3:** Removal of GO by Kaolin as a function of GO contents.

![Images](image)

**Fig. 4:** SEM (a) and TEM (b) of GO, SEM (c) and TEM (d) of Kaolin/GO.

**XRD and FT-IR Analysis**

To reveal the adsorption mechanism, GO, Kaolin, and Kaolin/GO materials were characterized by XRD technology, and the results are shown in Fig. 5(a). It can be seen from the figure that the characteristic diffraction peaks of Kaolin/GO and Kaolin are almost the same, which indicates that GO is not accumulated on the surface of Kaolin but wrapped in Kaolin. This is consistent with the results of TEM and SEM of Kaolin/GO.

For the sake of obtaining the effective adsorption functional groups of Kaolin surface before and after GO adsorption, FT-IR analysis was carried out. Fig. 5(b) shows the FT-IR spectra of GO, Kaolin, and Kaolin after adsorption of GO. The main band on FT-IR of Kaolin at ~3448 cm⁻¹ can be attributed to the tensile vibration of O-H, while the frequency band of ~1635 cm⁻¹ can be attributed to the bending vibration of coordination water (Deng & Shi 2015, Mouni et al. 2017). The peaks at ~1110 cm⁻¹ and ~990 cm⁻¹ can be attributed to the tensile vibration of Si-O-Si of Kaolinite (Mouni et al. 2017). The FT-IR spectra of Kaolin after adsorption of GO showed that the functional groups of Kaolin participated in the adsorption of GO. In addition, a new band appears at ~1484 cm⁻¹, which may be due to the (C = C) of...
XRD and FT-IR Analysis

To reveal the adsorption mechanism, GO, Kaolin, and Kaolin/GO materials were characterized by XRD technology, and the results are shown in Fig. 5(a). It can be seen from the figure that the characteristic diffraction peaks of Kaolin/GO and Kaolin are almost the same, which indicates that GO is not accumulated on the surface of Kaolin but wrapped in Kaolin. This is consistent with the results of TEM and SEM of Kaolin/GO.

For the sake of obtaining the effective adsorption functional groups of Kaolin surface before and after GO adsorption, FT-IR analysis was carried out. Fig. 5(b) shows the FT-IR spectra of GO, Kaolin, and Kaolin after adsorption of GO. The main band on FT-IR of Kaolin at ~3448 cm⁻¹ can be attributed to the tensile vibration of O-H, while the frequency band of ~1635 cm⁻¹ can be attributed to the bending vibration of coordination water (Deng & Shi 2015, Mouni et al. 2017). The peaks at ~1110 cm⁻¹ and ~990 cm⁻¹ can be attributed to the adsorption of GO on the surface of Kaolin.

XPS and AFM Analysis

To further explore the adsorption mechanism of GO by Kaolin, GO and Kaolin/GO were analyzed by XPS and AFM. The results are shown in Fig. 6 and Fig. 7, respectively. As shown in Fig. 6(a), various strong peaks, such as Al2p, Si2p, N1, S2p, O1s, and C1s can be observed. According to the high-resolution spectrum of C1s before adsorption of GO, the deconvolution of the C1s spectrum can be divided into three components, about 284.7 eV, 286.7 eV, and 288.5 eV, respectively, which are assigned to the adsorption of GO on the surface of Kaolin.

Fig. 5: XRD patterns (a) of GO, Kaolin, Kaolin/GO, FT-IR patterns (b) of GO, Kaolin, Kaolin/GO.
to the tensile vibration of Si-O-Si of Kaolinite (Mouni et al. 2017). The FT-IR spectra of Kaolin after adsorption of GO showed that the functional groups of Kaolin participated in the adsorption of GO. In addition, a new band appears at ~1484 cm⁻¹, which may be due to the (C = C) of GO adsorbed on the Kaolin surface. A new band appears at ~3741 cm⁻¹, which is the same as that of GO.

**XPS and AFM Analysis**

To further explore the adsorption mechanism of GO by Kaolin, GO and Kaolin/GO were analyzed by XPS and AFM. The results are shown in Fig. 6 and Fig. 7, respectively. As shown in Fig. 6(a), various strong peaks, such as Al2p, Si2p, N1, S2p, O1s, and C1s can be observed. According to the high-resolution spectrum of C1s before adsorption of GO, the deconvolution of the C1s spectrum can be divided into three components, about 284.7 eV, 286.7 eV, and 288.5 eV, respectively, which are assigned to C-C, C-O, and O-C=O groups (Fig. 6(b)) (Littunen et al. 2011, Yu et al. 2012, Zhang et al. 2014). However, after Kaolin adsorbs GO, the intensity and position of C1s peak of Kaolin/GO change. The relative areas of C-C, C-O, and O-C=O assigned to Kaolin/GO decrease significantly, and the peak position of O-C=O changes from 288.5 eV to 288.8 eV. The peak positions of C-C and C-O are almost unchanged (Fig. 6(c)). The relative area and peak position of O-C=O changes obviously, which indicates that the interaction between GO and Kaolin is carried out by O-C=O. From the height of the AFM image and the corresponding morphology, the thickness of GO is 1.02 nm, and the thickness of Kaolin/GO is 2.55 nm, which indicates that the thickness of Kaolin/GO becomes thicker due to the aggregation of GO in Kaolin, which is consistent with TEM results. Based on the above analysis, Kaolin can effectively remove GO through the aggregation of GO in Kaolin.

**Fig. 6:** XPS spectra of Kaolin/GO before and after GO removal (a), the high C1s deconvolution of GO (b), and the high C1s deconvolution of Kaolin/GO (c).
CONCLUSION

This paper studies the kaolin’s adsorption performance and mechanism of GO and has obtained some meaningful conclusions: The highest removal rate and adsorption capacity was 97.1%, and 45.3 mg, respectively. The microscopic characterization further confirmed the occurrence of the Human Soil in the GO adsorption process, where the XPS spectrum showed the interaction of GO and kaolin was achieved by the O-C=O key, and kaolin’s adsorption of GO was a chemical adsorption process. In summary, kaolin can effectively remove GO in an aqueous solution by simple and rapid chemical adsorption.
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ABSTRACT

In this study, a vertical flow constructed wetland in batch mode was examined for the removal efficiency of simulated agricultural run-off (SAR) using gravel and soil as substrates, planted with Canna, Typha and Eichhornia plant species in single and mixed culture conditions. From this study, it was found that the constructed wetland (CW) planted with Canna + Eichhornia plant species (mixed) showed maximum removal efficiency of the studied parameters, i.e. phosphates, nitrates and ammonical nitrogen to the tune of 99%, 96% and 98%, respectively of simulated agricultural run-off as compared to other studied CWs. Canna and Typha macrophytes showed higher biomass and chlorophyll content, indicating better tolerance in the mixed culture CW system. Treatment efficiency improved when longer hydraulic retention times (HRTs) were used. Maximum treatment efficiency was shown by hybrid CW, which included the properties of the horizontal flow (HF) and vertical flow (VF) type CWs.

INTRODUCTION

In India, the problem of freshwater pollution is raising increasing day by day with domestic sewage and industrial waste discharges being the most critical sources of pollution. Major sources of water pollution include point and non-point sources like discharges from industries and stormwater respectively. Pollution from non-point sources such as agriculture run-off, leaching from waste disposal sites and stormwater is difficult to control, while pollution from point sources can be controlled by different treatment technologies. According to the Ministry of Environment and Forest (2009), the agricultural sector has a predominant impact on water quality. Overuse of chemical pesticides and fertilizers, by farmers due to heavy subsidies, increased per hectare consumption of fertilizers. The higher amount of nutrients applied to crops implies environmental pollution both from runoff (liquid phase) as well as sediment (solid phase) (Zuazo et al. 2004, Divya & Belagali 2012). Removal of nutrients through sediments and runoff water not only declines soil fertility but also causes environmental problems when these nutrients are transported further down the valleys, lakes, and reservoirs (Kin-Che et al. 1997). In India due to low literacy rate among farmers, makes them non-effective to understand the written instructions on pesticide containers which results in an improper application, over application and lack of training are a couple of examples of different ways of reaching pesticides and fertilizers in rivers and water bodies (Abhilash & Singh 2009). Non-point-source pesticide pollution from agricultural areas is widely regarded as one of the greatest causes of contamination of surface waters (Gangbazo et al. 1999, Humenik et al. 1987, Line et al. 1997). Mandal et al. (2012) also studied Runoff, sediment, and nutrient losses from an agricultural field under natural rainfall events in a semi-arid tropical region of India, which contributes to increasing non-point source pollution and the risk of eutrophication in lowland surface water bodies. The average nutrient losses during 2005-2009 were 41.72 kg ha\(^{-1}\) yr\(^{-1}\) for total C, 10.2 kg ha\(^{-1}\) yr\(^{-1}\) for total N, 1.0 kg ha\(^{-1}\) yr\(^{-1}\) for total P, and 20.07 kg ha\(^{-1}\) yr\(^{-1}\) for total K. Loss of soil 560-1010 kg ha\(^{-1}\) yr\(^{-1}\) with 3.9 kg N, 2.1-2.4 kg P and 1.6-10.2 kg K from agricultural soil in a semi-arid region of India was also reported by Mishra et al. (2010). Nitrogenous fertilizers are the main source of \(NO_3^-\) pollution in groundwater and other water bodies (Scheppers et al. 1984). A high concentration of nitrate, ranging from 2.8 to
Human activities, especially those related to agriculture, have resulted in an increase in the production of nitrate in groundwater. Nitrate is very toxic to aquatic life and human health. Nitrate is found in groundwater near agricultural areas and is a result of the application of nitrogen-containing fertilizers and manures on croplands. The present study reported that nitrate concentrations in groundwater samples of Haryana where fertilizer consumption is highest showed high amounts of nitrate in the groundwater (Lunkad 1994). Several studies also reported higher concentrations of nitrate in groundwater samples of different districts (Lakshmanam et al. 1986, Singh et al. 1991, Tamta et al. 1992, Handa 1986, Kumar & Singh, 1988). So for the treatment of such type of wastewater advanced technology was needed which is more environment-friendly, low in cost, and maintenance. In the early 1970s constructed wetlands (CWs) were mainly used for the treatment of domestic or municipal sewage (Vymazal et al. 2006). After the 1990s application was expanded to treat different kinds of wastewater including agricultural wastewaters (Zhou et al. 2004), dairy wastewater (Kern & Brettar 2002), and landfill leachate (Bulc 2006). Most of the initial studies referred to the potential of wetlands for the removal of herbicides and some other organic chemicals (Kadlec & Hey 1994, More et al. 2000). Treatment of wastewater in constructed wetland systems includes various biological and biochemical processes. Thus, constructed wetland technology has been found useful in treating wastewaters of various types in an environmentally friendly manner. The present study is proposed to examine the efficiency of different types of constructed wetland systems to treat various organic and inorganic chemicals present in the agricultural run-off, which is very important in the agriculturally predominant state of Haryana.

MATERIALS AND METHODS

Experimental Setup and Design

Batch mode: Normal washing buckets with a capacity of 15 L and a working volume of 3 L were used in the experiment as CW reactors. The buckets were fitted with rubber tubing, a few centimeters (2") from the bottom, and screw clips were used to close the rubber tubing. Soil and gravel were used as the substrate. The gravels were thoroughly washed with tap water and placed at the bottom of the bucket followed by soil and then gravel again. Macrophytes Canna, Typha, and Eichhornia in single and mixed cultures were used as the wetland plants. Various combinations of the plant species used in vertically constructed wetland reactors were C=CW, T= CW, E= CW, C+T= CW, C+E= CW, E+T= CW, E+C+T= CW, where C represents Canna, T: Typha and E for Eichhornia. CW represents the constructed wetland systems and numbering is given to various reactors with different macrophyte combinations. The experimental plants were acclimatized in reactors containing fresh tap water for 5-7 days under natural environmental conditions. Simulated wastewater was loaded at the surface of the wetland system and collected at fixed time intervals through an outlet of the reactor. Sampling was done every 24 h and the sample was analyzed for various parameters.

Continuous mode: CW reactors made of Stainless Steel (60x30x30 cm) were fabricated for use as Horizontal, Vertical and Hybrid subsurface flow Constructed Wetland systems. For Horizontal flow CWs layer of gravel at the inlet and outlet of the reactor was placed, portioning was done with the help of plates of stainless steel, and the middle part of the reactor was filled with soil for planting the macrophytes. In vertical flow CWs, a layer of gravel at the bottom was followed by a layer of soil, and then again gravel layer was placed. The wastewater was fed into the reactor at a required HRT with the help of a peristaltic pump through the inlet. Both soil and gravel were used as substrates in the reactors which had a working volume of 10 L.

Preparation of Simulated Agricultural Run-off (SAR)

Simulated agricultural runoff was prepared by dissolving Urea, and DAP (Diammonium phosphate) in tap water. The simulated agricultural runoff was characterized for various parameters like pH, orthophosphates, nitrate, and ammonical nitrogen using standard methods (APHA 1995).

Analytical Methods

Simulated agricultural runoff was analyzed for various parameters such as pH, electrical conductivity (EC), using a pH–EC meter, nitrate-nitrogen (NO₃⁻-N) by colorimetric method using brucine sulphanilic acid, total nitrogen (TN), ammonical nitrogen (NH₄⁺-N) by colorimetric method using Nessler’s reagent, phosphate (PO₄³⁻) by molybdenum-blue complex method (APHA 1995). Chlorophyll (a, b and Total) was measured by using Arnon’s (1949) method.

RESULTS AND DISCUSSION

Initial Characteristics of Simulated Agricultural Run-off were Analyzed and given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>8.03</td>
</tr>
<tr>
<td>Phosphate [mg.L⁻¹]</td>
<td>52.6</td>
</tr>
<tr>
<td>Nitrate [mg.L⁻¹]</td>
<td>1.9</td>
</tr>
<tr>
<td>Ammonical Nitrogen [mg.L⁻¹]</td>
<td>34.15</td>
</tr>
</tbody>
</table>
**Change in pH of Batch Treated SAR**

During the experiment pH of simulated agricultural runoff changed from alkaline to neutral in all studied Constructed Wetland systems (CWs). A gradual trend of decrease in pH was observed during the 16 days of the experiment (Fig. 1).

**Removal of Nitrates From Batch-Treated SAR**

In the initial 4 days of the experiment, there was a sharp increase in the concentration of nitrate which could be due to the conversion of ammonical nitrogen into nitrate by nitrifying bacteria present in the CW substrate and root zone of the plants.

After 4 days, the concentration of nitrates started declining (Fig. 2) which may be due to the removal mechanisms; denitrification, storage in the substrate, uptake, and storage in plant biomass in constructed wetland systems (Brix 1993).

Most of the differences in nitrate concentrations in treated run-off from CWs with different types and combinations of plants exceeded the critical difference value (CD = 0.6) showing a significant effect due to plant type present in the CW microcosms (Table 2).

**Change in Ammonical Nitrogen (NH₄⁺-N) Concentration of Batch Treated SAR**

Concentration of ammonical nitrogen was reduced (Fig. 3) to 1.67 mg.L⁻¹, 4.77 mg.L⁻¹, 6.24 mg.L⁻¹, 0.74 mg.L⁻¹, 2.64 mg.L⁻¹, 3.06 mg.L⁻¹ and 2.84 mg.L⁻¹ for CW₁, CW₂, CW₃, CW₄, CW₅, CW₆ and CW₇, respectively, from an initial value.

![Fig. 1: Change in pH of treated SAR in CWs with different wetland macrophytes.](image1)

![Fig. 2: Change in nitrate concentration of treated SAR in CWs with different wetland macrophytes.](image2)

**Table 2: Statistical significance of differences in nitrate concentration after 16d batch treatment by Canna, Typha, and Eichhornia in their different combinations in CW microcosms based on Critical Difference (CD= 0.6).**

<table>
<thead>
<tr>
<th>Canna</th>
<th>C-T</th>
<th>C-E</th>
<th>C-CT</th>
<th>C-CE</th>
<th>C-TE</th>
<th>C-CTE</th>
<th>CT-CE</th>
<th>CT-CTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.9</td>
<td>1.3</td>
<td>27.7</td>
<td>12.1</td>
<td>6.7</td>
<td>30.1</td>
<td>15.6</td>
<td>48.4</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>5.9</td>
<td>5.6</td>
<td>9.1</td>
<td>3.5</td>
<td>4.2</td>
<td>3.5</td>
<td>17.8</td>
</tr>
<tr>
<td>12</td>
<td>3.76</td>
<td>0.57*</td>
<td>6</td>
<td>8.1</td>
<td>0.53*</td>
<td>0.3*</td>
<td>2.1</td>
<td>10.7</td>
</tr>
<tr>
<td>16</td>
<td>1.16</td>
<td>0.41*</td>
<td>2.13</td>
<td>0.13*</td>
<td>1.73</td>
<td>1.33</td>
<td>2</td>
<td>3.3</td>
</tr>
<tr>
<td><strong>Typha</strong></td>
<td><strong>T-C</strong></td>
<td><strong>T-E</strong></td>
<td><strong>T-CT</strong></td>
<td><strong>T-CE</strong></td>
<td><strong>T-TE</strong></td>
<td><strong>T-CTE</strong></td>
<td><strong>TE-CT</strong></td>
<td><strong>TE-CTE</strong></td>
</tr>
<tr>
<td>4</td>
<td>1.9</td>
<td>3.2</td>
<td>29</td>
<td>15.6</td>
<td>18.8</td>
<td>36.8</td>
<td>34.4</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>11.9</td>
<td>0.4*</td>
<td>3.1</td>
<td>9.5</td>
<td>1.8</td>
<td>9.1</td>
<td>8.7</td>
</tr>
<tr>
<td>12</td>
<td>3.76</td>
<td>4.33</td>
<td>6.57</td>
<td>2.1</td>
<td>7.57</td>
<td>0.23*</td>
<td>5.47</td>
<td>5.23</td>
</tr>
<tr>
<td>16</td>
<td>1.16</td>
<td>1.57</td>
<td>2.54</td>
<td>2</td>
<td>1.6</td>
<td>0.4*</td>
<td>0.4*</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Eichhornia</strong></td>
<td><strong>E-C</strong></td>
<td><strong>E-T</strong></td>
<td><strong>E-CT</strong></td>
<td><strong>E-CE</strong></td>
<td><strong>E-TE</strong></td>
<td><strong>E-CTE</strong></td>
<td><strong>ET-CE</strong></td>
<td><strong>EC-CTE</strong></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2.9</td>
<td>29</td>
<td>13.4</td>
<td>5.4</td>
<td>31.4</td>
<td>18.8</td>
<td>32.8</td>
</tr>
<tr>
<td>8</td>
<td>5.9</td>
<td>11.9</td>
<td>11.5</td>
<td>15</td>
<td>2.4</td>
<td>10.1</td>
<td>12.6</td>
<td>21.3</td>
</tr>
<tr>
<td>12</td>
<td>0.57*</td>
<td>4.33</td>
<td>6.57</td>
<td>8.67</td>
<td>1.1</td>
<td>0.87</td>
<td>7.57</td>
<td>12.8</td>
</tr>
<tr>
<td>16</td>
<td>0.41*</td>
<td>1.57</td>
<td>2.54</td>
<td>0.54*</td>
<td>2.14</td>
<td>1.74</td>
<td>1.6</td>
<td>1.3</td>
</tr>
</tbody>
</table>

*Non-significant (p>0.05)
of 34.15 mg.L\(^{-1}\). The highest treatment efficiency (91.8\%) was recorded for CW\(_5\) planted with Canna and Eichhornia plant species in mixed combinations after 16 days of treatment (Table 4). A sharp fall in NH\(_4^+\)-N concentrations in the treated SAR from the beginning suggests the transformation of this form of nitrogen to nitrate, which showed an increase in the beginning.

Most of the comparisons show differences greater than CD, indicating the effects of these different plant combinations to be statistically significant as shown in Table 3.

**Removal of Phosphates from Batch-Treated SAR**

In all the studied CW systems, there was a sharp decrease in the concentration of phosphate right from the beginning of the experiment followed by stabilization with time (Fig. 4). Phosphate concentration reduced from initial 52.64 mg.L\(^{-1}\) to 0.53, 0.73, 0.68, 1.13, 0.21, 1.2 and 0.57 mg.L\(^{-1}\) for CW\(_1\), CW\(_2\), CW\(_3\), CW\(_4\), CW\(_5\), CW\(_6\) and CW\(_7\), respectively showing very rapid and high removal. No significant difference in the removal of phosphate was observed between pairs of constructed wetland microcosms.

Percentage removal efficiency for all the CWs was in the range of 97\% to 99\% with a maximum in CW\(_3\) as shown in Table 4. Inorganic phosphate in dissolved form can form complexes with ligands and these complexes get bound to the soil/media structure through adsorption and precipitation process. While under aerobic conditions, phosphate forms insoluble complexes with hydrous oxides of aluminum, iron, and calcium (Sakadevan & Bavor 1998).

Based on the above results, it may be concluded that all the CWs planted with single or mixed cultures of wetland macrophytes were quite efficient in the removal of different

---

**Table 3: Statistical significance of differences in ammonical nitrogen concentration after 16d batch treatment by Canna, Typha and Eichhornia in their different combinations in CW microcosms based on Critical Difference (CD = 0.6).**

<table>
<thead>
<tr>
<th>Canna</th>
<th>C- T</th>
<th>C- E</th>
<th>C- CT</th>
<th>C- CE</th>
<th>C- TE</th>
<th>C- CTE</th>
<th>CT- CE</th>
<th>CT- CTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7.08</td>
<td>14.6</td>
<td>4.62</td>
<td>0.04*</td>
<td>7.58</td>
<td>10.2</td>
<td>4.58</td>
<td>5.58</td>
</tr>
<tr>
<td>8</td>
<td>4.63</td>
<td>8.91</td>
<td>2.03</td>
<td>1.49</td>
<td>4.6</td>
<td>9.59</td>
<td>3.25</td>
<td>7.56</td>
</tr>
<tr>
<td>12</td>
<td>4.53</td>
<td>7.81</td>
<td>2.01</td>
<td>1.1</td>
<td>4.79</td>
<td>7.22</td>
<td>0.91</td>
<td>5.21</td>
</tr>
<tr>
<td>16</td>
<td>3.1</td>
<td>4.57</td>
<td>0.97</td>
<td>0.93</td>
<td>1.39</td>
<td>1.17</td>
<td>1.9</td>
<td>0.2*</td>
</tr>
</tbody>
</table>

**Typha**

<table>
<thead>
<tr>
<th>T- C</th>
<th>T- E</th>
<th>T- CT</th>
<th>T- CE</th>
<th>T- TE</th>
<th>T- CTE</th>
<th>TE- CT</th>
<th>TE- CTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7.08</td>
<td>7.52</td>
<td>2.46</td>
<td>7.04</td>
<td>0.5*</td>
<td>3.12</td>
<td>2.96</td>
</tr>
<tr>
<td>8</td>
<td>4.63</td>
<td>4.28</td>
<td>2.6</td>
<td>6.12</td>
<td>0.03*</td>
<td>4.96</td>
<td>2.57</td>
</tr>
<tr>
<td>12</td>
<td>4.53</td>
<td>3.28</td>
<td>2.52</td>
<td>3.43</td>
<td>0.26*</td>
<td>2.69</td>
<td>2.78</td>
</tr>
<tr>
<td>16</td>
<td>3.1</td>
<td>1.47</td>
<td>2.13</td>
<td>4.03</td>
<td>1.71</td>
<td>1.93</td>
<td>0.42*</td>
</tr>
</tbody>
</table>

**Eichhornia**

<table>
<thead>
<tr>
<th>E- C</th>
<th>E- T</th>
<th>E- CT</th>
<th>E- CE</th>
<th>E- TE</th>
<th>E- CTE</th>
<th>ET- CE</th>
<th>EC- CTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>14.6</td>
<td>7.52</td>
<td>9.98</td>
<td>14.56</td>
<td>7.02</td>
<td>4.4</td>
<td>7.54</td>
</tr>
<tr>
<td>8</td>
<td>8.91</td>
<td>4.28</td>
<td>6.88</td>
<td>10.4</td>
<td>4.31</td>
<td>0.68</td>
<td>6.09</td>
</tr>
<tr>
<td>12</td>
<td>7.81</td>
<td>3.28</td>
<td>5.8</td>
<td>6.71</td>
<td>3.02</td>
<td>0.6</td>
<td>3.69</td>
</tr>
<tr>
<td>16</td>
<td>4.57</td>
<td>1.47</td>
<td>3.6</td>
<td>5.5</td>
<td>3.18</td>
<td>3.4</td>
<td>2.32</td>
</tr>
</tbody>
</table>

*Non -significant (p>0.05)
nutrients within 16d of the treatment period. But CW5 planted with Canna + Eichhornia plant species showed maximum removal efficiency as compared to other studied CWs.

A perusal of Table 4 clearly shows very high efficiency (79-99%) of the CWMs in treating the run-off (SAR) with maximum efficiency being in the case of CW5 (C+E), which showed 96-98% removal of the major nutrients (PO$_4^{3-}$, NO$_3^-$ and NH$_4^+$).

**Growth and Tolerance of the Wetland Macrophytes in CWs Treating Simulated Agricultural Run-off (SAR)**

The capacity of the wetland macrophytes to tolerate and grow in the high concentration of nutrients and agrochemicals is important since that is going to decide the overall performance of the planted CWs. Therefore, biomass and chlorophyll content of leaves (Chl a, b and total) of the macrophytes and biomass from all the CWs were determined at the initial (0d) and the termination of the experiment (16d), taking biomass and chlorophyll content as an important index of growth and tolerance, changes in these parameters are shown in Fig. 5.

An increase in the chlorophyll content and relative biomass was observed in single and mono culture Canna and Eichhornia macrophytes. Typha plant in monoculture shows a decline in the relative biomass and chlorophyll content, while in combination with Eichhornia macrophyte slight increase in the chlorophyll content and biomass was observed as given in Table 5.

**Treatment of Simulated Agricultural Runoff (SAR) in Constructed Wetland in Continuous mode at Different Flow Rates**

In this experiment different types of Constructed Wetland systems (CWs) viz. Horizontal flow, Vertical flow and hybrid CW were used with different HRTs (2, 4 & 6 days) at corresponding flow rates of 3.4, 1.7 & 1.1 ml/min., to compare the treatment efficiency of simulated agricultural runoff (SAR). *Canna (C) and Eichhornia (E)* (observed best combination plant species from the plant optimization experiment for treatment of SAR in batch mode) in mixed culture conditions were used as the wetland plants, with soil + gravel as a substrate for treatment of the SAR. Characteristics of the SAR are shown in Table 6.

During the experiment pH of the simulated agricultural run-off remained alkaline in all studied constructed wetland systems (CWs), showing minor variations.

**Removal of Phosphate from SAR in HF, VF and Hybrid CW**

Variations in phosphate concentration of the SAR at different HRTs in the Horizontal flow, Vertical flow and Hybrid CW systems are depicted in Fig. 6. At 2d HRT, there was a decline in phosphate concentration from an initial 35.5 mg/L to 18 mg/L, 12.8 mg/L, 11.6 mg/L, 6.4 mg/L, 4.5 mg/L and 3.2 mg/L in the unplanted HF, planted HF, unplanted VF, planted

### Table 4: Nutrient removal efficiency of Constructed Wetland Microcosms (CWMs) with different wetland macrophytes in 16 days’ batch treatment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CW1 (C)</th>
<th>CW2 (T)</th>
<th>CW3 (E)</th>
<th>CW4 (C+T)</th>
<th>CW5 (C+E)</th>
<th>CW6 (E+T)</th>
<th>CW7 (E+C+T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phosphate</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>98</td>
<td>99</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>Nitrate</td>
<td>94</td>
<td>90</td>
<td>96</td>
<td>93</td>
<td>96</td>
<td>79</td>
<td>95</td>
</tr>
<tr>
<td>Ammonial Nitrogen</td>
<td>95</td>
<td>86</td>
<td>82</td>
<td>92</td>
<td>98</td>
<td>91</td>
<td>92</td>
</tr>
</tbody>
</table>

### Table 5: Relative change in biomass of the plants in the CW treating SAR.

<table>
<thead>
<tr>
<th>Macrophyte</th>
<th>C</th>
<th>T</th>
<th>E</th>
<th>CT</th>
<th>CE</th>
<th>ET</th>
<th>ECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Biomass (g)</td>
<td>142</td>
<td>88</td>
<td>114</td>
<td>147</td>
<td>161</td>
<td>110</td>
<td>138</td>
</tr>
</tbody>
</table>

*Initial plant weight was taken as 100.

### Table 6: Characteristics of SAR.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>7.64</td>
</tr>
<tr>
<td>Phosphate (mg.L$^{-1}$)</td>
<td>35.5</td>
</tr>
<tr>
<td>Amm. Nitrogen (mg.L$^{-1}$)</td>
<td>18.3</td>
</tr>
<tr>
<td>Total Nitrogen (mg.L$^{-1}$)</td>
<td>15.5</td>
</tr>
</tbody>
</table>
VF, unplanted Hybrid and planted Hybrid CWs, respectively. At 4d HRT, phosphate concentration decreased from 35.5 mg/L to 14.6, 8.26, 7.28, 3.2, 2.1 and 1.4 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively. At 6d HRT, the concentration of phosphate declined from an initial 35.5 mg/L to 8.03, 5.5, 2.3, 1.9 and 0.4 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively.

Moreover, it was observed that all the planted reactors showed better removal efficiency than the unplanted ones in their respective flow types. This might be due to the root zone effect which somehow enhanced the nitrification process by the release of oxygen in the rhizosphere (Fan et al. 2012).

Maximum removal of phosphate (99%) was observed at 6d HRT, in Hybrid CWs followed by 96% and 91% at 4 and 2 days HRT, respectively (Table 7).

Whereas VF CW showed better phosphate removal compared to HF CW for both planted and unplanted reactors. This indicates the good nutrient removal capacity of VF compared to HF. The phosphate removal efficiency of all types of CWs improved when longer HRT was used which suggests that greater contact times facilitate nutrient removal by CWs (Akratos & Tsihrintzis, 2007).

**Removal of Ammonical Nitrogen**

Variations in ammonical nitrogen concentration of the SAR at different HRTs in the Horizontal flow, Vertical flow and Hybrid CW systems are depicted in Fig. 7. At 2d HRT, there was a decline in ammonical nitrogen concentration from an initial 18.3 mg/L to 12.9, 10.5, 10.4, 6.4, 8.2 and 7 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively. At 6d HRT, the concentration of ammonical nitrogen declined from an initial 18.3 mg/L to 9, 6.9, 7.2, 5.16, 4.7 and 3.6 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively. In this case, also hybrid systems performed best compared to VF and HF. Since, greater removal of ammonical nitrogen indicates the establishment of aerobic conditions in the reactors, it can be deduced that HF CWs probably did not have a sufficient aerobic environment that could facilitate nitrification and hence they showed the least ammonical nitrogen removal. Moreover, it was observed that all the planted reactors showed better removal efficiency than the unplanted ones in their respective flow types. This might be due to the root zone effect which somehow enhanced the nitrification process by the release of oxygen in the rhizosphere.

**Removal of Total Nitrogen from SAR in HF, VF and Hybrid CW**

Change in total nitrogen concentration of SAR at 2d HRT, from an initial 15.5 mg/L to 14 mg/L, 13.4 mg/L, 13.1 mg/L, 12.8 mg/L, 9.4 mg/L and 6.8 mg/L in the unplanted HF, unplanted Hybrid and planted Hybrid CWs, respectively.
planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively. At 4d HRT, total nitrogen concentration decreased from 15.5 mg/L to 11.1, 9.6, 8.9, 7, 6.1 and 4.7 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively. At 6d HRT, concentration of total nitrogen declined from an initial 15.5 mg/L to 7.5, 6.5, 4.6, 3.1 and 1.7 mg/L in the unplanted HF, planted HF, unplanted VF, planted VF, unplanted Hybrid and planted Hybrid CWs, respectively as shown in Fig. 8.

As it is evident from the results that the total nitrogen removal also followed a similar trend to that of removal of ammonical nitrogen. All CW systems showed an appreciable decrease in the concentration of total nitrogen after 6d HRT but planted hybrid CW showed maximum removal efficiency of 89% at 6d, HRT (Table 7). It is therefore considered that all the factors viz. high retention time, presence of vegetation, the microflora of rhizosphere and flow of wastewater in the hybrid system probably played a considerable part in maintaining adequate conditions for nitrification and denitrification which resulted in maximum removal of total nitrogen from wastewater. Arivoli and Mohanraj (2013) also reported that combined nitrification and denitrification along with sedimentation are specific processes for the treatment of nitrogen forms in a vertical flow CWs. Hybrid CW (which includes the properties of HF and VF types of CWs) had maximum removal of all nutrients, 91-99% were very efficient in treating the nutrients present in agricultural run-off (SAR).

Vertical flow CW was found to be more efficient than horizontal flow CW in removing various pollutants at different HRTs. Hybrid CW was most efficient for the removal of all pollutants, showing 91-99% removal of phosphate, 49-80% of ammonical nitrogen 43-89% of total nitrogen (Table 4.10). Removal in VF CWs was in the range of 17-94% and that in HF CWs varied from 14-84%. Planted CWMs showed greater removal than unplanted CWs in all (HF, VF and Hybrid CWs).

CONCLUSION

Based on the above results, it may be concluded that CWs planted with Canna + Eichhornia plant species in mixed cultures were very efficient in treating the nutrients present in agricultural run-off (SAR). Canna indica and Typha latifolia bi-culture showed 96-98% removal of the major nutrients \( \text{PO}_4^{3-}, \text{NO}_3^- \) and \( \text{NH}_4^+ \) from simulated agricultural run-off (SAR) along with an increase in the leaf chlorophyll content and relative biomass Treatment efficiency improved when longer HRTs were used. Hybrid CW (which includes the properties of HF and VF types of CWs) had maximum removal of all nutrients, 91-99% removal of phosphate, 49-80% of ammonical nitrogen 43-89% of total nitrogen.
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ABSTRACT
The ability of the bacterial degradation of low-density polyethylene (LDPE) waste by Lysinibacillus fusiformis isolated from hydrocarbon-contaminated soil was investigated in the present study. The potential of the bacterial isolate to utilize LDPE waste bags of two different thicknesses in a month as a sole carbon source in mineral salt media was assessed. Further, the effect of pretreatment by xylene on the bacterial degradation of LDPE waste bags (0.5 percent w/v) in 30 days was investigated. The isolated Lysinibacillus fusiformis was able to degrade 9.51 percent of LDPE with 30 µm thickness but able to degrade only 1.45 percent of LDPE having 50 µm thickness. The bacterial biomass was 1.77 times higher on LDPE-30 µm containing media in comparison to LDPE-50 µm. The xylene pretreatment of LDPE wastes enhanced the biodegradation efficiency of isolated Lysinibacillus fusiformis to 12.09 and 1.97 percent respectively in 30 µm and 50 µm thick LDPE bags. The xylene pre-treatment improved the bacterial growth on media with LDPE of both thicknesses. The adherence of bacterium on the surface of LDPE was found more on 50 µm thick xylene treated LDPE compared to its untreated LDPE than 30 µm thick LDPE films. The xylene pre-treatment of polyethylene waste had an additive effect on the biodegradation of waste LDPE films with a significant effect on thickness.

INTRODUCTION
The generation and dumping of different types of plastic wastes after consumption into the environment had increased manifold in the present era of expeditious industrialization. The global annual production of plastic is around 400 million tonnes and nearly 8 to 13 million tonnes of plastic wastes are ended with direct ocean dumping (Danso et al. 2019). Out of the total plastics produced, polyethylene and polypropylene are major polymers that comprise 92% of the total production. The natural aging and weathering of plastics from marine dumping or landfilling increased their mobility and were easily incorporated into the food chain, thus adversely affecting the organisms (Sen & Raut 2015). The disposal of plastic wastes in landfills generates hazardous chemicals and in turn, contaminates the groundwater (North & Halden 2013). The microplastics formed from plastic waste had the potential to act as a carrier for the adsorption of recalcitrant hydrophobic toxic chemicals such as polychlorinated biphenyls (de Souza Machado et al. 2018).

The different methods for the management of plastic waste are landfilling, incineration, and recycling, (Peng et al. 2018, Ali et al. 2021). But these conventional degradation methods have their limitations such as the negative impact on climate, space constraints, effect on soil fertility, and leakage of toxic components in water and soil (Hopewell et al. 2009). The indigenous microbial population present in contaminated habitats holds the key to solving most of the challenges linked with the bioremediation of environmental pollutants (Verma & Jaiswal 2016). The microbes having potential for degrading polyethylene is limited. Many studies are focused on searching for polyethylene degrading microbial strains from diverse habitats like oil spillage, sludge, municipal landfills, and plastic dump sites (Duddu et al. 2015, Soud 2019). The bacterial genera namely Pseudomonas, Bacillus, Stenotrophomonas,Ralstonia, Acinetobacter, Streptococcus, Rhodococcus, Staphylococcus, Klebsiella, and Streptomyces are reported for polyethylene degradation (Park & Kim 2019, Shahreza et al. 2019).

The pretreatment of polyethylene including thermal oxidation, UV irradiation, and chemical and mechanical breakdown before the microbial degradation plays an important role in the effective cleanup of these synthetic polymers (Olayan et al. 1996, Raut et al. 2015). The chemical pretreatment increased the availability of the plastic substrate to microorganisms for biodegradation (Balasubramanian et al. 2014, Kundugal et al. 2021). The thickness of dumped polyethylene plastics was in the range of 15-50 µm (Tziour-
The present study attempts to investigate the effect of thickness of low-density polyethylene waste bags on the degradation potential of isolated *Lysinibacillus fusiformis* and also the impact of xylene pretreatment on biodegradation.

**MATERIALS AND METHODS**

**Bacterium Used in Biodegradation Study**

The bacterium *Lysinibacillus fusiformis* used in the present study was previously isolated from the soil contaminated with hydrocarbons collected from areas of coal-fired thermal power facilities in Bathinda, Punjab (Kalia 2015).

**Low-Density Polyethylene Waste Bag Collection**

The low-density polyethylene waste bags used in the present study were collected from local dumping sites in Bathinda, Punjab, India. The polyethylene waste bags were sorted based on thickness into two categories namely LDPE- 30 µm and LDPE- 50 µm. The LDPE waste bags having thicknesses of 30 µm and 50 µm were cut into uniform pieces of 1x1 cm² dimensions.

**Xylene Treatment of Polyethylene Waste Bags**

The LDPE waste bags of 30 µm and 50 µm thickness cut into uniform pieces of 1x1 cm² were subjected to xylene treatment by boiling for 15 min. The LDPE waste bags after xylene treatment was subjected to ethanol washing followed by drying in a hot air oven at a temperature of 60°C. The xylene pretreated samples were stored at room temperature and used for evaluating the effect of xylene on biodegradation study by the bacterium (Das & Kumar 2015).

The untreated (control) and xylene-treated waste LDPE films of 30 µm and 50 µm thickness were analyzed by FT-IR spectroscopy (FTIR Bruker, Model: Tensor 27) to detect the changes in surface functional groups on polyethylene in the spectral range of 4000-600 cm⁻¹ (Albertsson et al. 1987, Sudhakar et al. 2008).

**Biodegradation of Waste Polyethylene by *Lysinibacillus fusiformis***

The mineral salt media used in the present biodegradation study contained (NH₄)₂SO₄, K₂HPO₄ and NaCl in 1 g.L⁻¹, MgSO₄·7H₂O in 0.5 g.L⁻¹, CaCl₂·2H₂O in 0.002 g.L⁻¹, KH₂PO₄ in 0.2 g.L⁻¹, ZnSO₄·7H₂O, MnSO₄·H₂O and CuSO₄·5H₂O in 0.001 g.L⁻¹ with pH maintained at 7 (Das & Kumar 2015).

The degrading efficiency of bacterial isolate *Lysinibacillus fusiformis* was tested by supplementing waste LDPE bags of two thicknesses, 30 µm and 50 µm at 0.5 percent (w/v) in the mineral salt medium as the sole carbon source (Gilan et al. 2004, Balasubramanian et al. 2014). The biodegradation study of untreated and xylene-treated waste LDPE bags was performed with isolated *Lysinibacillus fusiformis* in a 250 mL Erlenmeyer flask incubated in a rotatory incubator shaker at 30°C and 180 rpm for 30 days. The weight loss of polyethylene bags of two thicknesses from initial weight was used to measure the biodegradation efficiency of *Lysinibacillus fusiformis*.

The waste LDPE samples collected from the culture media after the degradation study was washed with aqueous sodium dodecyl sulfate solution (2% v/v) followed by distilled water washing (Gilan et al. 2004). The weight loss of the films from initial to final weight indicated the degradation as per the formula given below.

\[
\text{Biodegradation (\%) =} \frac{\text{initial weight} - \text{final weight}}{\text{initial weight}} \times 100
\]

**Growth of Isolated Lysinibacillus Fusiformis on Low-Density Polyethylene Waste Bags**

The bacterial population on the surface of untreated and xylene treated LDPE was estimated from the amount of extractable protein present on the samples. The LDPE samples were collected from the growth medium at 5 days intervals. The samples were boiled for 30 min in 0.5 N NaOH, centrifuged and the supernatant was collected. The protein concentration was determined spectrophotometrically by the Lowry method (Lowry et al. 1951).

**Statistical Analysis**

The biodegradation study was conducted in triplicates. The statistical analysis for testing of significance by ANOVA single factor and correlation studies were carried out.

**RESULTS AND DISCUSSION**

**Waste Polyethylene Biodegradation Potential of *Lysinibacillus fusiformis***

The *Lysinibacillus fusiformis*, previously isolated from hydrocarbon-contaminated soil was able to grow in the liquid, mineral salt medium enriched with waste LDPE- 30 µm and LDPE- 50 µm films as sole carbon sources without any treatment. The biomass growth was measured in terms of protein content confirming the growth on the surface of both LDPE waste bags (Fig. 2). The 30 µm thick LDPE waste bag had more *Lysinibacillus fusiformis* growth than the 50 µm thick bags. The increase in growth of *Lysinibacillus fusiformis* from incubation was 2.01 and 2.19 times respectively for 30µm and 50µm thick LDPE wastes in 5 days. The growth on the 15th day on the LDPE 30 µm and LDPE- 50µm films
were 62 percent and 42 percent higher than on the 10th day of incubation. The bacterial proliferation got reduced further and only an 8.16 percent increase in protein concentration was reported from 25 to 30 days period of bacterial growth using untreated LDPE-30 µm films in vitro. The protein concentration on the 20th day was 32 percent higher than on the 15th day of incubation. Further, a decrease in the rate of increase in protein concentration and was only a 12 percent increase was noticed in the next five days in 30 days of incubation using waste LDPE-50 µm films. The thickness of LDPE had a significant effect on bacterial proliferation and the more the thickness, the lower the growth. The LDPE films are hydrophobic in nature and restrict the easy attachment of microbes. A few bacterial strains were able to synthesize biosurfactants with an emulsifying activity that reduced the surface and inter-surface tension to increase the polymer bioavailability (Hassanshahian et al. 2014).

Subsequently, after initial bacterial attachment on the polymer surface, the Lysinibacillus fusiformis was able to utilize 1.17 percent of supplied LDPE-30 µm films in 10 days. But the degradation of LDPE-50 µm films in 10 days was only 0.55 percent of the incubated concentration. The degradation percentage of Lysinibacillus fusiformis was increased by 3.96 times in the next 10 days of incubation in growth media enriched with waste LDPE-30 µm films in comparison to an increase of 0.62 percent in LDPE-50 µm. Further increases in degradation percent in 30 days for LDPE-30 µm and LDPE-50 µm were 4.38 percent and 0.28 percent respectively.

The bacterial isolate was able to utilize 9.51 percent and 1.44 percent of the untreated waste LDPE-30 µm and LDPE-50 µm films in vitro respectively in 30 days (Fig. 3). The bacterial isolate Lysinibacillus fusiformis was able to accumulate 1.78 times more protein concentration and 6.58 times more degradation from untreated LDPE-30 µm films than LDPE-50 µm films as the sole carbon source. The bacteria with polyethylene degrading capabilities isolated from contaminated environments were also reported by Duddu et al. (2015). The adherence of the bacterial population on the surface of LDPE had a significant effect on the degradation pattern (Montazer et al. 2018). The bacterial strains from hydrocarbon-contaminated sites marked the presence of catabolic genes that encode alkane hydroxylases needed for polyethylene degradation (Gilan et al. 2004, Tanase et al. 2013, Lima et al. 2019).

The comparatively lesser growth and low degradation of LDPE-50 µm films were due to the higher thickness. The increase in polymer thickness decreased the contact between the surface exposed to the hydrolytic enzyme and microbial attachment, thereby reducing the degradation rate (Yang et al. 2005). The higher thickness also reduced the oxygen diffusion in the core of the polymer and thereby reduced the degradation rate (Lin & Anseth 2013).

**Effect of Xylene Treatment on Biodegradation of Polyethylene Waste Bags**

The waste LDPE-30 µm and LDPE-50 µm films were further subjected to xylene treatment. The xylene treatment fragmented the polymer and converted it to powder (Fig. 1). The structural changes in the high-density polyethylene by pretreatment of p-xylene were reported by Blackadder & Keniry (1972). The dissolution of LDPE by xylene as a safe pretreatment method was reported by Wong et al. (2014). The solubility of high-density polyethylene and polypropylene in xylene was also studied by Richards (1946) and Arkan et al. (2017).

The structural changes in the polyethylene were analyzed by the FTIR analysis of the powdered polymer after xylene treatment. The FTIR spectra of untreated LDPE films had peaks at 723 cm⁻¹ (C–H), 1086 cm⁻¹ (C=O stretch), 1459 cm⁻¹ (CH₂ bending) and 2,660 cm⁻¹ (CHO stretch). This was in accordance with the peaks obtained for the IR spectrum of LDPE reported by Das & Kumar (2015). The spectra of LDPE films treated with xylene were shown some different peaks. The FTIR spectra of xylene-treated LDPE-30 µm (X_LDPE-30 µm) film showed peaks at 1484, 2872, and 3426 cm⁻¹. The powdered LDPE-50 µm films after xylene treatment (X_LDPE-50 µm) had marked peaks at 1375, 1459,
2832, 2876, 2959, and 3426 cm$^{-1}$. The changes in the peaks value for every functional group and generation of new peaks in xylene-treated LDPE films confirmed the changes in the structure by the treatment of xylene.

The bacterial isolate was able to adhere to the xylene-treated LDPE films supplied in the culture broth. The treatment with xylene improved the growth in both 30 µm and 50 µm thick LDPE wastes. The biomass increase in *Lysinibacillus fusiformis* after xylene treatment was 2.54 and 2.39 times for 30 µm and 50 µm thick LDPE wastes respectively in 5 days. The xylene treatment of waste LDPE- 30 µm and LDPE- 50 µm films increased the biomass growth as evident from extractable protein concentration was 21 percent and 27 percent respectively than the untreated films of LDPE-30 µm and LDPE- 50 µm by *Lysinibacillus fusiformis* in 10 days of incubation (Fig. 2). The percent increase in protein concentration on xylene treated LDPE- 30 µm was 21 percent in 10 days which decreased to 10.78 percent in 30 days in comparison to untreated LDPE- 50 µm. Interestingly the percent increase in protein concentration on xylene treated LDPE- 50 µm was 28 percent in 10 days which increased to 41.5 percent in 30 days in comparison to untreated LDPE- 50 µm.

The biodegradation of xylene treated LDPE-30 µm and LDPE- 50 µm films by *Lysinibacillus fusiformis* were 12.09 percent and 1.97 percent respectively after 30 days of incubation (Fig. 3). The xylene treatment of the waste polyethylene films had an additive effect on biodegradation as it increased the degradation percentage of LDPE- 30 µm and LDPE- 50 µm films to 27.15 and 36.21 percent than the untreated LDPE films respectively. The xylene treatment of waste LDPE films improved the bacterial biomass (protein concentration) by 10.78 and 41.50 percent than the untreated waste LDPE- 30 µm and LDPE- 50 µm films respectively. The biodegradation of xylene treated LDPE wastes was highly significant with thickness. The biomass growth was highly correlated with biodegradation of untreated and xylene treated LDPE of 30 µm and 50 µm thickness.

The biofilm formation significantly increases the biodegradation potential of the bacterial isolate (Balasubramanian et al. 2010). The improvements in protein concentration and a weight loss percentage of LDPE- 30 µm and LDPE- 50 µm films were attributed to the structural changes induced by the xylene treatment before incubation with *Lysinibacillus fusiformis*. The dissolution of polyethylene films using xylene fragmented the polymer and resulted in changes in molecular weight distribution and morphology. The pattern of biodegradation of LDPE was similar to the reports of Albertsson (1980) and Das & Kumar (2015).

The pre-treatment helped to increase the availability of LDPE to microorganisms (Cornell et al. 1984, Koutny et al. 2006). The chemical treatments of polyethylene increased the polymer susceptibility for microorganism by inducing functional groups on the polyethylene surface that favors the microbial attachments (Chaudhary & Vijayakumar 2020).

![Fig. 2: Effect of xylene treatment on protein concentration in media inoculated with *Lysinibacillus fusiformis* using untreated and xylene pretreated waste LDPE- 30 µm and LDPE- 50 µm films.](image-url)
**CONCLUSION**

The isolated *Lysinibacillus fusiformis* had the potential to degrade the low-density polyethylene. The efficiency of biodegradation varied with the thickness of LDPE. The xylene treatment was found to enhance the biomass growth on the LDPE surface with a faster degradation. The naturally occurring microbial strain with abiotic pretreatment help in the biodegradation of more recalcitrant organic pollutants more efficiently and effectively.
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ABSTRACT
Waste generation is becoming increasingly prominent in the environmental arena due to the increase in population and living standards of life. Dioxin and Dioxin-related compounds are a set of hazardous chemicals that are ubiquitously distributed. Polychlorinated dioxins are introduced into our surroundings by both spontaneous and induced activities like combustion, incineration of waste, recycling of e-waste, and paper and pesticide manufacturing. They are chloroaromatic compounds that are found to be lethal and possess carcinogenic properties and are one of the primary examples of persistent environmental pollutants (POP). Removal of these compounds from the environment is very challenging due to their recalcitrant nature. An alternative technique is the use of microbial technology which includes the use of bacteria and fungi to detoxify the dioxins that are considered to be a more effective, economical, and environmentally sustainable alternative. Different microbial interactions were studied for their degradation potential. Polychlorinated dibenzo-p-dioxin and furans (PCDD/F) are found to be degraded by bacteria by adopting either aerobic or anaerobic pathways and the details regarding the diversity, distribution, bioremediation potential, metabolic pathway have been analyzed. This review provides an overview of the source of contamination, its potential toxicity assessment, and various bioremediation techniques that are employed are discussed in detail. It also highlights the nanoremediation technique - a promising tool in which nanoparticles are used in the treatment of toxic organic pollutants.

INTRODUCTION
The environment is highly contaminated by various toxic chemicals due to several anthropogenic and industrial activities that often release organic and inorganic pollutants into the surrounding environment that accumulate as highly toxic pollutants. Any substance uncommonly present in the environment in a higher concentration than the acceptable level that is hardly subjected to biodegradation is termed xenobiotics (Mathew et al. 2017). In the present world scenario, the term dioxin is gaining much importance due to its persistent and toxic characteristics. Dioxins and Dioxin-like compounds (DLC) are chemical compounds that include PCDD/F depicted by the chlorine atom arrangement (Kulkarni et al. 2008) and polychlorinated biphenyls (PCB) that are considered to be persistent organic pollutants. These compounds are found to be highly toxic and possess carcinogenic properties. Once these toxic compounds have been generated, they can pertain to the soil, sediment, and dump yards of E-waste for the distant future. Dioxins possess the potential to sustain in the environment for a longer duration when absorbed onto clay and the organic content of the soil matrix due to its hydrophobic nature (Thi et al. 2019, Srogi 2008).

Dioxin structure consists of two benzene rings linked by an oxygen atom. For PCDD, the aromatic ring is linked by two oxygen atoms and for PCDF, the ring is connected by a carbon bond and oxygen ring. Dioxins have a high melting point and low vapor pressure (Srogi 2008a). Among various categories of dioxin congeners, only 7 out of 75 PCDD congeners, and 10 out of 135 PCDF congeners have dioxin-like toxicity. Their level of toxicity is calculated by the positioning of chlorine atoms (Kulkarni et al. 2008b). Among the dioxin derivatives, the highly toxic compound known is 2,3,7,8- tetrachlorinated dibenzo-p-dioxin (Nguyen et al. 2021) and is labeled as a human carcinogen by the International Agency for Research on Cancer (ICAR) (Srogi 2008b). These chemicals are top-ranked as one of the persistent organic pollutants (POP) often specified as the “Dirty dozen” (Weber et al. 2008). Dioxins are found to possess toxic, carcinogenic, and mutagenic properties (Saibu et al. 2020a). Polychlorinated dibenzo-furan isomers have also been reported in various media like soil, and sediment in many industrialized areas. Fig. 1 depicts the structure of PCDD and PCDF with their possible number of congeners.
SOURCE, ORIGIN AND TOXICITY OF DIOXINS

PCDD/F are formed through various natural and human activities. Various sources of dioxin contamination are summarized in Fig. 2. Accidental events such as volcanic eruptions, forest fires, and house fires result in dioxin emissions to a limited extent (Kulkarni et al. 2008, Ruokojärvi et al. 2000). Dioxins are unintentionally released as a by-product during various anthropogenic activities which include combustion of chlorinated compounds, incineration of residues from household and production sectors (Mukherjee et al. 2016, Tuppurainen et al. 1998), bleaching of pulp and paper mill (Rosenberg et al. 1994, Thacker et al. 2007) metallurgical process (Buekens et al. 2001, Łechtańska et al. 2017), dumping of e-waste (Dai et al. 2020). Burning of PCDD and PCDF are also produced as a micropollutant during the chlorination of Pentachlorophenol (PCP) which was initially used as a wood preservative. Agent Orange – a known herbicide containing dioxin profusely used during the Vietnam war in the 1960s remains a significant environmental threat and greatly affects human beings (Thi et al. 2019). In the Luoi Valley of Vietnam, soil, animal tissue, and human blood were found to contain increased levels of the most toxic dioxin molecule, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) (Dwernychuk et al. 2002, Thi et al. 2019).

Toxic equivalence quantities (TEQs) are used to express the toxicity of dioxin where TCDD is rated as 1 and the fraction of this for other less toxic congeners (Kulkarni et al. 2008d). The concentration of Dioxin-like compounds (DLC) in the environment is determined by the Dioxin toxicity equivalence.

HEALTH HAZARDS DUE TO DIOXIN-POLLUTED ENVIRONMENT

![Fig. 1: Chemical structure of PCDD and PCDF with their possible congeners (Bunge & Lechner 2009a).]

![Fig. 2: Major sources of dioxins in the environment.]
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Dioxin being inadequately incinerated is released into the soil and aquatic sediment bioaccumulates in the fatty tissues of animals. Humans are exposed to dioxin mainly through food, accounting for more than 90% of dioxin exposure. The lipophilic nature of dioxin is high in the fat of animals and fishes and that results in the presence of dioxin in food and dairy products (Rathoure 2018). Exposure to TCDD is reported to cause epigenetic modification and relative toxicity. Similarly, the experimental data conducted in cell line and animal studies has resulted in a decreased male/female ratio in offspring (Viluksela & Pohjanvirta 2019). The et al. (2020), studied and proved that the perinatal exposure to dioxin subsequently affected the learning ability of children particularly boys. It has also been reported that exposure to dioxin has a detrimental effect on human health which includes simple skin lesions to altered hepatic function, as well as the immune, nervous, and endocrine systems functioning adversely. Dioxin can percolate the blood-brain barrier and attack the nerve cells directly exerting a toxic effect on the central nervous system (Miyazaki et al. 2016).

IMPORTANT OF BIOREMEDIATION FOR DIOXIN-CONTAMINATED SOIL

Removal of highly recalcitrant dioxin and dioxin-like compounds from the environment is much demanding. Their persistent nature has become a major global concern. Therefore, remediation of such highly contaminated areas is required. Diverse methods and technologies have been devised and adapted which can be categorized into three broad groups: Physical, chemical, and biological treatments (Binh et al. 2016). Physical and chemical treatments include incineration and thermal desorption method, photolysis, radiolytic treatment using gamma rays, alkaline dehydrochlorination, Fenton treatment, and usage of different oxidants and reductants (Haglund 2007, Hrabák et al. 2016). Although incineration has been an inexpensive technique for maximum destruction of dioxin when compared to other physico-chemical techniques, treating a massive amount of contaminated soils and sediment has its own disadvantages. This paved a way for a biological alternative (Wittich 1998). Biological treatment which includes biodegradation of dioxin-contaminated soil using microbial diversity which is capable of degrading dioxin is given more importance, especially from the ecological and economical point of view(Binh et al. 2016). It is one of the promising alternatives to clean up dioxin-contaminated soil due to its low-cost performance when compared to others. The microbiological approach involves a sustainable and cost-effective treatment for the PCDD/F contaminated soil (Chen et al. 2013). Nam et al. (2008) evaluated the removal of PCDD/F from the fly ash, a major source of dioxin contamination using a biocatalyst that contains bacterial and fungal consortia capable of degrading dioxin. The above treatment resulted in 68.7% removal of PCDD/F in 21 days.

MECHANISM AND APPROACHES OF MICROBIAL REMEDIATION OF DIOXINS

Biodegradation utilizes microorganisms to break down the potentially hazardous chemical substances into less/nontoxic smaller compounds using its metabolic or enzymatic mechanism. The extent of biodegradability greatly relies on the toxicity, the concentration of the contaminants, the type of microorganism involved, and the properties of the contaminated soil. The concentration of the contaminants can be reduced by both aerobic and anaerobic mechanisms. (Kao et al. 2004). The key difference between them is that the aerobic degradation takes place in lower chlorinated congeners while the anaerobic pathway takes place in highly chlorinated congeners(Kulkarni et al. 2008e). The microbial consortium and fungal remediation are also found to be useful in degrading chlorinated DD/F(Chen et al. 2013, Dao et al. 2021). The products of the catabolic reaction should be further mineralized because incomplete degradation of such compounds can result in more toxic metabolites than the primary substrate (Kao et al. 2004).

Aerobic Biodegradation of Dioxins

In aerobic conditions, the microorganism involved in degrading the dioxins undergoes an oxidative degradation pathway. The two main pathways in oxidative degradation are lateral and angular dioxygenation. The initial is the addition of two hydroxyl groups into the ring structure using the enzyme dioxygenase; the resultant is transformed into cis-hydrodiols. Both angular and lateral deoxygenation systems are found in species of different phylogenetic groups (Nojiri & Omori 2002, Saibu et al. 2020b)

Bacterial strains possessing the ability to degrade DD and DF were isolated and characterized (Habe et al. 2001). Sphingomonas wittichii strain RW1 was the extensively researched organism that can degrade dioxin based on metabolic processes. The organism isolated from the enriched culture was inoculated with the water sample obtained from the Elbe river. The organism underwent angular dehydroxylation and the catechol thus obtained was found to be cleaved by Sphingomonas wittichii strain RW1(Wittich et al. 1992). Saibu et al. (2020a) isolated dioxin degrading bacterial strains from polluted soil. Among 17 strains isolated, two strains displaying better metabolic competencies were selected and the organisms were identified as Bacillus sp. SS2 and Serratia sp. SSA 1 and the percentage of removal of dibenzofuran...
were found to be 93.87% for SS2 and 2,8 – dichlorodibenzo-furans and 2,7 – dichlorodibenzo-p-dioxin it was 86.22% and 82.30% respectively. Other bacterial strains that are found to be capable of DD/DF biodegradation and their congeners belong to Rhodococcus and Terrabacter (Iida et al. 2002), Geobacillus sp. UZO 3 (Suzuki et al. 2016), Burkholderia cenocepacia strain 869T2 (Nguyen et al. 2021), and Pseudomonas mendocina NSYSU (Lin et al. 2017). Quensen & Matsumura (1983) studied the oxidative degradation of 2,3,7,8 TCDD by B. megaterium and Norcardiopsis sp. They concluded that the solvent used greatly influences the degree of metabolism. Janibacter terrae strain XJ-1 isolated from sediment degraded dibenzofuran aerobically by using them as a sole source of carbon and energy and produced gentisic acid as final products with several metabolites as intermediates (Jin et al. 2006).

Anaerobic Biodegradation of Dioxins

One of the most favorable techniques for detoxification of highly chlorinated dioxin is reductive dechlorination. Highly chlorinated congeners are difficult to be degraded by aerobic pathways. Such compounds can be successfully degraded by an anaerobic mechanism. The reductive dechlorination process removes the chlorine from the aromatic ring anaerobically. Microorganism uses different molecular strategies to cleave the carbon-halogen bond. In the absence of oxygen, the microbial communities metabolize the organic compound using alternate electron acceptors (dehalorespiration). The absence of the electron acceptor has a direct impact on the degradation of the organic compounds (Bossert et al. 2005). Microbial dehalogenation of the various organic compounds has been observed in organisms from anoxic estuarine and marine sources (Rodenburg et al. 2017, Vargas et al. 2001). The corresponding fully dechlorinated or partially dechlorinated product is more susceptible to further degradation by both aerobic and anaerobic techniques. Bacteria related to the genus Dehalococcoides were found to undergo reductive dechlorination of highly chlorinated dioxins to a much lower chlorinated compound (Bunge & Lechner 2009b). In another study, a microcosm was built to analyze the dechlorination mechanism of sediments contaminated with PCDD/F taken from the historically contaminated site of the Kymijoki River. It was spiked with 1,2,3,4-Tetrachloro dibenzofuran and the result showed that the sediment contained indigenous microorganisms capable of dechlorinating the dioxin (Kuokka et al. 2014).

Mycoremediation of Dioxins

Degradation of dioxin is found to be carried out by various ligninolytic fungi isolated from soil (Dao et al., 2019). The organisms that are capable of degrading the most complex polymer, lignin, using an extracellular enzyme which includes lignin peroxidase and manganese peroxidase, have the potential to degrade most recalcitrant compounds including polychlorinated dioxins (Field et al. 1993). Furthermore, the fungus has the ability to absorb and biotransform hazardous contaminants. Biodegradation of dioxin by microorganisms was first reported by white-rot fungi Phanerochaete sorta YK-624 (Kanan & Samara 2018). Bumpus et al. (1985) evaluated the biodegradation potential of P. chrysosporium in degrading the 2,3,7,8-TCDD. Takada et al. (1996) reported that P. sorta could degrade highly chlorinated dioxins and furans. Table 1. gives the details of various fungi and their biodegradation ability of various dioxin congeners.

Table 1: Dioxin degrading fungi with their degradation potential of various congeners.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Compound degraded</th>
<th>Duration</th>
<th>Percentage of degradation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigidoporus sp. FMD21</td>
<td>2,3,7,8- Tetrachlorodibenzo-p-dioxin</td>
<td>50 days</td>
<td>79.9%</td>
<td>(Dao et al. 2021)</td>
</tr>
<tr>
<td>Phanerochaete chrysosporium OGC101</td>
<td>2,7- Dichlorodibenzo-p-dioxin</td>
<td>27 days</td>
<td>50%</td>
<td>(Valli et al. 1992)</td>
</tr>
<tr>
<td>P. velutina, Stropharia rugosoannulata, Gymnopilus luteofolius</td>
<td>Polychlorinated dibenzo-p-dioxin/Furan</td>
<td>77 days</td>
<td>67%</td>
<td>(Anasonye et al. 2014)</td>
</tr>
<tr>
<td>Phlebia brevispora</td>
<td>1,3,6,8- Tetrachlorodibenzo-p-dioxin</td>
<td>90 days</td>
<td>50%</td>
<td>(Kamei et al. 2009)</td>
</tr>
<tr>
<td>P. sordida YK-624</td>
<td>Polychlorinated dibenzo-p-dioxin/Furan</td>
<td>14 days</td>
<td>76% 70%</td>
<td>(Takada et al. 1996b)</td>
</tr>
<tr>
<td>Pleurotus pulmonarius</td>
<td>Polychlorinated dibenzo-p-dioxin/Furan</td>
<td>72 days</td>
<td>96%</td>
<td>(Kaewlaoyoong et al. 2020)</td>
</tr>
<tr>
<td>Panellus styticus</td>
<td>2,7- Dichlorodibenzo-p-dioxin</td>
<td>40 days</td>
<td>100%</td>
<td>(Sato et al. 2002)</td>
</tr>
</tbody>
</table>
Dioxin Removal by Composting Microorganisms

Compost-mediated bioremediation is a biological process based on combining the feedstock with contaminated soil, where the compost matures, which ultimately results in the degradation of the pollutant (Semple et al. 2001). Co-composting is regarded as one of the efficient methods for the degradation of the recalcitrant compounds into less toxic compounds with the aid of microorganisms (Covino et al. 2016, Mattei et al. 2016). The potential composting relies on various factors like microbial metabolism, moisture content, temperature, pH, nutrients, and the density of bulking agent (Semple et al. 2001). Lin et al. (2018) studied the degradation of dioxin-contaminated soil by using a composting technique using food waste. The results showed that 70% of PCDD/F was successfully degraded in 49 days with initial TEQ 6048 ng-TEQ/kg was reduced to 1604 ng-TEQ/kg. The author concluded that thermophilic degradation can be used to degrade dioxin. Huang et al. (2019) examined the organisms involved in co-composting and found that after 42 days of composting the degradation was around 75% and the toxic equivalent quantity (TEQ) was reduced from 16.004 ng-TEQ kg⁻¹ to 1916 ng-TEQ kg⁻¹ day⁻¹. Beesley et al., (2010) state that the use of compost enhances the efficiency of degrading the PAH-contaminated soil by 25%, and their phytotoxicity test ensures that the amendment has increased the shoot length. Narihiro et al. (2010) used a developed fermentor which yielded a 15 – 16% reduction during remediation. Molecular studies revealed three major phylogenetic groups including Acidaminobacter, Dehalococccoides, and Rhizobium were present. Tran et al. (2020) suggested that the biodegradation of dioxin-contaminated sites can be carried out using bacteria obtained from aerobic composting with the removal efficiency of 81% in 35 days. The 16s RNA sequencing indicated that the organism belongs to Bacilli, Actinobacteria, Clostridia, Gammaproteobacteria, and Alphaproteobacteria. It provides an easy and safe method for remediation of dioxin-contaminated soil.

DEGRADATION OF DIOXINS IN MICRO COSMS

A microcosm is a miniaturized ecosystem model representing a portion of the natural environment under controlled laboratory conditions, therefore, representing microbial diversity (Cravo-Laureau & Duran 2014, Grenni et al. 2012). Microcosm experiment provides some advantages namely i) simple, cost-effective ii) maintaining replicates easily and manipulating the growth condition for maximum degradation results iii) identifying microbial community present in the natural environment inheriting the ability to degrade the pollutant (Salam et al. 2015). Chen et al. (2013) conducted an experiment in the PCDD/F contaminated soil to detect the bioremediation potential of various microorganisms by constructing a microcosm. Microbial activity was stimulated in a closed microcosm by adding oxygen and additional nutrients. Nearly 100% and 95-98% reduction was observed in Octachlorodibenzo-p-dioxin (OCDD) and Heptachlorodibenzo-furans (H7CDF) respectively after six weeks and no significant reduction in Octachlorodibenzo-p-dioxin (OCDD) within 12 weeks. In the second batch microcosm, the bacterial consortium from the first batch was added to the fresh medium with 50 mg OCDF powder and the degradation efficiency for OCDD was 82.1% and 87.9% for OCDD demonstrating the microbial community present in the microcosm enhanced the degradation of highly chlorinated PCDD/F.

In an experiment conducted by Lin et al. (2017) the biodegradation potential of a novel strain, Pseudomonas mendocina NSYSU in OCDF polluted soil was studied through a microcosm under anaerobic conditions. A batch of seven different microcosms was set up. Upon incubation of 64 days, it was observed that 59% of OCDF was degraded in a batch containing the P. mendocina NSYSU and sterile soil, a 23% reduction was observed in the batch containing P. mendocina NSYSU and unsterile soil, and no reduction was observed in control batch.

NANOREMEDIATION OF DIOXINS

The concept of accelerating the removal of hazardous environmental contaminants (organic or inorganic pollutants) using a cost-effective treatment process led to the development of nanobioremediation (Cecchin et al. 2017). Nanobioremediation uses a combined effort of nanoremediation with microorganism-mediated biological treatment to clean up the recalcitrant environmental pollutants. In recent times, the use of nanoparticles is gaining greater importance in different fields of research due to their unique physiochemical properties which include a large surface area, the surface modification which ultimately results in increased reactivity, and better remediation performance (Chauhan et al., 2020, Guerra et al. 2018). Zero-valent(ZVI) iron is a widely used nanomaterial to treat sites contaminated with hazardous compounds (Galdames et al. 2020). Kim et al. (2008) evaluated the ZVI potential of nanoparticles in PCDD degradation. The results obtained show that the palladized ZVI shows three times increased dechlorination potential when compared to unpalladized ZVI. Binh et al. (2016) studied the 2,3,7,8- TCDD biodegradation using sequentially enriched microorganisms obtained from dioxin-contaminated soil with Carboxymethylcellulose (CMC) coated NZVI in a sequential anaerobic degradation followed by aerobic treatment. The results showed 58% degradation of the toxic compound.
CONCLUSION AND FUTURE PROSPECTIVES

The past century has witnessed an uncontrolled growth of industries and rapid urbanization that resulted in the massive contamination of the environment and one among them are dioxins. Their persistence is a global threat and immediate measures are to be taken to reduce their level in the environment. Their structural complexity makes them resistant to degradation. The environment is a niche containing a richness of species which is a reservoir of thousands of diverse microorganisms having various potentials including degradation of hazardous environmental pollutants. The current status of the bioremediation of dioxin shows promising results for biodegradation and detoxification of highly chlorinated dioxins. This review provides an opportunity to study microorganism and their mechanism in degrading the pollutant. Different techniques in bioremediation are also discussed in detail. The uncovered part of the study is the isolation of microorganisms from extremes of the environment and conduct of transcriptome, metagenomics, and proteomics studies, and the use of engineered organisms for carrying dioxin metabolizing enzymes for better efficiency of remediation. Further research has to be extended by involving molecular techniques to find a wide range of microorganisms that possesses the potential to reduce high levels of dioxin in the soil. The Nanobioremediation technique is an emerging versatile technique that possesses the potential in treating the most toxic environmental pollutant. The use of nanomaterials along with the microorganism has proven to show high efficiency in degrading hazardous pollutants. Therefore, the advancement in the use of nanobioremediation would also promising technique for remediation of environmental challenges.

REFERENCES


Priyanka Mary Sebastian and K.V. Bhaskara Rao
Vol. 21, No. 3, 2022 • Nature Environment and Pollution Technology

Vol. 21, No. 3, 2022 • Nature Environment and Pollution Technology
tion of 1, 3, 6, 8-tetrachlorodibenzo-p-dioxin and fungal treatment of contaminated paddy soil by white rot fungus Phlebia brevispora. Chemosphere, 75(10): 1294-1300.


Effects of Cadmium on Superoxide Dismutase Activity in Reed Leaves

Haifu Li*, Chengjiu Guo*, Fangli Su* and Lifeng Li**(***†)
*College of Water Conservancy, Shenyang Agricultural University/Liaoning Provincial Key Laboratory of Soil Erosion and Ecological Restoration, Shenyang, Liaoning, 110866, China
**College of Science, Shenyang Agricultural University, Shenyang, Liaoning, 110866, China
***Liaoning Panjin Wetland Ecosystem National Observation and Research Station, Panjin, Liaoning, 124112, China
†Corresponding author: Lifeng Li; syaulhf@syau.edu.cn

ABSTRACT

Industrial polluted water has become an important water source for irrigation in the majority of constructed wetlands or even natural wetlands in China. The shortage of clean water resources has raised concerns about the potential accumulation of heavy metals, such as cadmium. Plants stressed by high levels of cadmium can increase the activity of superoxide dismutase. We have identified a positive correlation between the superoxide dismutase activity and the cadmium content of reed leaves in the wetland. Regression analysis confirmed that the superoxide dismutase activities fit a logistic curve. The logistic model was then applied to describe the superoxide dismutase activity, estimating parameters under different levels of cadmium stress. According to the findings, higher cadmium concentrations would cause the superoxide dismutase activity to increase at a higher intrinsic rate, have a lower environmental capacity k, and have lower inflection points. The dynamic model predicted an acceptable cadmium concentration of less than 3mg.kg⁻¹. At this concentration, reeds could develop and grow satisfactorily in the presence of cadmium. Therefore, the concentration of cadmium in the irrigated water of polluted water in mine sites, papermaking wastewater, or other industrial wastewater should be less than or equal to 3mg.kg⁻¹ to ensure the normal growth of reeds in related wetlands.

INTRODUCTION

The rapid development of industry and agriculture has led to a shortage of water resources for irrigation, especially because agricultural practices account for 70% of the total water withdrawn from freshwater resources (Koehler 2008, Xu et al. 2020). Using wastewater for irrigation can thus help in minimizing freshwater use for agriculture. Irrigation with treated wastewater improved plant growth, reduced mold infection rate, and increased the productivity of poor soils (AlMomany et al. 2019). Consequently, treated industrial wastewater has been increasingly used to irrigate wetlands. However, the remaining contaminants present in wastewater can threaten the growth of wetland plants as well as the environment (Qadir et al. 2007). Such heavy metals in polluted water are not prone to microbial or chemical degradation, which may not only lead to the accumulation of metals in soil but also may result in excessive uptake of the contaminants by plants (Dhiman et al. 2020, Khan et al. 2015). Plants uptake metals via roots and transport them into various plant tissues, where their presence triggers physiological, as well as genetic changes (Ahmad et al. 2016).

Superoxide dismutase (SOD) and peroxidases are antioxidant enzymes that protect cells against the damaging effects of reactive oxygen species. Antioxidant enzymes mainly include superoxide dismutase (SOD), superoxide dismutase (POD), catalase (CAT), ascorbate peroxidase (APX), etc. The SOD is responsible for the disproportionation of excessive production of H₂O₂ and O₂. The POD, CAT, and APX are then responsible for decomposing H₂O₂ into H₂O and O₂ (Bowler et al. 1992, Elster 1982). It shows that SOD activity is the first response indicator of plant resistance to stress compared with other antioxidant enzymes, which can indicate the feedback of plants to environmental stress. The environmental factors that influence SOD activities in plants include season changes, illumination, and moisture content. One of the promptest effects, when plant cells are exposed to toxic concentrations of heavy metals, is the production of reactive oxygen species (ROS), the generation of O₂⁻ leads to the formation of H₂O₂ via the action of SOD and in the cell wall class III peroxidases catalyze the oxidation of various substrates (via the peroxidative cycle), which results in cell wall cross-linking and growth arrest (Passardi et al. 2004).

Heavy metal cadmium (Cd) influences antioxidant activity in plants mainly by the production of high levels of reactive oxygen (Assche and Clijsters, 1990). This effect varies with factors such as concentration, duration of
Cd increase the activities of SODs and peroxidases, which are thought to serve an antiperoxidative function in reeds (Wang et al. 2002). SOD activity under Cd stress is also influenced by the stage of growth in reeds. An increase in Cd\(^{2+}\) concentration from 0.2 to 0.6 mmol.L\(^{-1}\) considerably reduces antioxidant activity in reed seedlings (Di et al. 2007). A concentration of 17.6\(\mu\)mol.L\(^{-1}\) significantly increased SOD activity in reed leaves during the heading period (Alfadul and Al-Fredan, 2013). Concentrations up to 100 \(\mu\)mol.L\(^{-1}\) significantly increased SOD activity in the leaves of broad beans during germination (Issam et al. 2012). A Cd concentration of 10 \(\mu\)mol.L\(^{-1}\) inhibited growth and increased SOD activity in Arabidopsis seedlings, but a concentration of 1 \(\mu\)mol.L\(^{-1}\) had no significant effect on SOD activity (Issam et al. 2012). Other studies have shown that excessive nickel stress leads to the peroxidation of the cell wall of basmati rice seedlings, which causes a reduction in the germination rate of rice (Khan et al. 2015). Therefore, determining the tolerable concentration of heavy metals in plants is the key to the application of wastewater irrigation wetlands.

Reeds are the main species in wetlands and can efficiently absorb such pollutants as heavy metals and nutrients from the water imported by the rivers or slope runoff (Ren et al. 2010). In the previous studies of our research group, it was found that the concentration of cadmium treatment, the duration, and the growth period of reeds all have significant effects on SOD and POD activities in reed leaves. Among them, POD activity exhibits a linear change characteristic, which is difficult to indicate the feedback of plants to stress. However, SOD activity presents more complex changes. Therefore, an in-depth study of the kinetic characteristics of SOD activity can analyze the response of plants to external stress and determine the mechanism of cadmium resistance in reeds.

In this study, we experimentally investigated the effects of different Cd concentrations on activities of SOD in reed leaves. We developed a dynamic model to determine the maximum reaction rates and inflection points of SOD activity at different Cd concentrations. The study aimed to explore the responses of reeds to Cd stress and to provide a theoretical basis and technical support for the wise use of the polluted water in mine sites, papermaking wastewater, or other industrial wastewater to irrigation wetlands and the restoration of degraded wetlands.

**MATERIAL AND METHODS**

**Materials**

The reeds as the heavy metal hyperaccumulator plant were used in this study to explore the impact of Cd pollution on plant growth. The experimental material reeds were collected in April 2019 from the core area of the Liaohe estuarine wetland in the city of Panjin, Liaoning Province, China. Unergminated reed rhizomes with healthy buds were also collected, cut into pieces 30 cm in length, wrapped in soil-laden sacks, and sprinkled with water to keep the roots wet. The plants were taken to the test field at Shenyang Agricultural University and transplanted into experimental buckets. The soil was collected from the Water Conservancy Comprehensive Experimental Site of Shenyang Agricultural University. The soil type was meadow soil, with a pH of 8.47, organic-matter content of 1.12%, and a density of 1.03 g·cm\(^{-3}\). The Cd content in the soil was lower than the detection limit by ICP and has not been detected, which showed there was no Cd in the soil.

**Experimental Design**

To clarify the effect of different concentrations of Cd stress on the growth of reeds, this study set 6 concentration gradients as C1(1 mg.kg\(^{-1}\)), C2(2 mg.kg\(^{-1}\)), C3(3 mg.kg\(^{-1}\)), C4(4 mg.kg\(^{-1}\)), C5(5 mg.kg\(^{-1}\)) and control concentration C0(0 mg.kg\(^{-1}\)) according to the preliminary soil and wastewater investigation in Fushun West Open-pit Mine. A certain amount of CdCl\(_2\).2H\(_2\)O was mixed into air-dried soil in each barrel based on the set concentration gradient to explore the effect of Cd pollution on the growth of reeds more effectively.

Three replicates were set for each concentration, and the collected reed rhizomes were planted in 18 white steel buckets marked with the corresponding concentration under a ventilated and photo permeable rain shelter. The planting density of reeds was controlled at an average of 10 plants per experimental bucket. The reeds were transplanted into each barrel from the wetland test facility on April 12th, 2019. Tap water was added to the barrels and maintained at a level 5 cm above the soil. The tap water contained no Cd.

Six fully expanded healthy reed leaves were collected randomly from each experimental bucket according to the corresponding concentration markers at the end of each growth stage of reeds. The collected samples were stored in an ice bag and brought back to the laboratory for pretreatment quickly.

The reed’s growth stages were divided as follows: germination stage (Mid-April to early May), leaf expansion stage (Mid-May to early June), rapid growth stage (Mid-August-early September), heading stage (Mid-August-early September) and maturation stage (Mid-September-October) according to the growth and development process of reeds under local climate conditions of Shenyang.
Sample Collection and Processing

**SOD activity**: One gram of fresh leaf of reeds in phosphate buffer was ground in a mortar in an ice bath. The homogenate was centrifuged, and enzymes were extracted from the supernatant. Enzymatic activity was determined by the nitroblue tetrazolium (NBT) method, where 50% inhibition of NBT photochemical reduction per unit time is regarded as one unit of activity (Wang et al. 2002).

**Cd content**: Three healthy leaves from each barrel were steamed, dried, crushed (refer to Wang 2005) for information on phytotreatment and decomposition), and placed into three 100 mL plastic bottles individually. The Cd concentrations of the samples were determined by inductively coupled plasma atomic emission spectrometry.

An inductively coupled plasma emission spectrometer (Thermo iCAP 7000 Series) was used to determine the concentrations of Cd in the wastewater and plant samples. A national standardized solution containing 32 metal elements was purchased from a Chinese standard material website.

**Data Processing and Analysis**

In a limited environment, the physiological changes in plants follow a logistic pattern (Ding et al. 2009), and its differential form is:

\[
\frac{df}{dt} = rf((k - f)/k) \quad \ldots (1)
\]

In the above formula, \(f(t)\) is the enzyme activity at the time \(t\), which represents the SOD activity in this study specifically. \(r\) is the intrinsic growth rate, which represents the potential growth capacity, \(k\) is the environmental capacity, which represents the upper limit of enzyme activity.

When \(f(0) = f_0\), let \(a = \frac{k - f_0}{f_0}\), which represents the influence of initial conditions on enzyme activity and integrate (1) into an explicit functional form:

\[
f(t) = \frac{1}{(1/k + e^r/k) \cdot e^{-rt}} \quad \ldots (2)
\]

Introduce parameter \(a\) instead of \(k\), let

\[
a = rt
\]

Obtained Bartlett form:

\[
f = \frac{k}{(1 + e^{-r(t-\frac{t_m}{2})})} \quad \ldots (4)
\]

When \(t = \frac{t_m}{2}, f = \frac{k}{2}\) is the maximum sustained activity of the enzyme, and the moment \(t_m\) is the time when the inflection point of the Logistic curve is located. The inflection point is always reached \(f = \frac{k}{2}\).

**RESULTS AND DISCUSSION**

The Effects of Cd on SOD Activity in Reed Leaves

SOD activity is affected by such factors as illumination, temperature, water content, and the presence of heavy metals. The influence of the different Cd concentrations on SOD activity in reed leaves at the five stages of growth is shown in Fig. 1.

SOD activity in the leaves generally increased with Cd concentration. The variation in SOD activity increased as the plants matured.

In the whole stage of physiological, with levels C0 and C1, the changes in SOD activity were not significant, with levels C2, C3, C4, and C5, SOD activity increased and have a significant difference from the contraposition (P<0.05),
indicating that factors such as illumination did not cause significant changes in SOD activity. The significant changes in SOD activity were thus likely caused by Cd concentration.

Different concentrations of Cd led to significant changes in SOD activity at different stages of growth. The variation in SOD activity was similar at C3, C4, and C5, and SOD activity was higher at maturation than at the heading stage. SOD activity was lowest at germination. The increases in SOD activity were significant at C2 in the rapid-growth, heading, and maturation stages. SOD activity changed little at C0 and C1 in the germination and leaf expansion stages. At C1 and C2, SOD activity tended to first increase and then decrease. Plants under Cd stress typically resort to resistance measures to adapt to adverse environments. If the stress is too large and exceeds the limit of tolerance of the plants, the health of the plants will weaken until death occurs.

The Kinetic Analysis of SOD Activity in Reed Leaves under Cd Stress

Cd concentration was used as an impact factor and then for trend analysis of the intrinsic rate of increase in SOD activity and carrying capacity. These analyses allowed us to determine the quantitative relationships between Cd concentration and carrying capacity or the intrinsic rate of increase. Regression equations were derived from the logistic curves (Table 1).

The relationship between Cd concentration and carrying capacity is:

\[ k = -0.0528x^3 + 7.3488x + 12.4 \quad (R^2=0.972) \]

The relationship between Cd concentration and intrinsic rate of increase is:

\[ v_x = -0.0005x^3 + 0.0438x + 0.1229 \quad (R^2=0.991) \]

Applying these values to equation (4), we can derive the dynamic equation of SOD activity under Cd stress:

\[ f = \frac{-0.0528x^3 + 7.3488x + 12.4}{1 + e^{\left(0.0005x^2 + 0.0438x + 0.1229\right) t}} \quad \ldots(5) \]

where \( x \) is Cd concentration (in units), \( t \) is time, \( a \) is a constant representing initial conditions, and \( v_x \) is the intrinsic rate of increase.

Comparing equation (4) with the regression equations (Table 1), we could derive the parameters \( a, v_x, \) and \( k \) of SOD activity in reed leaves at different Cd concentrations and then use equation (5) to derive the parameters \( t_m \) and \( k/2 \) (Table 2).

Table 2 indicates a positive correlation between Cd concentration and intrinsic rate of increase in SOD activity in reed leaves. In contrast, Cd concentration is negatively correlated with carrying capacity, Michaelis constant, and inflection point. The ability of the reeds to react to Cd stress thus increased as Cd concentrations increased. If concentrations are too high, though, the reaction of the plants to Cd will lower the maximum continuous activity. At a Cd concentration of 5 mg kg\(^{-1}\), the inflection point (7.85) occurred at the end of July when the rate of increase in SOD activity was highest. At a Cd concentration of 4 mg kg\(^{-1}\), the inflection point (8.60) occurred in the middle of August. Reeds are at the heading stage at this time, and the plants’ resistance to Cd stress is at its peak. Beyond this point, resistance declines, and biomass and absorption of Cd increase. At concentrations of 3 or 2 mg kg\(^{-1}\), the inflection points were 10.04 or 12.07, respectively, which occurred in October or December. Reeds are mature at this time and are ready
to be harvested, so Cd will have little impact on biomass. The limiting concentration of Cd on SOD activity is thus 3 mg·kg\(^{-1}\). At this concentration, the reeds still respond to Cd, which will have little effect on increases in biomass. Cd is fully absorbed at a time when biomass increases the most and economic benefits are highest.

CONCLUSIONS

1. SOD activity in reed leaves increased as Cd concentrations increased under laboratory conditions. The variation in SOD activity was significant at different concentrations of Cd and different growth stages. Over the entire growth period, SOD activity reacted similarly to Cd concentration. SOD activity at the various growth stages showed the general trend of C5>C4>C3>C2>C1>C0, illustrating that Cd stress favored increases in SOD activity in reed leaves.

2. The changes in SOD activity at different Cd concentrations followed a logistic curve. The experimental results indicated that the intrinsic rate of increase rose with increasing Cd concentration, but the variation in carrying capacity decreased, and the inflection point was extended.

3. The quantitative relationships between Cd concentration and the intrinsic rate of increase and the carrying capacity of SOD activity in reed leaves were determined. These were expressed as logistic curves to establish the dynamic equation of state for the variation of SOD activity under Cd stress. This equation identified a limiting Cd concentration of 3mg·kg\(^{-1}\) on SOD activity. At this concentration, reeds can effectively respond to Cd stress and grow satisfactorily. Therefore, the concentration of cadmium in polluted water used to irrigate reed wetland should be less than or equal to 3mg·kg\(^{-1}\) to ensure the normal growth of wetland plants. The result has an important practical guiding role in the environmental remediation of chromium-polluted mining areas, the purification of papermaking wastewater, and other biological treatment of industrial polluted water bodies.
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ABSTRACT
Evaluation of hydrological components in the water balance study is important in planning and maintaining a sustainable watershed to understand the hydrology of the river sub-basin/watershed. This study was carried out to estimate the water balance components in the watershed of the Ghataprabha sub-basin using the hydrological model SWAT (Soil and Water Assessment Tool). The river watershed was further delineated into 35 sub-basins comprising 542 hydrological response units (HRUs). A monthly calibration and validation study has been performed. Statistical model performance indicators, coefficient of determination ($R^2$), and Nash & Sutcliffe (1970) efficiency (NSE) were used to correlate the monthly observed discharge data and monthly simulated discharge data. $R^2$ of 0.75 and NSE of 0.63 for calibration and 0.7 and 0.65 for validation respectively, indicated the satisfactory performance of the model simulation on monthly simulation of flow. Monthly average water balance components (Precipitation, Evapotranspiration, Stream flow, Water yield) were estimated for the watershed.

INTRODUCTION
The geographical variations, land use land cover changes, water usage policies and strategies, and climatic variations along with uneven distribution of rainfall with irregular frequency influence the driving mechanism of water resource planning and management, quality and quantity of water body spatially and temporally. The rise in population exerts pressure on the demand for production of more yield, and rising temperature day by day causes an inadequate supply of water for various needs such as irrigation, drinking purposes, domestic usage, manufacturing, and treatment sites. In this respect, it is necessary to quantify the geographical changes and demographical changes spatially and temporally in the study area to understand the hydrology in the watershed to meet the various objectives set to fulfill the need for domestic and commercial purposes and to achieve sustained management of water resource spatially and temporally. The present study made utilization of remotely sensed tools with geographic information system (GIS) techniques for hydrological modeling and water resource assessment with an evaluation of water balance components. Models are classified into three types; empirical, conceptual, and physical models based on the model structure, algorithm, and data availability. Models are also categorized based on the spatial variability of the catchment area which is lumped, semi-distributed, and distributed. The model has to be chosen based on the objective of the study, data availability, and model simplicity (Sitterson et al. 2014). The physically-based hydrological model considers the land use land cover, topography, and management practices spatially and temporally, thus it makes it easy to interpret the effects of various driving factors on the hydrological system in the study area. SWAT is one such a physically-based continuous time scale, a semi-distributed model which has been widely used as a hydrological model to simulate climate change, surface runoff, sediment transportation, and nutrients loading (Arnold et al. 2012, Moriasi et al. 2007, 2012, Neitsch et al. 2002). Many studies have been performed to estimate the average annual and monthly average flows (Erhui et al. 2016, Rederick et al. 2018 Xu et al. 2013).

One of the studies calibrated and validated the hydrological model SWAT using performance indicators and estimated the average annual water balance components and concluded that there was variation in the soil storage and evapotranspiration caused more loss of water from the watershed (Shawul et al. 2013, Gupta et al. 2020). It was found that 57% of precipitation melted into the lake and it was a major cause of expanding the catchment. Glaciers melt
for lesser evaporation (Adnan et al. 2019). The researcher carried out a water balancing components study using SWAT and SWAT CUP for hydrological simulation in the Tandula (India) reservoir catchment to overcome the lack of water supply for the paddy growth, which boosts the economy of the people in the area since it was known for the cultivation of paddy and covering 86% of the area of the catchment (Jaiswal et al. 2020). Evaluation of snowmelt in the river was one of the great works to estimate the water balance components at mountain glaciers and 25% was lost as evapotranspiration from the river (Dhami et al. 2018). The objectives of the study were to standardize the SWAT model and to estimate the water balance components for the monsoon season in the watershed of the Ghataprabha sub-basin.

MATERIALS AND METHODS

Study Area

The sub watershed lies between 15°45’ to 16°20’ N & 74°0 to 75°5’ E in the Ghataprabha basin, India (Fig. 1). Common soil types are gravelly sandy clay loam and clay. The area of the watershed is 4717 km². The average slope is 22°. The climate in the watershed is typical of a semiarid environment. Most of the basin receives monsoon rainfall. Rainfall shows high seasonal variability. The average annual precipitation is 633.07 mm.

Datasets

The various types of data to be given as input to the model were digital elevation model (DEM), Soil data, land use/land cover, and weather data like precipitation, temperature, and discharge data. A 32 m DEM tiles were obtained from the Bhuvan website, India. Land use/land cover data was obtained from the Arc-SWAT website (Indian dataset for SWAT 2012). Soil data (Soil HWSD FAO (worldwide data)) was derived from the Arc-SWAT website (Indian dataset for SWAT 2012). Weather Data includes Precipitation, Temperature, relative humidity, solar radiation, and wind speed data obtained from the Arc-SWAT website. Daily river discharge data from 1990 to 2011 is collected from the water resource information system (WRIS), India.

Methods

The Soil and Water Assessment Tool (SWAT) was used for hydrological simulation of the flow in the study (Arnold et al. 2012). The model setup involved preparation of data, formation of sub-basin, defining HRUs, analysis of sensitive parameters, calibration, and validation. The river sub-basin was further delineated into 35 sub-basins comprising 542 hydrological response units (HRUs) Using the DEM (Fig. 2(a)). The soil data, land use land cover data, and the meteorological data between 1975 and 2016 were given as input to the model, SWAT model was run to simulate the monthly stream flow from 1990 to 2016. Soil, Land use land cover, and slope maps were prepared (Fig. 2(b), 2(c), 2(d), 2(e)). The simulation period was split as spatially to perform the validation at a different site (Arnold et al. 2012). The calibration period was from 2007 to 2011 for the Lolasuru station and the validation period was from 2007 to 2011 for Hudli. The sensitivity of the parameters was tested by using ArcSWAT during the calibration of the model. The calibrated parameters were used during the validation of the model.

The simulated and observed flow were compared and the model performance was evaluated using $R^2$ and NSE [12].

\[ R^2 = \frac{\sum (O_i - \bar{O})(S_i - \bar{S})^2}{\sum (O_i - \bar{O})^2 \sum (S_i - \bar{S})^2} \] …(1)

\[ NSE = 1 - \frac{\sum (O_i - S_i)^2}{\sum (O_i - \bar{O})^2} \] …(2)

Where $O_i$ and $S_i$ are observed flow and simulated flow values in the month $i$, respectively, $\bar{O}$ and $\bar{S}$ are the average values of observed flow and simulated flow respectively. Model performance was accepted as satisfactory if NSE > 0.55 and $R^2$ > 0.7 for monthly flow and as good if NSE > 0.7 and $R^2$ > 0.8 (Moriasi et al. 2015).

RESULTS AND DISCUSSION

The simulated results were compared with observed data as shown in Fig. 3. The simulated flow peaks were not
properly matching with observed datasets. The value of $R^2$ for observed and flow-out discharge from the scattered plot is 0.71 (Fig. 4). Comparatively lesser $R^2$ indicates the scope for model tuning is available to ensure accurate hydrological data for the study area.

Calibration was done for five years starting from -2007 to 2011 to match simulated results with observed data values. The sensitive parameters were identified and adjusted to obtain better calibration (Fig. 5). This is confirmed by knowing the $R^2$ and NSE values between observed values and simulated results and must be within the allowable limits.

<table>
<thead>
<tr>
<th>Table 1:</th>
<th>Sensitive Parameter</th>
<th>Fitted Value</th>
<th>Min. Value</th>
<th>Max. Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CN2</td>
<td>86</td>
<td>35</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>SOL_AWC</td>
<td>0.13</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>ESCO</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>EPCO</td>
<td>0.95</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>SURLAG</td>
<td>0.5</td>
<td>0.1</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 1 shows the adjusted parameters during the calibration of the model.
The sensitive parameters were identified during the calibration of a model and adjusted to rate the performance of the model using $R^2$ and NSE. $R^2$ of 0.75 (Fig. 6), the NSE of 0.63 for calibration and 0.7 (Figs. 7 & 8), and 0.65 respectively for validation as shown in Table 2. Statistical parameters indicated the satisfactory performance of the model simulation on the flow of monthly time period (Moriasi et al. 2015).

**Water Balance Components**

Variation in the hydrological process of any system contributes to the difference in impoundment of storage in the watershed. Water balance is the driving mechanism for these variations to take place in the study area. SWAT model was simulated again after the calibration and validation to ensure the best simulation available to carry out the water balance study. The SWAT output file provided the monthly average of various water balance components. The comparison study of various hydrological components such as precipitation, evapotranspiration, stream flow, and water yield for the monsoon season is represented graphically (Fig. 9). Estimated water

<table>
<thead>
<tr>
<th>S.No</th>
<th>Model</th>
<th>$R^2$</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Calibration</td>
<td>0.75</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>Validation</td>
<td>0.7</td>
<td>0.65</td>
</tr>
</tbody>
</table>
balance components accounted for 53% of precipitation, 10% of evapotranspiration, 32% of stream flow, and 13% of water yield (Fig. 10).

CONCLUSION

The model was calibrated and validated. The calibration and validation of the model for the study area were done with reference to observed data obtained from WRIS, CWC, and the Government of India. The calibration was carried out for the year 2007-2011 for Lolasuru station and the period from 2007-to 2011 was used to validate the process for Hudli station. The model was also simulated with only default parameters, and it showed satisfactory results before calibration. Still toning of the model was available to ensure the best simulation to carry out the water balance study. During calibration, it was found that CN2, SOL_AWC, ESCO, EPCO, and SURLAG were the most sensitive parameters in the study area. With the default parameters, the results were found to be reasonable, and they improved after calibration,
the $R^2$ and NSE values for calibration were 0.75 and 0.63 and for validation, it was 0.7 and 0.65 which indicates that the model’s performance was satisfactory. Further water balance components study was done. The monthly average contribution of precipitation was 53% causing the stream flow of 10%, with the loss of water due to evapotranspiration was 32% and water yield was accounted for 13% through the estimation of mean monthly stream flow. The result showed that there was more loss of water due to evapotranspiration due to rising temperature. It also means that there was enough water accumulation in the area due to the precipitation. To avoid more evapotranspiration losses, the best watershed management practices can be installed to store this water as groundwater storage through infiltration. The study of the water balance components helps in accounting for inflow and outflow of water, estimating the proper water supply, also estimates the future supply for the agricultural, commercial, or domestic purposes, and in the assessment of the hydrological study.
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ABSTRACT

Changes in land use might affect the combined C, N, and P stoichiometry in soil. The Plain Afforestation Program, which converts low-yield croplands or abandoned lands into forest, shrub, and/or grassland, was a famous land reforestation project in Beijing. To clarify the spatial distribution, stoichiometric characteristics, and controlling factors of carbon (C), nitrogen (N), and phosphorus (P), four typical Plain Afforestation forests including Robinia pseudoacacia, Pinus tabuliformis, Ailanthus altissima, and Salix matsudana plantations were selected in Yongding River plain afforestation area, Beijing. Leaf, litter, and soil C, N, and P concentrations and their stoichiometric relationships were analyzed. The results showed that the concentrations of N and P in the four plantations were in order of R. pseudoacacia > A. altissima > S. matsudana > P. tabuliformis in leaf and litter. Compared with leaves, the concentrations of C for P. tabuliformis were highest. The concentrations of N and P, as well as N:P for R. pseudoacacia plantation, were significantly higher than those for the other plantations. C and N concentrations were the highest in surface soil (0-10 cm), and C:N and C:P both demonstrated the trend of litter-soil in the plantations with the exception of S. matsudana. The total N concentration of leaf was positively correlated with that of litter in the four plantations. Overall, our findings suggested the growth of R. pseudoacacia, P. tabuliformis, and S. matsudana was mainly restricted by P, while that of A. altissima was constrained by N. In addition, it is a feasible method that uses nitrogen fertilizer when tending the artificial forest in the plain area.

INTRODUCTION

Stoichiometry is a science that studies the balance of multiple chemical substances in biological systems and ecological processes in the context of ecology (Drenovsky et al. 2019). Elser et al. (2007) have extensively explored the causes and consequences of these constraints under the terminology of ecological stoichiometry. The study of the Stoichiometry measurement ratio of vegetation carbon (C), nitrogen (N), phosphorus (P), and the level of community nutrient supply can reveal the relationship between nutrient supply characteristics and vegetation development in various regions (Agren 2004). The ratio of nitrogen and phosphorus is a very important indicator of the absorption ability of N and P elements by plants (Cleveland & Liptzin 2007). There is considerable empirical evidence that the change of C, N, and P in the soil can feed back the effectiveness of soil nutrients, and the change of C, N, and P in leaf also affects soil nutrients (Elser et al. 2003, Güsewell et al. 2006, Brant et al. 2015). Ecological stoichiometry has provided an integrative solution to measure changes in C, N, and P within a plant at a time (Makino et al. 2003). Changes in C:N and C:P influence C fixation and exhaustion in diverse ecosystems, thus making both ratios important indices to assess N or P use efficiency. Previous research has highlighted a diverse set of geochemical and ecological factors that can influence the identity and nature of C:N:P stoichiometry in particular ecosystems (Tessier & Raynal 2003). It is reasonable that the ratios of nutrients in the plant tend to be constant finally in a specific situation and may vary as the environment changes (Fanin et al. 2013). In monoculture plantation environments, stand age is key because of nutrient transformations from leaves, litter, and soil over time scales of 10-20 years. At present, most knowledge about the change in the ecological stoichiometry of elements is derived from studies across space, while only a few are touched. Many studies demonstrated the interactions between the season, vegetation type, and structure (See et al. 2015). Soil nitrogen affects phosphorus recycling: foliar resorption and plant-soil feedbacks in a northern hardwood forest. Ecology 96: 2488-2498), and soil properties affect microbial nutrient immobilization under a Mediterranean-type climate to influence the biogeochemical cycles for C, N, and P in Mediterranean forest ecosystems (Wright et al. 2010). To date, studies on the soil C, N, and P stoichiometry at different
In China, widespread ecological degradation has constrained sustainable socio-economic development in recent decades, particularly before the end of the 20th century (Fu et al. 2002). Since the 1950s (Uchida et al. 2009, Zhao et al. 2014), the Chinese government has made great efforts to afforestation and restore ecosystems (Chang et al. 2011, Bui & Henderson 2013). More than 9.27 million ha of cropland and abandoned land have been afforested in China through the “Plain Afforestation Program” (PAP). The afforestation area in the afforestation Plain of north China lacks available phosphorus, and the rapid development of industrialization and urbanization in this area leads to the phenomenon of high nitrogen deposition (Lü 2012, Cui et al. 2015). The status and ratio characteristics of nitrogen and phosphorus in vegetation and soil need to be further studied. Although the initial goal of the PAP was to control soil erosion, the program strongly affects the C, N, and P cycling in soil. However, few studies have reported the soil C, N, and P stoichiometries under PAP. To clarify the spatial distribution, stoichiometric characteristics, and controlling factors of carbon (C), nitrogen (N), and phosphorus (P), four typical forests including Robinia pseudoacacia (R. pseudoacacia), Pinus tabuliformis (P. tabuliformis), Ailanthus altissima (A. altissima), and Salix matsudana (S. matsudana) plantations were selected in Yongding River plain afforestation area, Beijing. This study aims to accomplish the following: a) illustrate the distribution of the soil C:N, C:P, N:P values under the PAP; b) establish the changes in the soil C:N, C:P, N:P values after the change in land use; and c) study the factors driving the changes in the C:N, C:P, N:P ratios.

**MATERIALS AND METHODS**

**Study Area**

The study area is located in Beijing (39°30′13.99″ N, 116°15′26.54″ E). It features 30-45 m above sea level. The climate of this area belongs to a warm temperate semi-arid continental monsoon climate. The annual average temperature is 11.5°C, the precipitation is 568.9 mm, the rainfall is mainly concentrated in July and September, and the annual average humidity is 63%-68%. Before the implementation of the Plain Afforestation Program, the study area was the sand wasteland, the lotus root land of potholes, and the land for conversion of farmland to forest. Its own land force is relatively weak compared with the natural forest, mainly distributed in light loamy brown tide soil and sandy loam soil, and the pH value is 8.8-9.1. The forests are all same age(6a), including *R. pseudoacacia*, *P. tabuliformis*, *A. altissima*, *S. matsudana*, Ginkgo biloba, Acer truncatum, and *Ulmus pumila* (Table 1).

**Plant Sampling**

Each tree in the selected quadrat was measured to measure the altitude, longitude, latitude, soil thickness, planting density, average tree height, and average crown in August 2019. Three standard trees were randomly selected in each standard quadrat. Each standard tree was collected from four directions of the upper, middle, and lower three levels of the crown with a high branch as a sample, the mature leaves with healthy growth were used. According to the five-point method of plum blossom, a representative 100 cm × 100 cm litter quadrat is set under each quadrat to collect litter. At the end of September, two layers of soil (0-30 cm due to the shallow soil layer in the study area) are collected at the place where litter samples are collected. After the soil sample is fully mixed, the soil sample of the afforestation site is collected outside the afforestation area according to the same method.

**Measurement and Calculation**

The litter in the samples was harvested using the harvest method, weighed after being mixed, marked for drying in an oven at 8°C, and the leaves and litter were crushed by a plant crusher. The mixed soil sample of topsoil (0-10 cm) was taken from the sample of litter using the soil drilling method. After the soil sample was air-dried, stones, roots, and other impurities were removed, and ground using a 0.16 mm mesh screen. Organic C was measured by the potassium dichromate / sulphuric acid mixture titration method. Total N was measured by using the semi-micro Kjeldahl method with a Kjeldahl Auto-analyser (KDN-102C, Shanghai, China). Total P was measured by using the HNO3 digest-Mo-Sb antispetrophotography method with a spectrophotometer (UV-2102 PCS, Shanghai, China) (Table 2). The ecological

<table>
<thead>
<tr>
<th>Plantation type</th>
<th>Altitude [m]</th>
<th>Average DBH [cm]</th>
<th>Average tree height [m]</th>
<th>Canopy density</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>R. pseudoacacia</em></td>
<td>40</td>
<td>13.6</td>
<td>5.8</td>
<td>0.78</td>
</tr>
<tr>
<td><em>A. altissima</em></td>
<td>41</td>
<td>13.3</td>
<td>6.9</td>
<td>0.85</td>
</tr>
<tr>
<td><em>P. tabulaeformis</em></td>
<td>38</td>
<td>11.1</td>
<td>5.1</td>
<td>0.65</td>
</tr>
<tr>
<td><em>S. matsudana</em></td>
<td>36</td>
<td>17.1</td>
<td>11.1</td>
<td>0.80</td>
</tr>
</tbody>
</table>
stoichiometric ratios of C, N, and P were calculated as organic C vs. total N (C:N), organic C vs total P (C:P), and total N vs. total P (N:P).

**Statistical Analysis**

Excel 2016 was used for mapping, SPSS 19.0 was used for one-way variance analysis and Pearson correlation analysis, Duncan’s test method was used for LSD multiple comparisons of relevant indexes, and the differences in stoichiometric ratios among stands and between cuts were analyzed using One-Way ANOVAs. Where there were no significant effects, the average was compared using a One-Way ANOVA, and $P = 0.05$ was used as the benchmark for a significant difference.

**RESULTS**

**Contents and Stoichiometric Ratio of C, N, and P in Leaves of Different Forests**

Fig. 1 shows that the content of C in leaves of R. pseudoacacia, P. tabulaeformis, A. altissima, and S. matsudana forest were 354.19, 331.67, 393.23, and 411.21 g.kg\(^{-1}\), respectively. The leaf N content of R. pseudoacacia forest, Ailanthus altissima forest, P. tabulaeformis forest, and S. matsudana forest showed the change of R. pseudoacacia forest (22.82 g.kg\(^{-1}\)) > Ailanthus altissima forest (17.24 g.kg\(^{-1}\)) > S. matsudana (16.97 g.kg\(^{-1}\)) > P. tabulaeformis forest (11.3 g.kg\(^{-1}\)). The leaf P content was the highest in A. altissima forest (1.61 g.kg\(^{-1}\)) and the lowest in P. tabulaeformis forest (0.76 g.kg\(^{-1}\)).

**Contents and Stoichiometric Ratio of C, N, and P in Litters of Different Forests**

The highest litter C content was 427.11 g.kg\(^{-1}\), and the highest litter N content was 20.12 g.kg\(^{-1}\), followed by A. altissima forest (15.91 g.kg\(^{-1}\)), S. matsudana forest (13.88 g.kg\(^{-1}\)), P. tabulaeformis forest (7.24 g.kg\(^{-1}\)), and the lowest litter P content was 1.51 g.kg\(^{-1}\), 1.13 g.kg\(^{-1}\), 0.89 g.kg\(^{-1}\), and 0.40 g.kg\(^{-1}\). The litter C: P and C: N of the four industrial forests in the study area were all in the form of R. pseudoacacia forest, Ailanthus altissima forest, P. tabulaeformis forest, and S. matsudana forest, with significant difference ($P < 0.05$). The highest soil P content was S. matsudana forest (0.77 g.kg\(^{-1}\)), followed by Ailanthus altissima forest (0.74 g.kg\(^{-1}\)), significantly higher than Robinia pseudoacacia forest and Pinus tabulaeformis forest. The average C:N value of the soil was 13.73, and there was a significant difference between the two trees ($P < 0.05$). The C: P value showed that R. pseudoacacia forest > A. altissima forest > P. tabulaeformis forest > S. matsudana, and there was a significant difference between P. tabulaeformis forest and Robinia pseudoacacia forest ($P < 0.05$). The N: P value of soil showed that P. tabulaeformis forest > R. pseudoacacia forest > S. psammophila forest > A. altissima forest. There was a significant difference between P. tabulaeformis forest, R. pseudoacacia forest, and S. psammophila forest. The results of the stoichiometric ratio of soil in different depths of the same stand show that (Fig. 2), with the increase of soil depth, the content of C and N gradually decreases, the content of P does not change significantly, and the content of all elements in the soil without afforestation is the smallest, which shows that afforestation has an obvious effect on the improvement of the regional land force.

<table>
<thead>
<tr>
<th>Plantation type</th>
<th>SOC content [g.kg(^{-1})]</th>
<th>TN content [g.kg(^{-1})]</th>
<th>TP content [g.kg(^{-1})]</th>
<th>AN content [mg.kg(^{-1})]</th>
<th>AP content [mg.kg(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. pseudoacacia</td>
<td>37.57 ± 10.03a</td>
<td>1.72 ± 0.58a</td>
<td>1.09 ± 0.05a</td>
<td>214.93 ± 31.68a</td>
<td>47.51 ± 17.73a</td>
</tr>
<tr>
<td>A. altissima</td>
<td>23.14 ± 7.15a</td>
<td>1.53 ± 0.52a</td>
<td>1.64 ± 0.02a</td>
<td>113.87 ± 40.01a</td>
<td>29.41 ± 20.83a</td>
</tr>
<tr>
<td>P. tabulaeformis</td>
<td>31.12 ± 4.16a</td>
<td>2.15 ± 0.52b</td>
<td>1.12 ± 0.04a</td>
<td>201 ± 42.58b</td>
<td>37.51 ± 11.61a</td>
</tr>
<tr>
<td>S. matsudana</td>
<td>22.92 ± 4.06a</td>
<td>1.95 ± 0.52a</td>
<td>1.07 ± 0.03a</td>
<td>101 ± 32.18a</td>
<td>24.11 ± 14.53a</td>
</tr>
</tbody>
</table>

Note: SOC, soil organic carbon; TN, total nitrogen; TP, total phosphorus; AN, alkali-hydrolyzable nitrogen; AP, available phosphorus. Different lowercase letters in the same column indicate significant differences at the $P < 0.05$ level. The same is below.
Fig. 1: Distribution characteristics of Carbon, nitrogen, phosphorus contents, C: N, C: P, and N: P of different components in the plantations.

Note: RPS, PTA, AAL, and SMA respectively represent *Robinia pseudoacacia*, *Pinus tabuliformis*, *Ailanthus altissima*, and *Salix matsudana*. Different small letters in the same component meant significant differences among different species, and different capital letters in the same species meant significant difference among different components at 0.05 level.
Correlation Analysis of the Content and Ratios of C, N and P

Pearson correlation analysis on nutrient concentration and stoichiometric characteristics of leaf litter soil showed that the correlation was close between C, N, and P of three broad-leaved trees (Table 3). N value of *R. pseudoacacia* was a significantly positive correlation between leaf and litter (*P* < 0.05), N value of *A. altissima* forest and *S. matsudana* forest was a significantly positive correlation between soil and litter (*P* < 0.05). As shown in Table 4, N: P of *R. pseudoacacia* and P of *A. altissima* have a significant negative correlation between litter and soil, N and P content of *R. pseudoacacia* leaves and litter has a significant correlation, C, N, P and the stoichiometric characteristic ratio of *P. tabulaeformis* have no significant correlation between leaves and litter, leaves and soil, litter and soil. On the whole, N content was positively correlated between leaves and litter, and the ratios of C:N, C:P, and N: P in the litter layer were not significantly correlated with the ratios of C:N, C:P and N: P in the soil layer. In this study, soil C: N, C: P, and N P had a very significant correlation with the content of SOC and TN (*P* < 0.01) (Table 5), which indicated that the content of SOC and TN was a factor affecting the stoichiometric ratio of C, N, and P, and there was a coupling among C:N, C:P, and N:P.

DISCUSSION

Changes of C:N, C:P, and N:P in the Leaf-Litter-Soil in Differently Stands

C, N and P are essential nutrients for plant growth and development, and their contents can affect plant growth (Güsewell 2004). In this study, *P. tabulaeformis* forest and *S. matsudana* forest are significantly higher than *R. pseudoacacia* forest and *A. altissima* forest. The results show that the average C content of each organ of the coniferous tree is 1.6% - 3.4% higher than that of a broad-leaved tree (Ma et al. 2002). The results of this study are consistent with that of this study. The N content of *R. pseudoacacia* is rich because of its biological characteristics of nitrogen fixation. In addition, the N and P content of *R. pseudoacacia* leaves and litter are also higher than that of *Pinus tabulaeformis*. The content of N and P in leaves showed a significant positive correlation, which was affected by their own properties and biological characteristics of tree species, indicating that there was a coupling between N and P of different tree species (Elser et al. 2003). Plants absorbed the nutrient elements needed for their growth from the soil and synthesized organic compounds continuously through the photosynthesis of leaves, and the leaves withered to the ground in the form of litter after completing...
In this study, the content of litter C, N, and P in *R. pseudoacacia* forest was the highest, while that in *P. tabulaeformis* forest was the highest, which was consistent with the content of N and P in leaves. The correlation analysis showed that there was a significant positive correlation between the content of litter N and P in leaves, and there were significant differences in the release patterns of P elements in different tree species (Huang et al. 2007). In addition, N: P ratio of litter in *Ailanthus altissima* plantation was the lowest among the four tree species, which might be beneficial to nutrient storage due to its small leaf type and easy decomposition and return to the soil (Knecht 2004). The average content of N and P in the plain plantation soil in the study area is lower than the national average content of 1.88 g.kg$^{-1}$ and 0.78 g.kg$^{-1}$ (Ren et al. 2018), which is generally in the lack of total nitrogen, which is consistent with the research results of Zheng et al. (2018). The lowest value of *Pinus tabulaeformis* is 0.47 g.kg$^{-1}$, which indicates that the ability of soil nutrient storage is poor, which is related to the characteristics of coniferous tree species of *P. tabulaeformis*. Because the leaf life of the evergreen coniferous forest is longer than that of the deciduous broad-leaved forest, the amount of leaf litter is less in the same years, and the acid environment formed by the decomposition of coniferous litter will inhibit the activity of soil microorganisms, which is not conducive to soil N, P accumulation (Bao et al. 2018). Soil C and N contents of different types of forests decrease with the increase of soil depth, and the content of 0-10 cm in the soil surface is the highest, showing the phenomenon of “surface accumulation”, which is related to the high microbial activity in the soil surface (Su et al. 2016), and the nutrients returned by litter are mainly concentrated in the surface soil. As Fig. 3 shows, C:N is higher than the Chinese forest soil average, and C:P and N:P are lower than the Chinese average, which further verifies the lack of soil phosphorus, indicating that the content of soil SOC and TN is the factor affecting the stoichiometric

| Table 3: Correlation coefficients between C, N, and P of different forests. |
|-----------------|------|------|------|------|------|       |
| Element          | Composition | RPS  | AAL | PTA  | SMA  | Overall |
| C                | Leaf and litter | 0.53 | -0.14 | 0.46 | -0.56 | -0.31 |
|                  | Leaf and soil  | 0.22 | 0.22 | 0.51 | 0.68 | 0.47  |
|                  | Litter and soil | 0.57 | 0.16 | -0.21 | -0.47 | 0.14  |
|                  | Leaf and litter | 0.87* | 0.68 | 0.57 | 0.13 | 0.76** |
| N                | Leaf and soil  | 0.42 | 0.13 | 0.69 | 0.32 | 0.29  |
|                  | Litter and soil | 0.56 | 0.79* | 0.38 | 0.59* | 0.39  |
|                  | Leaf and litter | 0.79* | 0.17 | 0.59 | -0.31 | 0.22  |
| P                | Leaf and soil  | -0.23 | 0.32 | 0.41 | 0.68 | 0.38  |
|                  | Litter and soil | -0.69 | -0.69 | -0.23 | 0.44 | -0.45 |

Note: * indicates significantly related, $P < 0.05$; ** indicates highly significantly related, $P < 0.01$.

| Table 4: Correlation coefficients between the stoichiometric ratio of C, N, and P of different forests. |
|-----------------|------|------|------|------|------|       |
| Element          | Composition | RPS  | AAL | PTA  | SMA  | Overall |
| C:N              | Leaf and litter | 0.89** | 0.57 | 0.55 | -0.63 | 0.11  |
|                  | Leaf and soil  | 0.73** | 0.46 | -0.61* | -0.52 | 0.29  |
|                  | Litter and soil | 0.56 | 0.31 | 0.44 | 0.63 | 0.34  |
|                  | Leaf and litter | 0.49 | -0.16 | -0.72 | 0.81* | 0.27  |
| C:P              | Leaf and soil  | 0.52 | 0.15 | 0.68 | 0.62 | 0.55  |
|                  | Litter and soil | 0.66 | 0.19 | 0.56 | 0.53 | 0.61  |
|                  | Leaf and litter | 0.47 | 0.34 | 0.45 | -0.18 | 0.33  |
| N:P              | Leaf and soil  | -0.60 | 0.44 | 0.72 | -0.38 | 0.38  |
|                  | Litter and soil | -0.59* | 0.31 | -0.17 | 0.45 | -0.58 |

Note: * indicates significantly related, $P < 0.05$; ** indicates highly significantly related, $P < 0.01$. 

the biological life cycle (Koerselman & Meuleman 1996, Clinton et al. 2002).
ratio of soil C, N, and P. There is no correlation between the stoichiometric ratio of the litter layer and the stoichiometric ratio of the soil layer, which indicates that simply increasing the quantity and quality of litter does not necessarily improve the soil nutrients, so it is very important to change the quality of litter layer in forest management.

Correlations of Stoichiometric Ratios with Concentrations or Ratios of C, N, and P

In this study, N: P of different components of *R. pseudoacacia* forest is the largest of four tree species, in which N: P of leaves and litter is significantly higher than that of soil, C: N and C: P of *R. pseudoacacia*, *A. altissima*, and *P. tabulaeformis* litter are higher than that of leaves. Plants absorb N and P from the soil and re-absorb N and P through the nutrient reabsorption process before leaves fall. In this study, we found that the total N content of plantation was a significantly positive correlation between leaves and litter, which indicated that plants fixed organic matter by photosynthesis and returned nutrient elements to the soil in the form of litter after completing their life cycle (Hobbie 1992, Liu et al. 2010, Sardans et al. 2011). As an important physiological

### Table 5: Multi-Factor Analysis of Variance between its stoichiometric ratio and soil factors.

<table>
<thead>
<tr>
<th>Species</th>
<th>Variables</th>
<th>pH</th>
<th>MC</th>
<th>SOC</th>
<th>TN</th>
<th>TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPS</td>
<td>Soil C:N</td>
<td>0.14</td>
<td>0.10</td>
<td>0.63</td>
<td>-0.78**</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Soil C:P</td>
<td>0.27</td>
<td>0.08</td>
<td>0.72*</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Soil N:P</td>
<td>0.22</td>
<td>0.11</td>
<td>0.53</td>
<td>0.53</td>
<td>0.63*</td>
</tr>
<tr>
<td></td>
<td>Soil C:N</td>
<td>0.31</td>
<td>0.24</td>
<td>0.74*</td>
<td>-0.55*</td>
<td>0.24</td>
</tr>
<tr>
<td>AAL</td>
<td>Soil C:P</td>
<td>0.25</td>
<td>0.21</td>
<td>0.69</td>
<td>0.43</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Soil N:P</td>
<td>0.24</td>
<td>0.24</td>
<td>0.58</td>
<td>0.83</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Soil C:N</td>
<td>0.27</td>
<td>0.19</td>
<td>0.81**</td>
<td>-0.61**</td>
<td>0.22</td>
</tr>
<tr>
<td>PTA</td>
<td>Soil C:P</td>
<td>0.32</td>
<td>0.22</td>
<td>0.74*</td>
<td>0.37</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Soil N:P</td>
<td>0.64</td>
<td>0.17</td>
<td>0.46</td>
<td>0.75</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Soil C:N</td>
<td>0.13</td>
<td>0.31</td>
<td>0.66*</td>
<td>0.12</td>
<td>0.17</td>
</tr>
<tr>
<td>SMA</td>
<td>Soil C:P</td>
<td>0.35</td>
<td>0.24</td>
<td>0.71</td>
<td>0.44</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Soil N:P</td>
<td>0.33</td>
<td>0.16</td>
<td>0.69</td>
<td>0.57*</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Notes: * indicates significantly related, $P < 0.05$; ** indicates highly significantly related, $P < 0.01$. MC, Moisture content; SOC, soil organic carbon; TN, total nitrogen; TP, total phosphorus; AN, alkali-hydrolyzable.
index, C: N and C: P can reflect the growth rate of plants. Generally speaking, the plant growth rate characterized by low C: N and C: P is faster (Elser et al. 2003). Generally, the higher the C: N ratio, the slower the mineralization of soil organic matter. On the other hand, the ratio can be used to estimate the balance of soil C and N nutrition (Van de Waal et al. 2010). The C: N and C: P values of the leaves of P. tabulaeformis are higher than those of other tree species, indicating that the growth rate of P. tabulaeformis is lower. P. tabulaeformis is suitable for an acid and neutral soil environment, but if there is a lot of construction waste in the soil, not excluding the lime component will have a bad impact on Pinus tabulaeformis. According to the judgment standard that when N:P>16 represents the P limit, N:P<14 represents the N limit (Tessier et al. 2003), the growth of R. pseudoacacia, P. tabulaeformis, and S. mandshurica plantation in this study is limited by P, and the growth of A. altissima is limited by N. As an evergreen coniferous forest plant, P. tabulaeformis has poor decomposition capacity of plant residues and different root distribution characteristics from other broad-leaved trees (Liu et al. 2010), so the correlation between leaves and litter of P. tabulaeformis and soil nutrient elements is relatively small. In addition, the number of dead branches and leaves of conifers is relatively small, decomposition is slow, and the return of nutrient elements to the soil is less (An et al. 2010, Tian et al. 2010). The coordination of stoichiometry among index variables of different components can facilitate the interpretation of the coupling process among nutrients.

CONCLUSIONS

The cycle of C, N, and P in a forest ecosystem is the mutual transformation among plants, litter, and soil, which indicates that there is mutual transportation and transfer of N and P between leaves, litter, and soil in a plantation ecosystem. Although C, N, and P stoichiometry have proved useful in studies of nutrient limitation, our objective is to better understand nutrient controlling factors of plant-soil interaction and reveal interactions of N and P to provide insight and theoretical fundamentals for forest environmental governance. Based on the study, the following conclusions may be drawn:

1. The N content in leaves, litter, and soil of R. pseudoacacia forest is significantly higher than that of the other three tree species. In contrast, R. pseudoacacia is the most suitable tree species for afforestation in the Beijing plain. The C, N content and stoichiometric ratio of plantation soil were 0-10 cm) the highest, and their significant difference decreases with the increase of soil depth. There is no significant correlation between litter and soil stoichiometric ratio.

2. In terms of nutrient limitation, since one nutrient that is more stable and less sensitive to environmental gradients would be more easily a limiting factor to plant growth, the growth of R. pseudoacacia forest, P. tabulaeformis forest, and S. matsudana forest is limited by P, while that of A. altissima forest is limited by N.

3. To ensure that the artificial forest can play its ecological function, we should pay attention to the use of nitrogen fertilizer when tending the artificial forest in the plain area. First, combine the nutrient concentration and stoichiometry ratio of the leaves of each tree species to analyze, with the help of long-term monitoring, to reveal the influence of tree species on the soil nutrient and the dynamic transformation of nutrients between the soil litter leaves under the forest in the plain area. Second, ensure the healthy growth of ecological trees in the plain, increase the return of soil organic matter, and promote nutrient cycling. Third, strengthen the supervision of plain ecological forest land, prohibit dumping and stacking construction and domestic garbage in the forest land, and prevent the variation of soil structure, texture, and chemical properties. Finally, we should consider reducing “clearing forest”, pay attention to the protection of the dead branches and leaves of forest land to return the soil and undergrowth vegetation, and increase the accumulation of litter properly, which is conducive to the accumulation of C and N.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the reviewers and editors who contributed to this article. This research was funded by the Reform Project of New Agricultural Science Research and Practice of Henan Province in 2020, grant number 2020JGLX152.

REFERENCES

Application of Material Flow Analysis to Municipal Solid Waste in Urban Areas in Developing Countries and Possible Solutions Under Circular Economic Framework

N. A. Hemali† and A. A. P. De Alwis
Department of Chemical & Process Engineering, University of Moratuwa, Sri Lanka
†Corresponding author: N. A. Hemali; arosha.hemali@gmail.com

ABSTRACT

The understanding waste flow of a country is important to identify the main problems associated with waste management and identify opportunities in material flow management. A tool such as material flow analysis (MFA) is a widely used method in waste management studies, to provide a comprehensive analysis of material movements, support for material characterization analysis to identify the severity of a problem, identify the real root cause, and propose suitable management methods. This paper presents an application of MFA for municipal solid waste (MSW) management in Western provinces in Sri Lanka. The outcome includes the identification, and quantification of the main input and output flows of the system in the present context, from waste generation, collection, unaccounted and unidentified flows, material recovery, and final disposal of MSW. Results are evaluated under treatment mechanisms of Recycling, Reusing, and repurposing the materials.

Overall results show per capita per day of waste generation in Sri Lanka stood at 0.43 kg, whereas, the Western province represents that 0.56 kg due to the high population area with the highest rate of urbanization. However, the global average per capita per day of waste generation stood at 2.22 kg. The material and energy recovery represent 31% and 33% respectively in the study area from total collected waste. 36% of the material finally ended up in open dumpsites even after collection. Further research needs to be done on material and energy recovery potential identification in dumping waste, as this can convert to valuable results with proper management practices with available resources.

INTRODUCTION

Rapid economic growth, urbanization, and increasing population have caused (material-intensive) resource consumption to increase, and the consequent release of large amounts of waste to the environment. The current waste and resource management system lack a holistic approach that covers the entire chain of product design, raw material extraction, production, consumption, recycling, and waste management.

In 2018, it was estimated that MSW generation is expected to grow 3.4bn Mt by 2050 given the way things are handled at present. By 2050, the amount of waste generated in developing countries will see a threefold increase (Kaza et al. 2018). Asia and the Pacific region will generate most of the world’s waste- a considerable 23%. In developing nations, food and green waste amount to more than 50%. Recyclables such as paper, cardboard, plastic, metal, and glass make up a substantial fraction of waste streams, ranging from 16% in developing countries to about 50% in developed countries.

In Sri Lanka, more than 60 % of municipal solid waste is a bio-degradable organic material and the rest is non-biodegradable materials (Visvanathan et al. 2006). There is no proper segregation of waste at the household level before disposal (Warunsinghe & Yapa 2016). Also highlighted, there is a vital need to have in place an integrated solid waste management system in the country (Bandara 2011)

PAST STUDIES

The composition of MSW includes food waste, paper, biomass, glass, metals, plastics, rubbers, and textiles. (Ashani et al. 2020). The technologies discussed include Recycling (Ragaert et al. 2017), Composting (Bekchanov & Mirzabaev 2018), pyrolysis (Lu et al. 2020), Refused Derived Fuel (RDF) for co-fueling, and Waste to Energy (WTE) (Anoop et al. 2016), which are practicing for Municipal Solid Waste management.

The technologies are categorized into material recovery (Recycling, Composting & Pyrolysis), and energy recovery (RDF, and WTE). The technology mentioned
is discussed accordingly with its pros and cons being highlighted.

Recycling is the process of converting waste materials into new materials and objects in a mechanical process or chemical process (Ragaert et al. 2017). The recyclability of a material depends on its ability to reacquire the properties it had in its original state. This can apply to main material types such as plastic, metal, glass, rubber, and compostable biodegradable materials.

Pyrolysis is the thermal process in the absence of oxygen that breakdowns the long chain of polymer molecules into smaller, less complex molecules at a temperature higher than 400°C, with oil, gas, and char as the main products (Lu et al. 2020). MSW which are received as mixed form can be diverted to RDF this can substitute alternative fuel in the WTE process or thermal intense processes such as cement and glass manufacturing. It is recommended to separate biological waste at the source to lower moisture and ash content and increase heating value for potential fuel production from waste (Arina et al. 2020).

Materials flow analysis (MFA) has been extensively applied for environmental research, particularly in waste management to identify material chain composition and the stages of the supply chain. In previous studies, many articles were found in other countries on MFA for quantifying the material flow and accumulation of tire waste in Thailand, (Jacob et al. 2014), analytics to make decisions on waste management policy (Allesch & Brunner 2015), as the MFA for assessing solid waste management in Germany (Hartlieb et al. 2005), MFA to evolve the waste management solution in Oahu, Hawaii (Matthew & Marian 2009), derived the results of a municipal solid waste management planning based on an extensive utilization of material and substance flow analysis (Arena & Gregoria 2014), MFA is used to assess the current status of MSW management system in Lahore, Pakistan (Masood et al. 2014), MFA to draw plastic flow in Austria and Poland for presenting plastic waste management (Bogucka et al. 2008), MFA to assess the amount of plastic materials flow and stock in Serbia (Vujić, 2010). Similarly, there is a study on using the MFA method as a tool to monitor the flow and stock of Thailand, whereas the work is aimed to deploy planning on plastic waste management (Chanchampee 2010). Most of the past studies supported policymakers in waste management. However, there was no study using MFA for MSW which supports policymakers in Sri Lanka to identify the application of results of MFA for integrated material and energy recovery technologies.

**RESEARCH OBJECTIVE**

At present, the responsibility to manage the MSW falls under the purview of the local government network constitutes 24 Municipal Councils, 41 Urban Councils, and 276 Divisional Councils in the country. However, different local government bodies follow different waste management activities based on their capabilities instead of having an integrated waste management system throughout the country. Hence, to establish an integrated waste management system, a proper evaluation of the waste material flow is essential. Based on the material categorization waste management technologies can be defined.

Given this context, this study focuses on the waste generation volumes, characterization, waste management, and waste material recovery potential in the municipal solid waste in Western Province in Sri Lanka. The research results will facilitate the identification of the potential in terms of waste management solutions for mismanaged waste. Simulation of possible material and energy recovery options are presented under the study based on the Circular Economic framework. Further, the study will promote material recovery options and contribute to future research in terms of finding solutions for mismanaged waste in the household waste material chain. The study area records 25 open dumping sites and the dumped waste is collected through a channel operated by local authorities, which is the key institutional setup to handle waste in Sri Lanka. The authors aim to identify potential material recovery and energy recovery which are currently in these sites. The results are expected to be useful for the authorities who are involved in policymaking on waste management, to careful planning on the waste management policy framework.

**MATERIALS AND METHODS**

**Study Area**

Sri Lanka’s Western Province (WP) which has a population of 5.8 million (amounts to 27% of the country’s entire population) was selected as the pilot study area as per
Progress toward a circular economy should include not only continuously regenerating resources (Tamine et al. 2020). This is an economic system aimed at eliminating waste while responsible use of natural resources but also enabling reuse, repurposing, recycling, and recovery of the value-locked materials traditionally viewed as waste (Bouton et al. 2016).

The waste recycling factor was developed using the following equation 4 supported with material flow structure as per fig. 2:

$$\sum_n \left[ CaR(P + T + Pl + R + M + G) + CaCoCm + CmaCm – Bua – Bra – Da – Oo – CaL \right]$$

Where a is the total MSW generation at the area an (area can be a province) in tons per day.

Co- MSW collection percentage by local authorities
R- MSW recyclable volume percentage out of the collection
Ca- MSW collection percentage by local authorities
P, T, Pl, R, M, G, Cm are the percentage of recyclable volumes percentages in Paper, Textile, Plastic, Rubber, Metal, and Glass. and compostable material respectively at the waste yard.

Bua, Bra, Da, Oo L represents the Burn, Burry, Open dump & landfill respectively

To identify the total recyclable material percentage out of the collection

The material that enters a system must, by conservation of mass, either leave the system or accumulate within the system. Mathematically, the mass balance for a system is as follows in equation 1;

$$\sum_{k_j} m_{input} = \sum_{k_o} m_{output} + m_{storage}$$

where the number of the system flow is denoted by k, I, and O are input and output and denotes flow or flux. In general, or stock is calculated by the difference in input and output from the overall system. In this research, a material balance approach was adopted as the main methodology to investigate the stocks and flows of waste generation (Brunner et al. 2017). The basic mass balancing principle is applied.

Calculation of Waste Recovery Percentage

The study applies the principles of circular economy to assess the waste material recovery factor. A circular economy is an economic system aimed at eliminating waste while continuously regenerating resources (Tamine et al. 2020). Progress toward a circular economy should include not only...
household waste generation point to final disposal as per Fig. 2. The required data for analysis was obtained through the identification of municipal solid waste generation and waste management practices as well as types and quantity of wastes and disposal methods.

The generated waste materials in the study area were characterized. Furthermore, the required information to study the composition and management status of waste was obtained through published surveys, questionnaires, interviews, and feedback from local authorities as per the framework in Fig. 3. Author’s survey data used for Western Province.

RESULTS AND DISCUSSION

Materials Follow the Analysis of Waste Generation, Collection, And Primary Treatment.

Fig. 4 shows the WP household level waste generation and primary disposal methods. The waste material flow was analyzed to identify material composition at different points of the material chain. Step 1 of Fig. 4 represents the disposal methods at the household level. 58% of the total waste generation gets collected by the local authority waste collection channel. 38% is identified as a burn or burn at the household level where the results of the study highlight the need for further research on unaccounted and unidentified material composition under burn and burn.

Overall results of the study show per capita waste generation of WP represents 0.56 kg per day whereas in Sri Lanka stood at 0.43 kg per day. Also, it is stated that the pattern of waste generation in different countries in the same continent or different provinces/states in the same country is not the same (Adeleke et al. 2020). There is a direct relationship between population and urbanization to waste generation (The World Bank n.d) reflects in the data for the study scope. Another study done for Indonesia shows the direct relationship between waste generation to population (Supangkat & Herdiansyah 2020). However, as per the literature, various models have been developed to predict waste generation using input variables such as population (Liu & Yu 2007, Oumarou et al. 2012), income level (Thinh 2010, Liu & Yu 2007), and education (Keser et al. 2012).

The dense population coupled with rapid development in this area had led to a considerable increase in the generation of municipal solid waste. Therefore, the main waste management system requirement is essential for WP.

The collection mainly happens in the western province, being the key economic hub of the country. At present, the responsibility to collect municipal solid waste falls under the purview of the local government network under the ministry of Local government and provincial councils.

However, different local government bodies follow different waste management activities based on their capabilities instead of having an integrated waste management system throughout the country.

Primary Waste Streams and Treatment Methods

In the results of the study presented in Table 1, each waste category in the selected location was prioritized by arranging them in descending order of magnitude. A Pareto chart is used for preliminary identification of the most significant waste streams. The outcome of the analysis is given in Table 1 presenting the results following the application of the Pareto principle. Fig 5 shows the waste generation in the study location (WP). The total waste generation accounted for 3248 tons per day, of which 1881 tons per day (58%) is collected by the collection channel.

The wastes stream quantities in the surveyed area were evaluated during the study. Biodegradable waste from kitch-
en waste accounted 52.5% of the total wastes collected, followed by biodegradable grass and wood (14.1%), paper (13.6%), plastic (10.5%), textile (4.3%), stones & ceramic (2.3%), glass (1.2%), metal (0.7%) rubber (0.6%) and other mixed waste (0.3%). The remaining wastes constituted less than 5% of the total waste. The accuracy of results could be affected due to challenges with various data collection points of local authorities. The data in this instance is the associates with a visual inspection and judgmental understanding of the waste categories in the collection channel.

M1, M2, M3, M4, M5, and M6: represent material recovery methods whereas E1, and E2: represent energy recovery methods in Fig. 5.

Where M1- Composting
M2- Recycling paper
M3- Recycling Plastic
M4- Recycling Glass

Table 1: Types of waste collection in Western Province, Sri Lanka.

<table>
<thead>
<tr>
<th>Type of waste</th>
<th>Volume tons per day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bio-degradable kitchen waste</td>
<td>987.5</td>
</tr>
<tr>
<td>Bio-degradable Grass and wood</td>
<td>265.2</td>
</tr>
<tr>
<td>Paper</td>
<td>255.8</td>
</tr>
<tr>
<td>Plastic</td>
<td>197.5</td>
</tr>
<tr>
<td>Textile</td>
<td>80.9</td>
</tr>
<tr>
<td>Stones &amp; Ceramic</td>
<td>43.3</td>
</tr>
<tr>
<td>Glass</td>
<td>22.6</td>
</tr>
<tr>
<td>Metal</td>
<td>13.2</td>
</tr>
<tr>
<td>Rubber</td>
<td>11.3</td>
</tr>
<tr>
<td>Other</td>
<td>3.8</td>
</tr>
</tbody>
</table>

As per Fig. 6, WTE represents 600 tons per day volume followed by 424 tons per day of composting, 56 tons per day of paper recycling, 55 tons per day of plastic recycling, 22 tons per day of glass recycling, 19 tons per day of metal recycling, 14 tons per day of RDF for co-processing and 11 tons per day of rubber pyrolysis under material recovery and energy recovery techniques. However, 19 tons per day of sanitary landfilling and 660 tons per day of open dumping at waste yards happen in the study areas which are not considered superior solutions for MSW management under the circular economic framework.

Analysis of Waste Circulation Factor In Terms Of Material Or Energy Recovery

Recovery can be categorized under material and energy recoveries. Composting, Recycling, and Pyrolysis (Lu et al. 2020) technologies consider material recovery techniques whereas Waste to Energy and RDF for Co-processing are considered energy recovery techniques (Arian et al. 2020). As per equation 4 of waste recovery percentage calculation, the following results were analyzed under material and energy recovery out of total waste collection and generation as per the results shown in Fig. 6 and 7.

Material & Energy Recovery Out Of The Total Waste Material Collection

As per Fig. 6, Material recovery technologies are considered based on waste material processed through Recycling, Composting & Pyrolyzing (Tang et al. 2020.). In WP material recovery
recovery is 31% in terms of Recycling of paper, plastic, glass, and metal, followed by composting for biodegradable waste and pyrolysis for rubber waste. 33% of the material disposed of under energy recovery techniques in terms of WTE via generation of electricity and RDF via co-fueling for thermal intense industries such as cement production.

**Material and Energy Recovery Out Of Total Waste Generation**

As per Fig. 7, 42% of the total waste generation is burned or bury at the household level causing environmental impacts on society. Common waste management practices found included open burning, burying, reusing, disposing of MSW in backyard pit, mixed waste disposal in the backyard, selling, and recycling. Most rural households in the world are still using traditional methods of managing waste, even though recommended waste management practices such as reusing and recycling were found in some households (Nxumalo et al. 2020).

**Waste Treatment Mechanisms**

The following options are identified as the most common waste disposal methods used in the study area.

- Option 1: Composting
- Option 2: Recycling (Based on material type)
- Option 3: Pyrolysis
- Option 4: Waste to Energy
- Option 5: RDF for Co-processing
- Option 6: Sanitary landfilling
- Option 7: Open dumping

The proportions of primary waste disposal methods were calculated and are shown in Fig. 8.

**Waste composting**

Of the total waste generation in the WP, 13% recovery is reported at waste composting (424 tons per day). There is a potential to improve compostable volume in the area. Composting is a win-win option for reducing environmental pollution derived from the open dumping of waste and recovering nutrients essential for producing fertilizers (Bekchanov & Mirzabaev 2018).

The national strategy on waste management aims to redirect 19% of the organic waste generation into composting (Bekchanov & Mirzabaev 2018). This is amounting to 7% of total waste generation. In 2008 government introduced the Plisaru program which aimed to establish composting plants throughout the country and currently there is 119 such plant in the country as to the ministry of environment. However, the efficiency of these plants is not up to the slandered.

There is a potential to improve compostable volume in the whole country being an agricultural-based society dominated in the rural areas, especially in Central, Southern, Northern, North Central, Sabaragamuwa, and Uva provinces. WP is the least agricultural-based area and represents less composting volumes than MSW. Composting is the second preferred method of solid waste management, mainly due to the high percentage of organic material in the waste composition.

**Waste recycling and repurposing**

The study represents that recycling and composting are the main recovery methods adopted in the country for proper waste management even though recycling is not significant in volume. Material category wise paper, plastic, glass, metal, and rubber are considered potential recycling materials. However, the majority of the waste ends up at open dumps that need to be further evaluated for possible recyclable and repurposed materials. This is not under the scope of the study.

Most developed countries use Clean Material Recovery Facilities where clean sources segregated dry materials...
are used. Source segregation is the less expensive method compared to treating mixed waste. Mostly in developing countries mixed waste is used for Dirty Material Recovery Facilities with the high cost involved during the processing stage. Hence most of the recovery and recycling techniques are not economical in developing countries, therefore less volume is diverted for recycling methods (Kaza et al. 2018).

Recent developments in the producer responsibility (PRO) model for post-consumer waste is supporting to increase in the recycling materials in the study area. The current recycle volume is 152 t per day.

**Waste Pyrolysis**

There are five pyrolysis plants in the country with an equal capacity of 10 t input per batch. Only one plant is in the study areas. However, 60% of the waste rubber generated from MSW in the sturdy area gets disposed of via all five plants. Apart from that industrial rubber waste is recycled through rubber industries which are out of the scope of the study. 11 tons per day of rubber volume is circulated back to the system in the study area.

However, there are other researches on energy-effective pyrolysis process with the lowest possible carbon footprint to realize the recycling of organic wastes, the generation of renewable energy, and the release of minimal quantities of greenhouse gas and pollutants from MSW treatments in the world (Lu et al. 2020)

**Waste to Energy**

Due to economic and industrial growth, the country needs more electric power. Therefore, reducing the volume of waste and at the same time generation of power out of it can be achieved by municipal waste to energy plants. There is one waste to energy (WTE) plant in the country, establish within the sturdy areas in 2021 with the capacity of disposing of 600 tons MSW volume disposal per day (this is further referred to in Fig 5). WTE is a widely practiced technology for MSW management in most developed countries, Environmental Protection Agency has stated that WTE technologies are clean reliable sources of renewable energy with less environmental impact than any other source of energy (Anoop et al. 2016).

The main drawback of WTE plants is pollutant emissions in general and in WP Sri Lanka W2E plants face a problem of final disposal of bottom ashes which is coming out of the system. but the plant is still not in full operation. In this study, however, energy waste is not considered a material recovery option. Meanwhile, incineration and landfilling are not considered the recovery option. Another study stated that recycling has high industrial potential and complementary pathways for closing the loop on most of the waste categories and is vastly preferable to energy recovery and landfilling (Ragaert et al. 2017).

**RDF for Co-processing**

RDF is organic matter containing a high calorific fraction of processed MSW (paper, plastic, textiles, wood, rubber, and others) compatible with conventional fossil fuels or biomass with respect to calorific value. The use of RDF as a source of energy is an integral part of waste management and it is regulated by EU regulations (EU Parliament Directive 2008/98/EC on waste). RDF is becoming more and more attractive as an energy source as the necessity to increase the proportion of alternative energy use is becoming harder (Porshnov et al. 2018)

14 tons per day of volume is co-processed from the study area. There is a possibility to increase this volume further with proper waste segregation at the source.

**Sanitary Land Filling**

One small-scale landfill is operating in the study area with a capacity of 19 tons per day. The majority of MSW in the respective local authority area is disposed of in a landfill. There is a large-scale project to develop the divert large volumes to sanitary landfill situated over 100 km from the study area for disposal waste generation in a high populated area under study scope. However, this is currently not functioning.

**Waste Burning and Burying at the Household Level (HH)**

The results of the study highlight the need for further research on unaccounted and unidentified material flows involved in household-level burying and burning. This causes more harm to the environment and human beings.

Table 2: Waste composting percentages (as a percentage of total waste generation of the province).

<table>
<thead>
<tr>
<th>Province</th>
<th>Composting % of total waste generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Western</td>
<td>13.05%</td>
</tr>
<tr>
<td>Central</td>
<td>12.68%</td>
</tr>
<tr>
<td>North-Western</td>
<td>5.67%</td>
</tr>
<tr>
<td>Southern</td>
<td>18.17%</td>
</tr>
<tr>
<td>Northern</td>
<td>10.50%</td>
</tr>
<tr>
<td>Eastern</td>
<td>2.31%</td>
</tr>
<tr>
<td>North Central</td>
<td>7.36%</td>
</tr>
<tr>
<td>Sabaragamuwa</td>
<td>9.71%</td>
</tr>
<tr>
<td>Uva</td>
<td>14.51%</td>
</tr>
</tbody>
</table>
Common waste management practices found included open burning, burying, reusing, disposing of plastics in backyard pit, mixed waste disposal in the backyard, selling, and recycling. Most rural households in the world are still using traditional methods of managing waste, even though recommended waste management practices such as reusing and recycling were found in some households (Nxumalo et al. 2020).

Study results show that the most of waste is burnt at the household level in North Central, North Western, Northern, Southern, Uva, and Saboragamuwa as per Table 3. This may lead to inadequate waste collection and a lack of awareness by the local authorities to the public.

CONCLUSION

Municipal Solid Waste is the largest waste volume generation source in the country. However, this material has a huge potential in terms of waste recycling and reuse. An analysis of scientific literature discloses that the majority of municipal solid waste is burned or buried. Therefore, this study reflects on the importance of research in unaccounted and unidentified material flows involved in household-level burying and burning. Moreover, given that a large portion of collected waste is directed to open dumps, further study is required to evaluate the recycling potential of this element of waste.

A major factor that influences the rate of generated waste per year and the percentage composition of each physical waste stream is the socio-economic level. Moreover, the organic stream of the waste and the rate of recycling volumes depends largely on the income levels of the society.

Overall results show per capita per day of waste generation in Sri Lanka stood at 0.43kg, whereas, the Western province represents that 0.56 kg due to the high population area with the highest rate of urbanization. However, the global average per capita per day of waste generation stood at 2.22 kg (USEPA 2021). The material and energy recovery represent 31% and 33% respectively in the study area from total collected waste. 36% of the material finally ended up in open dumps even after collection. Further research needs to be done on material and energy recovery potential identification in dumping waste, as this can convert to valuable results with proper management practices with available resources.
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ABSTRACT

The purpose of the study is to investigate the impact of Textile and clothing (T&C) exports on environmental quality in Bangladesh’s economy. The fact that Bangladesh’s clothing industry is one of the biggest T & C exporters in the world, justifies the importance of environmental evaluation in the case of Bangladesh’s T&C. In this regard, this study has used the yearly time series data of T&C sector exports, CO₂ per capita, and ecological footprint per capita (EF) as a measure of environmental quality measurement from 1983 to 2019. The empirical investigation is carried out by applying the Autoregressive distribution lag model (ARDL) method. The findings of the study have identified the significant impact of the T&C industry on the environment of Bangladesh. The empirical findings demonstrate that T&C exports have made a significant positive contribution to environmental degradation in Bangladesh (both CO₂ and EF). The study recommended that policymakers can introduce environmentally friendly ways of production. To reduce carbon dioxide emissions, one should start a cleaner production while taking energy consumption and economic growth into account. Hence, the policy focuses on improving various aspects of production, especially green manufacturing to mitigate the adverse effect of the industry on the environment.

INTRODUCTION

At present, the environmental quality is facing deterioration. The greenhouse gas (GHG) emissions are the major reason for the continuous environmental degradation. Mainly, due to the numerous industrial activities, a large amount of GHG emissions reach the atmosphere. The increased production scales and the role of advancements in industrialization in the current time are resulting in an increased amount of GHG discharge in the environment (Akter et al. 2017).

Precisely, the manufacturing process involved in the textile industry and the finishing results are responsible for the augmented greenhouse gas emissions. In this regard, It is stated that the textile sector contributes 1 ton of carbon from the entire 19.8 tons of carbon emission in the atmosphere. The textile industry is heavily dependent on a fossil-based energy source, resulting in carbon dioxide emission that ultimately constitutes a major part of greenhouse gasses (Heo et al. 2019).

Textile industries cause both direct and indirect effects on environmental degradation. The burning of fossil fuels involved in the manufacturing process of textiles generates direct GHG in the atmosphere. The textile industry indirectly increases harmful emissions because it uses more electricity along its whole supply chain. Numerous studies on the textile industry have revealed that higher energy use has resulted in higher CO₂ emissions and consequently adverse environmental impacts (Huang et al. 2017a). Even though, the existing literature is unable to explore the conclusive role of the textile industry in causing environmental damage. Very few empirical investigations are done to examine the impact of textile export on CO₂ emissions. In response to this, the current study is motivated to examine the role of textile manufacturing on CO₂ emissions. Precisely, the objective of the current study is to empirically examine the T & C export on environmental degradation of Bangladesh. Many studies elaborated that developing countries are mostly responsible for environmental degradation due to their main focus on self-survival and economic growth. Hence, the current study is novel for evaluating the textile-environment link in the context of Bangladesh’s textile industry. The novelty of the current study would be able to identify how the textile industry can threaten or hurt environmental stability.

Furthermore, the findings of the current study will provide some policy suggestions to the government in identifying the threats that can result from the expansion of the textile industry in Bangladesh. Moreover, the findings will allow the policymaker to impose ecologically beneficial industrial practices in the textile sector by reducing the use of fossil-based energy and finding environmentally friendly alternatives to green
energy sources. The findings may have policy ramifications for the government in identifying the genuine potential of the textile industry in the country’s growth process, as well as being beneficial to environmental issues.

The remainder of the paper is given below. The next section will provide a review of available research to define the predicted relationship between the variables of interest. A brief description of the methodology is provided in section three. The study’s findings are provided and discussed in section four. Finally, part five brings the study to a conclusion with suggestions and policy implications.

PAST STUDIES

Sustainable development is based on environmentally sound economic growth principles. The familiar setting is relevant in this context. According to Kuznets theory, economic growth and improvements have a detrimental impact on environmental quality, but after a nation reaches a particular income level, the increase in wealth has a positive impact on the environment. In this context, various studies looked at how the textile sector operates, how its carbon footprint is increasing, and how dependent it is on energy. It has been condemned that the textile industry is one of the world’s worst polluter offenders. As one of the most energy and carbon-intensive industries, the textile industry uses large amounts of chemicals, water, and fossil fuels in its manufacturing process, producing pollution from the soil, sound, water, and air. Different effective government policies should be implemented to solve the problems of energy and environmental pollution. The production of textiles must be controlled strictly (Huisingh et al. 2015).

Similarly, numerous studies aim at studying the role of carbon dioxide in the textile industry. Wang et al. (2011) looked at the contribution and sources of carbon dioxide emissions in the Chinese textile sector. According to the study, the expansion of China’s textile industry is the primary driver of increased greenhouse gas emissions. In terms of Bangladesh’s textile industry, it is the world’s second-largest T & C exporter after China.

Bangladesh is a South Asian country and its economy is rapidly growing. The garment industry is one of Bangladesh’s promising industries. The garment industry is the backbone of the economy of Bangladesh. It is the second-largest exporter of textile products in the world after China. Rapid growth in the textile industry, also called garment and industry significantly strengthened the economy. It is the second biggest garment industry in the world and the export of Bangladesh is mostly dominated by the textile industry. In the fiscal year 2018-19, the total value of the T & C export of Bangladesh to the world was approximately US$ 34 million out of its total export of US$ 40 million which is almost 84% of the total export value (BGMEA 2020). Bangladesh textile industries cause a range of environmental problems, mostly the pollution of water resources (Ahmed & Tareq 2008).

Fig. 1 clearly shows an upward increase in T & C export as well as the CO₂ emission at the same time. The increase in garment export is good for the country and has a big role in economic development but the sharp increase in carbon emissions is also very noticeable. The carbon emissions of Bangladesh have increased more than ten times in 2019 compared to 1983. While carbon emission was 8236 metric tons in 1983, it increased to 93761 metric tons in 2019. Trade-related carbon dioxide (CO₂) emissions are measured...
as whether the emissions are exported or imported as the percentage of domestic production emissions. It is evident from Fig. 2 that the RMG export and the ecological footprint are increasing simultaneously after the year 2007 and onward.

Lin & Ahmad (2017) studied the causes which increased power-related CO_2 emissions in the textile industry from 1990 to 2014 in the Pakistani textile sector. The study found that the country’s growing population is a major contributor to rising carbon emissions. Furthermore, the findings revealed that economic growth is a key factor in accelerating environmental deterioration in Pakistan’s textile sector. The relation between environmental quality and Taiwan textiles was studied Hong et al. (2010). The research examined the outcomes of 303 companies in terms of energy conservation, and the author observed that taking energy-saving measures in the workplace helped reduce the textile industry’s carbon emissions to 143,669 tonnes, which might enhance the environment in Taiwan. A similar analysis of recycling measures in the textile business and their possible impact on environmental deterioration was also undertaken in the textile industry in Sweden by Zamani et al. (2015). The results showed that burning had negative environmental impacts and significantly added to the degradation of the atmosphere. Even after that, the literature did not successfully identify the textile industry’s conclusive role in environmental causes damage because very few investigations have been carried out on the exclusive effects of production or empirically analyzed CO_2 emission textile manufacture.

**DATA AND METHODOLOGY**

The total T & C export yearly data was collected from the Bangladesh Garments Manufacturer and Exporter Association (BGMEA). The remaining data was obtained from the World Development Indicator (WDI 2019). Table 1 shows the descriptions of all variables and their sources. The present study adopts Autoregressive Distributed Lag (ARDL) with Bound testing. This study uses annual data starting from 1983 to 2019 for Bangladesh.

To estimate the ARDL model, at first, we check the stationarity of all the variables by employing some conventional unit root tests, such as Augmented Dickey-Fuller (ADF) test (ADF 1979) and Phillips-Perron (PP) test (Perron 1990). We check the cointegration among the variables by using the bounds test developed by Pesaran et al. (2001). To confirm the cointegration: the null hypothesis \( H_0: \beta_0 = \beta_1 = \beta_2 = \beta_3 = \beta_4 = \beta_5 = 0 \) which indicated there is no cointegration against alternate \( H_1: \beta_0 \neq \beta_1 \neq \beta_2 \neq \beta_3 \neq \beta_4 \neq \beta_5 \neq 0 \) which indicated there is cointegration among the variables.

Pesaran et al. (2001) suggested that when the value of the F-test is larger than the upper bound critical value, the null hypothesis of no cointegration will be rejected which tells the existence of the long-term relationship. Alternatively, if the estimated value of the F-test is below the critical value it means there is no long-run relationship (Pesaran & Pesaran 1997).

**ESTIMATED MODELS**

Following the studies by Mrabet & Alsamara (2017) and Altintaş & Kassouri (2020), the general form of our empirical model used in this study is as follows:

\[
ED = f (EX, GDP, GDP^2, FD, EU) \quad \ldots(1)
\]

Where, \( ED \) refers to indicators of environmental degradation which is captured in our paper by per capita carbon emissions (CO_2) and per capita ecological footprint (EF). To provide further insights we used these two proxies of environmental degradation. We estimated separate models for both proxies. By taking the natural logarithmic forms of all variables, we can specify the models we used in this paper. Since this paper compares two different indicators for environmental degradation, the empirical analysis will estimate two different specifications derived from equation (1): the first specification uses CO_2 emissions, whereas the

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon emission per capita (LnCO_2)</td>
<td>CO_2 Emission measured in per capita metric tons</td>
<td>World Bank</td>
</tr>
<tr>
<td>Ecological footprint of consumption (LnEF)</td>
<td>It is measured in global hectares per capita</td>
<td>Global Footprint Network</td>
</tr>
<tr>
<td>T &amp; C Export (LnEx)</td>
<td>T &amp; C export in current US$</td>
<td>Bangladesh Garments Manufacturer and Exporter Association (BGMEA)</td>
</tr>
<tr>
<td>Economic growth (LGDP)</td>
<td>Per capita GDP measured in constant 2010 US $</td>
<td>World Bank</td>
</tr>
<tr>
<td>Square term of GDP (LGDP^2)</td>
<td>Square term of GDP to check the nonlinear relationship</td>
<td>World Bank</td>
</tr>
<tr>
<td>Energy consumption (LnEU)</td>
<td>Energy consumption per capita kg of oil equivalent</td>
<td>World Bank</td>
</tr>
<tr>
<td>Financial development (LnFD)</td>
<td>Domestic credit to the private sector (% of GDP)</td>
<td>World Bank</td>
</tr>
</tbody>
</table>
second one uses the ecological footprint (EF) as an indicator for the environmental degradation.

\[ \text{lnCO2}_t = \alpha_0 + \alpha_1 \ln EX_t + \alpha_2 \ln GDP_t + \alpha_3 \ln GDP_t^2 + \alpha_4 \ln FD_t + \alpha_5 \ln EU_t + \epsilon_t \] ... (2)

\[ \text{lnEF}_t = \beta_0 + \beta_1 \ln EX_t + \beta_2 \ln GDP_t + \beta_3 \ln GDP_t^2 + \beta_4 \ln FD_t + \beta_5 \ln EU_t + \epsilon_t \] ... (3)

To check the long-term linear relationship amongst the selected variables, therefore, the model specification is designed on ARDL Bound approach following Pesaran & Shin (1998) and Pesaran et al. (2001). To check the impact of T & C export on carbon emission proxy in Bangladesh, we perform the following econometric model:

\[ \Delta lnCO2_t = \beta_0 + \beta_1 \ln EX_{t-1} + \beta_2 \ln GDP_{t-1} + \beta_3 \ln GDP_{t-1}^2 + \beta_4 \ln FD_{t-1} + \beta_5 \ln EU_{t-1} + \sum_{r=1} \delta_r \Delta GDP_{t-1} + \sum_{r=1} \phi_r \Delta EX_{t-1} + \sum_{r=1} \pi_r \Delta GDP_{t-1} + \sum_{r=1} \tau_r \Delta GDP_{t-1}^2 + \sum_{r=1} \gamma_r \Delta EU_{t-1} + \sum_{r=1} \Omega_r \Delta FD_{t-1} + \theta ECT_{t-1} + \epsilon_t \] ... (7)

Where \( \theta \) is the measure of the speed of adjustment of how quickly variables return to their long-term equilibrium following a short-term shock, and ECT is an error correction term.

The descriptive statistics and correlation are shown in Table 2 and Table 3 in Appendix. The results of unit root test ADF and PP confirm all variables are stationary either at levels or in first difference. The results are shown in Table 3. Our empirical results for all tests are found stationary at level I(0) or level one I(1) and similar results are obtained for all three tests. Thus, we find that none of the variables is integrated into order two. We estimate two types of environmental quality measurements separately. In model (1) the dependent variable environmental quality is proxied by the carbon emission per capita (CO2), while it is proxied by the ecological footprint (EF) in model 2. Both models are estimated with an unrestricted constant and restricted trend. The results of the ARDL bounds F-test are displayed in Table 5. We find that the F-statistic for both models are greater than the upper bound critical values (I(1) at a 5% significant level. Hence, we conclude the presence of a cointegration relationship among the various variables for both models under consideration.

Before we estimate the short and long-term coefficients, it is important to check for the validity of the estimated models by performing a series of diagnostic tests, such as the normality tests, the serial correlation tests, and the tests of the absence of heteroscedasticity of the error term. The findings of diagnostic tests are presented in Table 6. They indicate that the error terms are normally distributed, not correlated, and not heteroscedastic as all p-values are higher than 5%. Thus, both models pass the diagnostic tests. Besides, the

Table 2: Descriptive statistics.

<table>
<thead>
<tr>
<th></th>
<th>CO2</th>
<th>EF</th>
<th>EXT</th>
<th>GDP</th>
<th>EU</th>
<th>FD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.278233</td>
<td>0.491924</td>
<td>9828.257</td>
<td>635.3309</td>
<td>162.0121</td>
<td>27.04676</td>
</tr>
<tr>
<td>Median</td>
<td>0.250765</td>
<td>0.466320</td>
<td>4859.830</td>
<td>541.2917</td>
<td>153.5601</td>
<td>24.17959</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.600000</td>
<td>0.603059</td>
<td>34133.27</td>
<td>1287.822</td>
<td>229.2464</td>
<td>47.58330</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.095610</td>
<td>0.409406</td>
<td>31.57000</td>
<td>378.0920</td>
<td>107.6725</td>
<td>9.034444</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.149971</td>
<td>0.066260</td>
<td>10644.79</td>
<td>258.0097</td>
<td>42.95986</td>
<td>12.34052</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.611013</td>
<td>0.605627</td>
<td>0.949620</td>
<td>1.008287</td>
<td>0.396944</td>
<td>0.353714</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.068077</td>
<td>1.827289</td>
<td>2.441163</td>
<td>2.916355</td>
<td>1.677778</td>
<td>1.658397</td>
</tr>
<tr>
<td>Observations</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>37</td>
</tr>
</tbody>
</table>

Note: Number of observations 37. The figures represent the raw data.
results of CUSUM and CUSUMQ came out stable. Figures (2) and (3) are shown in appendix 1.

Now, finally, we turn to present the results of the estimation of the error correction models in Tables 7 and 8 respectively. The next step of the estimation is to examine the long and short-run impact of T & C export, real GDP per capita, energy use per capita, and financial development on environmental degradation using the ARDL method. In the case of the first specification (CO$_2$ model), the results show that the long-run coefficients are found statistically significant. In specific, the export of T & C exports has a positive and significant impact on CO$_2$ emissions. The results show that a 1% increase in export of T & C increases CO$_2$ emissions by 0.0468%. The real GDP per capita and the per capita real GDP squared have a positive and negative impact on CO$_2$ emission, respectively. The result of this indicates that the relationship between CO$_2$ emission and real GDP per capita is inverted U-shaped which means the EKC hypothesis is valid for Bangladesh when using CO$_2$ as an indicator of environmental degradation. This result is according to the EKC curve theory, which implies in the long run, the increase in economic growth will be responsible for reducing the CO$_2$ emission. Our finding is consistent with many previous studies, in which an inverted U-shaped curve has also been found between economic growth and CO$_2$ emissions. All these studies have found an important role in enhancing the environmental quality of different countries by increasing economic growth. The results of the study imply, however, that increases in the actual income level stimulate carbon emissions to some degree, and then mitigate Bangladesh’s pollution (Shahbaz et al. 2014, Kasman & Duman, 2015).

Moreover, energy use has a long-run positive and significant impact on CO$_2$ emissions. The result shows that a 1% increase in energy use increases CO$_2$ emission by 0.76%. This long-run positive impact is expected as Bangladesh’s textile industry is heavily dependent on non-renewable energy sources like fuel oil, coal oil, and natural gas. An increase in energy consumption also leads to an increase in CO$_2$ emission in long run. The financial development variable has a positive and statistically significant impact on CO$_2$ emissions. All these studies have found an important role in enhancing the environmental quality of different countries by increasing economic growth. The results of the study imply, however, that increases in the actual income level stimulate carbon emissions to some degree, and then mitigate Bangladesh’s pollution (Shahbaz et al. 2014, Kasman & Duman, 2015).

Table 3: Pair-wise correlations.

<table>
<thead>
<tr>
<th></th>
<th>LNCO$_2$</th>
<th>LNEF</th>
<th>LNEXT</th>
<th>LNEU</th>
<th>LNFD</th>
<th>LNGDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNCO$_2$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNEF</td>
<td>0.910002</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNEXT</td>
<td>0.947077</td>
<td>0.765357</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNEU</td>
<td>0.992438</td>
<td>0.92605</td>
<td>0.936064</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNFD</td>
<td>0.991401</td>
<td>0.882139</td>
<td>0.962913</td>
<td>0.985764</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>LNGDP</td>
<td>0.978909</td>
<td>0.945569</td>
<td>0.889327</td>
<td>0.976515</td>
<td>0.952779</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: Correlation analysis of the variables shown represents their natural logarithmic values.

Table 4: Unit root tests.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>AUGMENTED DICKER-FULLER TEST (ADF)</th>
<th>PHILLIPS PERRON TEST (PP)</th>
<th>Order of Integration</th>
</tr>
</thead>
</table>
emissions in the long run. This result reveals that an increase of 1% in financial development will cause a 0.49% increase in CO\textsubscript{2} emission in Bangladesh. A possible reason is that the share of capital used by the financial activities will promote the economic activity, export, and production of Bangladesh which contributes to environmental degradation in the future. This indicates the development of the financial sector could stimulate the demand for energy consumption and expansion of the production scale, which increases carbon emissions from Bangladesh’s perspective. A similar result was found for Bangladesh by Hossain & Hasanuzzaman (2012) for Malaysia but this study is different from the results of Mrabet & Alsamara (2017).

Table 8 also provides the short-run results for the first specification of the CO\textsubscript{2} model which are the results of error correction representation. The T & C export is increasing the carbon emission in the short-run but this result becomes significant in long-run estimation. It means the garment and production are responsible for environmental degradation in the short run. The (DRGDP) coefficient is positive which means economic growth causes carbon emissions in the short run for Bangladesh. The (DRGDP2) coefficient is negative and non-significant for the short run. This result indicates the EKC hypothesis is not valid in the short run. On the other hand, the energy consumption (DEU) coefficient is positive and non-significant for the short run but in long run, we found a similar relationship with a significant value. The financial development (DFD), the positive and significant results will increase carbon emissions by 0.356 percent with a 1% increase in financial development. The same result is also found for (LFD) in a long-term estimate. The error correction term is correctly signed and significant with a negative value of 0.80 percent to validate earlier results of the long-run relationship among variables in model 1a. It suggests a high speed of adjustment of the dependent variable to equilibrium. This result supports the long-run relationship between the selected variables and indicates that any adjustment in CO\textsubscript{2} emissions from the short run towards long-run equilibrium will occur by 0.8% every year.

In the case of the second specification (EF model), the long-run estimated coefficients are found statistically significant except for GDP and GDP\textsuperscript{2}. In the context of per capita real GDP and per capita real GDP squared have positive and negative impacts on EF respectively, but because the
GDP squared value is insignificant, we can conclude there is the absence of the EKC hypothesis. In other words, the existence of an inverted U-shaped nexus is missing when considering the ecological footprint as a proxy of environmental degradation in Bangladesh. However, this finding is opposite to the result of model 1 where we used CO₂PC as a proxy for environmental degradation. This result is in line with Al-Mulali et al. (2015) who investigated the EKC hypothesis for different income groups and countries by using ecological footprint (EFP) measures. This result implies that the EKC hypothesis was not confirmed in Bangladesh. This result indicates in the long run it is expected Bangladesh relies on the production and the exports of T&C products to sustain its economic growth. This will create an increasing volume of polluted goods. Moreover, this result shows that the connection between revenue and pollution does not reach the point at which the relation between the two components is negative.

The other explanatory variables have similar effects on the ecological footprint. The T&C export has a significant effect on the ecological footprint by 1% increase in export will increase the ecological footprint by 0.0132%. This result is in line with Kurniawan et al. (2018). They discovered that trade is responsible for increasing environmental degradation (ecological footprint).

Energy use has a significant and positive impact on the environmental footprint, which will increase the environmen-

<table>
<thead>
<tr>
<th>Table 7: Long-Run estimates.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Carbon emission Model</strong></td>
</tr>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>LEX</td>
</tr>
<tr>
<td>LGDP</td>
</tr>
<tr>
<td>LGDP²</td>
</tr>
<tr>
<td>LEU</td>
</tr>
<tr>
<td>LFD</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

Note: (*) Significant at the 10%; (**)Significant at the 5%; (***) Significant at 1%; the values between parentheses are p-values.

<table>
<thead>
<tr>
<th>Table 8: Short-Run estimates.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Carbon emission Model</strong></td>
</tr>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>D(EX)</td>
</tr>
<tr>
<td>D(EX(-1))</td>
</tr>
<tr>
<td>D(GDP)</td>
</tr>
<tr>
<td>D(GDP(-1))</td>
</tr>
<tr>
<td>D(GDP²)</td>
</tr>
<tr>
<td>D(EU)</td>
</tr>
<tr>
<td>D(EU(-1))</td>
</tr>
<tr>
<td>D(FD)</td>
</tr>
<tr>
<td>ECT(-1)</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
</tr>
<tr>
<td>Durbin-Watson</td>
</tr>
</tbody>
</table>

Note: (*)Significant at the 10%; (**)Significant at the 5%; (***) Significant at 1%; the values between parentheses are p-values.
Financial development has a positive and significant impact on the ecological footprint, this means that when financial development increases by 1% in Bangladesh, it stimulates the ecological footprint by 0.4825%. Therefore, financial development is attached to negative environmental consequences as it creates more damage to the ecological system. This result confirms that financial development promotes economic activity, which in turn increases the global human demands on nature and contributes to environmental degradation. In addition, these findings are in line with several earlier studies, for example, Al-Mulali et al. (2015) have examined the link between financial development and carbon emissions in European-focused countries, founding that financial development can increase long-term carbon emissions.

Table 8, also reports the short-term result for the specification of taking ecological footprint (EF) proxy. The T & C export is found to increase the environmental quality in the short run but the effect becomes positive and significant with the value of 0.05% in 1st lag (D(EX(-1)), justifying that the T & C industry reduces the environmental quality of Bangladesh. The coefficient of (DGDP) shows positive and significant but it becomes negative and insignificant in the first lag. The coefficient of D(GDP2) is negative and significant with a value of 2.48% but after taking one lag the coefficient becomes insignificant with a value of 0.056%. The energy consumption (DEU) has a sign with a negative value of 0.544% at a 5% significant level. Whereas, the change of EU with 1 year lagged effect D(EU(-1)) has a positive and insignificant effect on the ecological footprint of Bangladesh. The change in financial development has a positive coefficient in both D(FD) and D(FD(-1)) and the value is insignificant in the short run but eventually, in the long run, the value becomes significant. This means financial development is responsible for reducing the ecological footprint of Bangladesh. In model 2a, the error correction term is correctly signed and significant with a negative value of 0.62 percent to validate earlier results of the long-run relationship among variables. It suggests the high speed of adjustment (62%) of the dependent variable to equilibrium as shown in model 2a.

CONCLUSION AND POLICY IMPLICATIONS

Bangladesh’s largest manufacturing industry is textilc production. The expansion of this sector, as well as other small and medium-sized businesses, has unquestionably benefited national economic development; yet, there are also environmental issues. The objective of this study is to investigate the impact of T & C export, per capita real GDP, energy use, and financial development on environmental degradation in the case of Bangladesh over the period of 1983-2019, by employing the ARDL approach. To this end, we compare the results of two alternative environment indicators: CO₂ emissions and EF. The CO₂ emissions represent only a small share of total environmental degradation, whereas the EF is considered a more comprehensive measure of environmental damage. The current climate condition of Bangladesh is declining due to the numerous industrial activities. In specific, fabrics are considered to create atmospheric pollution and the increased number of T & C manufacturing augmented GHG emissions. The findings confirmed that the effect of T & C export on the environment is positive and significant for both measures of the environment (CO₂ emission and EF). This result is consistent with Hasseb et al.’s (2020) study where they found T & C industries positively contribute to the CO₂ emissions in China, Indonesia, Pakistan, and India.

The long-run estimation result indicates a positive and significant effect of per capita real GDP emission and a negative impact of per capita real GDP squared on the CO₂ emissions. This result is in line with Al-Mulali et al. (2015) who investigated the EKC hypothesis for different income groups and countries by using ecological footprint (EFP) measures. In their study, they found that the EKC hypothesis is missing for lower-middle-income and upper-middle-income countries. Similar signs of GDP and GDP squared on EFP. However, the values are significant for the CO₂ emission measure but not significant for EFP. Thus, we can conclude that the EKC hypothesis is supported when we use CO₂ emission but using EFP did not support the EKC hypothesis. Similar results were also reported by Jorgenson et al. (2017) and Ghazali & Ali (2019); Imamoglu (2018) for Turkey & Mrabet & Alsamara (2017) for Qatar. All these studies confirmed the non-existence of the EKC phenomena while taking the ecological footprint as a proxy. Mrabet et al.
(2017), used ecological footprint and found in their long-term estimates show that the environmental quality of economic growth is degraded by increasing the ecological footprint for Qatar. This result indicates in the long run it is expected Bangladesh relies on the production and the exports of T&C products to sustain its economic growth. This will create an increasing volume of polluted goods. The rest of the variables were found similar in both measures.

Energy consumption is found to significantly affect the environment of Bangladesh. In both proxies, energy consumption is found to have a significant and positive impact on the environment both short-term and long-run. The policymakers need to explore alternative modes of energy consumption (green energy) to reduce the continuous environmental degradation in Bangladesh. It is also recommended Bangladesh prioritize energy efficiency projects to improve energy saving and enhance the role of renewable energy in reducing the ecological footprint arising from the consumption of energy mostly oil, and fossil fuels. In addition, policymakers need to urgently up their investments in renewable sources (like wind, solar, tides, bioenergy, etc.) because renewable sources are clean and low in emissions. Moreover, trade-related actions and strategies to increase environmental protection is needed to initiate because T & C export increases the ecological footprints of Bangladesh. The environmental protection is needed to initiate because T & C growth is degraded by increasing the ecological footprint which will help to reduce carbon levels quality. Furthermore, the cooperation of many stakeholders should be encouraged to raise the environmental awareness of staff, directors, retailers, manufacturers, and traders so that Bangladesh can get continuous benefit from the textile sector’s growth as well as environmental sustainability. The current study is limited to recognizing the overall effect of garments and production on environmental degradation, which is useful in determining the garment industry’s overall impact on CO₂ discharge, however, future studies can be recommended to augment the textile-environment nexus with a detailed examination of garment process, such as spinning, weaving, dyeing, wetting, printing and so on.

Financial development is another factor that has become more important recently. Various studies focused on including this factor in EKC estimates. The government, banks, and other institutions should participate in projects or activities that acknowledge the significance and adopt a code of good practice in Bangladesh in environmental matters. In the future, Bangladesh can employ carbon intensity in the financial embodied of government policy. The current study suggests that the regulators adopt some policies that promote environmental protection for the textile industry. Green technology must also be promoted in T&C sector processing in Bangladesh. In addition, this study suggests that government and policymakers increase investments in textile and focus on research and development to promote eco-friendly technologies related to the textile sector production and distribution. In addition, carbon tariffs have to be introduced to discourage the emission of greenhouse energy to reduce adversity environmental pollution. Furthermore, the cooperation of many stakeholders should be encouraged to raise the environmental awareness of staff, directors, retailers, manufacturers, and traders so that Bangladesh can get continuous benefit from the textile sector’s growth as well as environmental sustainability. The current study is limited to recognizing the overall effect of garments and production on environmental degradation, which is useful in determining the garment industry’s overall impact on CO₂ discharge.

The result of this study concluded that financial development led to an increase in environmental degradation.
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**Table 3: Pair-wise Correlations**

<table>
<thead>
<tr>
<th></th>
<th>LNGDP</th>
<th>LNFD</th>
<th>LNEU</th>
<th>LNFD</th>
<th>LNCO</th>
<th>LNEF</th>
<th>LNEXT</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNGDP</td>
<td>1.000</td>
<td>0.611</td>
<td>0.149</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNFD</td>
<td>0.979</td>
<td>0.991</td>
<td>0.992</td>
<td>0.095</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNEU</td>
<td>0.992</td>
<td>0.991</td>
<td>0.992</td>
<td>0.095</td>
<td>0.611</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNFD</td>
<td>0.979</td>
<td>0.991</td>
<td>0.992</td>
<td>0.095</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNCO</td>
<td>0.946</td>
<td>0.882</td>
<td>0.926</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNEF</td>
<td>0.910</td>
<td>0.910</td>
<td>0.931</td>
<td>0.066</td>
<td>0.949</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>LNEXT</td>
<td>0.889</td>
<td>0.889</td>
<td>0.931</td>
<td>0.066</td>
<td>0.949</td>
<td>1.000</td>
<td>0.606</td>
</tr>
</tbody>
</table>

Note: Number of observations 37. The figures represent the raw data.

**Fig. 2: CUSUM and CUSUMQ (CO₂PC model)**

**Fig. 3: CUSUM and CUSUMQ (EF model)**
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ABSTRACT
Salinity is a significant ecological element that influences the kind of creatures that reside in a water body. Salinity also determines the types of plants that will grow in a water body or on land that is fed by a water body. Three models were generated using an artificial neural network to estimate the salinity concentrations in the Bhairab River. Different combinations of variables were used to train the model using sample values of temperature, pH, turbidity, electrical conductivity (EC), color, total dissolved solids (TDS), total solids (TS), and suspended solids (SS). The performance of the models was determined using the statistical mechanism root mean square error (RMSE), coefficient of correlation (R), and determination coefficient (DC). ANN-2 model had the best performance which had the input variables electrical conductivity (EC), total dissolved solids (TDS), and total solids (TS). These three input variables were highly correlated with salinity. The correlation between the observed and the predicted values was also very high, the coefficient of correlation is 0.98 in validation. The RMSE value was very low for the model training and the value reduced even more after validation to 0.58.

INTRODUCTION
Khulna is the commercial and port city of Bangladesh, situated in the country’s southwest. Nonetheless, the region is surrounded by a lot of industries for geographical, cultural, social, and financial purposes. The water supply system in Khulna is entirely reliant on groundwater. Drinking water is not available in the Khulna region due to high salinity and iron levels. Due to the clayey soil, deep boring is needed to obtain drinking water. Since the upper aquifer is salt water, Khulna’s water supply scheme is entirely reliant on groundwater sources. The WHO’s (World Health Organization) norm threshold for water quality is used as a benchmark. Clean drinking water is a prerequisite for good health.

The Bhairab, which is thought to be older than its parent river, the Jalangi, splits from it at Bhagwangola (Vidhan Sabha constituency) in Murshidabad district, a few miles north of Karimpur near Akheriganj (in West Bengal). This river has been virtually dead for a long time, with its intake from the Jalangi having silted up. The stagnancy of its water is blamed in large part for the poor environment of Meherpur, which lies on its banks. The Khulna-Ichamati and the Kobadak are the two major branches of the Bhairab River. Bangladesh and India are separated by the Khulna-Ichamati River. The cities of Khulna and Jessore are located on the river’s side. The river affected the growth of their settlements and culture. The Bhairab and Atai rivers combine to form the Rupsa River, which flows into the Pasur River.

The cumulative concentration of dissolved inorganic ions in water or soil is referred to as salinity (Williams & Sherwood 1994). The ionic activity of a solution can also be expressed in terms of its ability to transmit electrical current (electrical conductivity (EC), measured in Siemens per meter). As a result, EC is commonly used to determine salinity, and the relationship between the two is dependent on water temperature. The following are the salt content classifications for surface waters (Battaglia 1958): freshwater < 0.5 g.L⁻¹; oligohaline 0.5-4.0 g.L⁻¹; mesohaline water 5-18 g.L⁻¹; polyhaline water 18-30 g.L⁻¹; euhaline water 30-40 g.L⁻¹; hyperhaline water > 40 g.L⁻¹ (Cañedo-Argüelles et al. 2013). Salinity and the proportions of the above ions come from three places in the absence of anthropogenic factors. (1) Catchment weathering is influenced by both the geology of the catchment and the amount of precipitation. (2) Sea water, though this is a major source of salts only in coastal areas. (3) As a result of seawater evaporation, small quantities of salts dissolve in rainwater. This third source of salt may be a major source of salt in land areas far from the sea (Herczeg et al. 2001). Because of the underlying geology and high evaporation in semiarid and arid areas, rivers and streams are frequently naturally saline; however, irrigation agriculture is one of the major causes of secondary, or anthropogenic, salinization.
One of the main causes of secondary salinization has been identified as irrigation and rising groundwater tables, especially in arid and semi-arid regions of the world where crop production consumes large amounts of water. Salt concentrates and soil water becomes more acidic as crops consume just a fraction of the salt in irrigation water (Maryoung et al. 2014). These salts can be leached out and end up in the river as a result of run-off. Furthermore, irrigation, which is primarily formed in flat geomorphological bottom areas (arid landscape natural salt sinks), triggers the mobilization of vast fossil salt storages dating from the soil’s past marine or otherwise saline geological history (Smedema & Shiati 2002). As a result, irrigation has been blamed for the salinization of many streams, including the Amu Darya and Syr Darya Rivers in Central Asia (Létolle & Chesterikoff 1999, Crosa et al. 2006). South Africa’s Breede River (Scherman et al. 2003), Spain’s Ebro River (Isidoro et al. 2006), and Turkey’s Great Menderes River (Koç 2008). A large portion of groundwater in Australia is saline due to the climatic and geomorphological features of the landscape (Blinn et al. 2004).

As a result, salinization has been identified as one of the most serious stressors facing freshwater habitats worldwide (Douglas 2017). Furthermore, salinization is one of the top 15 causes of stream impairment in the United States, ranking alongside pesticide input (Watershed Assessment, Tracking & Environmental Results 2012). In an Australian survey of river managers, salinity was ranked among the top three most significant environmental pollutants.

Pumping groundwater to bring the level down, then reusing wastewater or rather discharging it into local rivers, wetlands or streams is perhaps the most feasible alternative for controlling salinization (G.O. 1988). Unfortunately, there is a scarcity of scientific evidence to determine the biological consequences of these saline wastewater discharge systems (Brock & Hammer 1987).

An Artificial Neural Network (ANN) is a computational tool inspired by biological organisms’ brains and nervous systems. ANNs are mathematical models that are highly idealized representations of our current knowledge of complex systems. The capacity of neural networks to learn is one of their characteristics. A neural network is not configured similar to a traditional computer program; instead, it resembles provided with instances of processes, insights, theories, or any other type of data that it must comprehend. Through the learning (also known as training) phase, the neural network arranges itself to generate an intrinsic collection of characteristics that it utilizes to recognize data. ANNs can handle inaccurate or partial data, provide estimations, and are less susceptible to anomalies than traditional techniques. They are pretty similar, which means that their numerous independent processes may be performed at the same time. The ANN’s massively parallel processing architecture allows it to efficiently handle complex computations, making it the leading method for high-speed data processing today (Sarkar & Pandey 2015). These characteristics make ANNs ideal tools for dealing with a variety of water modeling issues. But the number of applications for ANNs is growing, and it has recently been effective in predicting various water-related problems (Daniell 1991).

ARTIFICIAL NEURAL NETWORK (ANN)

Framework of ANN

An artificial neural network (ANN) is a computational device made up of a highly interconnected group of basic information processing elements called units, which are similar to neurons. The neuron receives input from sources and generates output in accordance with a non-linear mechanism that is predetermined. The interconnection of several neurons in a known configuration creates an ANN model.

The training step creates the link between neurons using known inputs and outputs and shows them in a logical sequence to the ANN. An error convergence approach is used to generate the appropriate power given a known input of data to adjust the intensity of these interconnections.

The feed-forward error backpropagation algorithm is used for ANN training in this analysis (Rumelhart et al. 1986). The ANN network utilized in this research is represented in Fig. 1. The input, the covert, and the output layers are the three fundamental layers or tiers of information systems. Each of these levels comprises the processing units of neural network nodes. The neural weight is the relation of nodes in various layers (Daniell 1991).

Training and Validation of ANN

Neural networks learn by analyzing instances with a given “input” and “end,” resulting in probability-weighted connections between the two that are stored in the net’s data structure. When training a neural network from a given example, the difference between the network’s processed output and a target output is generally determined. This is the error. Using this error value and a learning rule, the network then modifies its weighted associations. With each modification, the neural network can provide output that becomes closer and closer to the desired output. After a sufficient number of these adjustments have been made, the training may be ended based on certain circumstances.

This is referred to as supervised learning. The number of input nodes, output nodes, and hidden layer nodes varies...
according to the task at hand. If the hidden layer has a small number of nodes, the network will not have enough degrees of freedom to appropriately learn the process. If the number is excessively huge, the training process may take a lengthy time, and the network may over-fit the data in some situations (Sarkar & Pandey 2015).

After training is finished, the ANN’s output is verified. Depending on the outcome, the ANN will either need to be retrained or will be able to serve its original function.

Performance Assessment of ANN Model

A wide variety of statistical parameters are available to evaluate the suitability of any particular model. The root mean square error (RMSE), coefficient of correlation (R), and determination coefficient (DC) are the success assessment statistics used in this study for ANN preparation. The following equations were used to calculate these parameters.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(Q_i-q_i)^2}{n}} \quad \cdots (1)
\]

\[
R = \frac{\sum_{i=1}^{n}(Q_i-\overline{Q})(q_i-\overline{q})}{\sqrt{\sum_{i=1}^{n}(Q_i-\overline{Q})^2(q_i-\overline{q})^2}} \quad \cdots (2)
\]

\[
DC = \frac{\sum_{i=1}^{n}(Q_i-\overline{Q})^2 - \sum_{i=1}^{n}(Q_i-\overline{Q})^2}{\sqrt{\sum_{i=1}^{n}(Q_i-\overline{Q})^2}} \quad \cdots (3)
\]

Where, \(\overline{Q} = \frac{1}{n} \sum_{i=1}^{n} Q_i\), \(\overline{q} = \frac{1}{n} \sum_{i=1}^{n} q_i\), \(Q = \) observed, \(q = \) calculated

MATERIALS AND METHODS

Study Area and Data Collection

The Bhairab River was chosen for determining various water quality parameters and determining whether the river water is appropriate for drinking according to WHO standard permissible limits (World Health Organization). These criteria aid in determining the impurity level of river water, characterizing temporal data variations in water quality, and identifying various trends in data analysis based on tidal conditions, day-to-day differences, and seasonal changes over the course of a year. By measuring the appropriate parameters, it may be possible to understand the impact of seasonal precipitation, surface run-off, and other natural changes in river water parameters. The Bhairab river serves as a natural water source in the Khulna area, carrying away industrial polluted water. This data was collected from an undergraduate thesis study at Khulna University of Engineering and Technology (Chowdhury & Hamidul Bari 2020). Nine water quality parameters were considered for the completion of this study - temperature, pH, turbidity, electrical conductivity (EC), color, salinity, total dissolved solids (TDS), total solids (TS), and suspended solids (SS). Salinity is a major component when you consider the quality of water, especially drinking water. The information demonstrates that the salinity level is far beyond the WHO guideline’s normal threshold. A total of 126 samples of data were available.

RESULTS AND DISCUSSION

Standardization of input data is a crucial phase in the data processing process before implementing ANN. The ANN model was used to standardize the input data for a target variable in this analysis. The available data is split into two
sections when estimating the parameters of an ANN model. The first is for calibrating the model, and another is for validating it. This is called a “split-sample” test. The number of parameters to be estimated determines the duration of calibration data. The rule of thumb is to use half to two-thirds of the data for training and the rest for testing. Other than salinity itself, the rest of the eight of the nine parameters were used for training and validation to predict salinity.

Various parameter combinations were used in the development of the ANN model: (a) Datasets of temperature, pH, color, turbidity, suspended solids (SS) (b) Datasets of electrical conductivity (EC), total solids (TS), total dissolved solids (TDS) (c) Datasets of temperature, pH, turbidity, electrical conductivity (EC), color, total dissolved solids (TDS), total solids (TS), suspended solids (SS). For the analysis, the ANN model had 5 input variables, 3 input variables, and 8 input variables for the case (a), (b), and (c) respectively. The training of the ANN model epoch had 1000 cycles. A three-layer standard network was used.

Table 1 compares the accuracy of various ANN models for salinity estimation based on RMSE, correlation coefficient, and determination coefficient. It shows that the RMSE, R, and DC values for all built models during calibration range from 0.78 to 2.41, 0.6 to 0.97, and 0.34 to 0.94, respectively. During model validation, the values of RMSE, R, and DC range from 0.58 to 2.55, 0.53 to 0.78, 0.28 to 0.96, and respectively. Three types of ANN models have been built with different combinations of variables, as discussed in the previous sections. The three ANN models have distinct results. The ANN2 model had the best performance, with RMSE, R, and DC values of 0.78, 0.97, and 0.94 during calibration and 0.58, 0.98, and 0.96 during validation. ANN-2 model has the best performance which has 3 input variables electrical conductivity (EC), total solids (TS), and total dissolved solids (TDS). These three input parameters are highly correlated with salinity so these variables are the optimum variables to correctly measure salinity. ANN-1 model had 5 input parameters pH, color, temperature, turbidity, and suspended solids (SS) which are loosely correlated with the values of salinity so, the model found it tough to find out the values of salinity. Because there are fewer input variables, the performance is significantly reduced when compared to ANN-2. These input variables are unable to identify the underlying physical mechanism. There are many input parameters for the ANN-3 model, which combines all of the parameters, including temperature, pH, turbidity, electrical conductivity (EC), colour, total dissolved solids (TDS), total solids (TS), and suspended solids (SS). These input parameters include both parameters that are highly and weakly correlated with

<table>
<thead>
<tr>
<th>ANN Model</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>R</td>
</tr>
<tr>
<td>ANN-1</td>
<td>2.39</td>
<td>0.61</td>
</tr>
<tr>
<td>ANN-2</td>
<td>0.78</td>
<td>0.97</td>
</tr>
<tr>
<td>ANN-3</td>
<td>2.41</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Fig. 2: Sample collection area of the Bhairab River.
salinity. So, this makes the model more convoluted and may lead to the model overfitting the training data, resulting in bad forecasts (Tokar & Johnson 1999). As a result, it is critical to employ the optimum number of input variables when developing an ANN model, and the findings of this study show that 3 input variables that are highly correlated to salinity, as used in ANN-2, are optimal for salinity simulation at Bhairab river. Fig. 1 shows the graphical results of the top performing ANN, ANN-2, in the form of gradient values, and regression plots, demonstrating a good relationship between the observed and predicted salinity using the ANN approach.

With regard to the unknown weights and biases, the gradient is the gradient of the error function’s square (Error = Known target - Variable output). Typically, the training goal is to minimize the sum of squared errors by utilizing the steepest descent technique to optimize the choice of weights and biases. A dynamic component is included to control the descent rate in order to stop the search value from going backward or forward before stopping close enough to it. The gradient value in an artificial neural network tends to be zero and in the 0-1 value range. As shown in Fig. 3, the gradient value during training for the ANN-2 model is close to 0.02, which is well within the acceptable range. The model is doing very well in the regression part where it achieves more than 90 percent accuracy in all categories. In training, the model predicted the values of salinity very accurately.

When the model is validated using Fig. 4, the gradient value is close to 0.01, which is well within the permitted range and has decreased since the training, indicating that the model has been properly trained and that the error has decreased. The hidden layers were thoroughly checked and from trial and error, the right number of hidden layers were applied to reduce the model from overfitting. It can be observed from the regression and prediction section that the ANN-2 model predicts the salinity values much more accurately than during training, indicating a very accurate model.

**CONCLUSION**

Water quality modeling using artificial neural networks is hardly used in Bangladesh. Measuring water quality parameters throughout the year or in a very specific time continuously is a very tough and long process. Using an artificial neural network this predictive model could save time and ease the process. Of the model that was created to predict salinity ANN-2 model had the most efficient result. For identifying the performance of the model, the values of RMSE, R, and DC were very helpful. These values presented that the ANN-2 model had highly correlated input parameters that were very good at predicting the salinity values. The quality of the input data and the number of hidden layers used were paramount to better the accuracy of the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>R</th>
<th>DC</th>
<th>RMSE</th>
<th>R</th>
<th>DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-1</td>
<td>2.39</td>
<td>0.61</td>
<td>0.36</td>
<td>2.51</td>
<td>0.55</td>
<td>0.30</td>
</tr>
<tr>
<td>ANN-2</td>
<td>0.78</td>
<td>0.97</td>
<td>0.94</td>
<td>0.58</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>ANN-3</td>
<td>2.41</td>
<td>0.60</td>
<td>0.34</td>
<td>2.55</td>
<td>0.53</td>
<td>0.28</td>
</tr>
</tbody>
</table>
Fig. 3: Gradient values, regression, and predicted values of salinity in the training of the ANN-2 model.
With regard to the unknown weights and biases, the gradient is the gradient of the error function's square (Error = Known target - Variable output). Typically, the training goal is to minimize the sum of squared errors by utilizing the steepest descent technique to optimize the choice of weights and biases. A dynamic component is included to control the descent rate in order to stop the search value from going backward or forward before stopping close enough to it. The gradient value in an artificial neural network tends to be zero and in the 0 - 1 value range. As shown in Fig. 3, the gradient value during training for the ANN-2 model is close to 0.02, which is well within the acceptable range. The model is doing very well in the regression part where it achieves more than 90 percent accuracy in all categories. In training, the model predicted the values of salinity very accurately.
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ABSTRACT
The most actual environmental problems in the XXI century are the following: global warming due to greenhouse gas emissions, energy production at coal, oil and power plants, air pollution, water pollution and waste recycling. Other environmental problems can be added to this short list, but the authors solve a specific task of promoting the idea of a promising “green” energy that will help humanity in conservation and development. European Union (EU) countries are planning to solve the main environmental challenges for the transition to low-carbon electricity by 2050. In many countries in the world every year there are more and more supporters of reducing emissions of carbon dioxide CO₂, nitrogen oxides NO and NO₂ and other greenhouse gases into the atmosphere. In recent years, EU has been consistently pursuing its own policy in the field of environmental protection, carrying out large-scale environmental measures. In Germany, United Kingdom (UK) and other European countries, a number of environmental initiatives are already gaining the status of state policy, which is being formalized in laws and regulations. Russian Federation acts on the world market as a leading country that produces and supplies significant energy resources not only to Europe, but also to many countries in the Asia-Pacific region. It is clear that the competitive stability of Russian energy companies significantly depends on the situation on the world energy market, but with the right strategy, Russia can actively influence the state of the entire energy market. With a confident leadership position, provided with significant natural, technological and human resources, Russian Federation has undeniable advantages over other energy-producing countries. It is Russia that can become the main supplier of clean energy for all other countries of the world, where tougher environmental requirements for energy generation are being cultivated. The authors of the study are considering the possibility of producing environmentally friendly hydrogen in Russia based on renewable energy sources (RES). The performed analysis shows the undeniable advantages of Russia in the export of hydrogen to other European countries.

INTRODUCTION
Despite the ongoing economic sanctions policy on the part of some states of the world, Russia remains a reliable and stable energy partner for most European countries. For all countries of the EU, there are uniform coordinated documents at the interstate level. Active work is constantly being carried out to unify and improve environmental requirements in the field of energy for all EU member states, which is reflected in a number of regulatory documents. In 2005, the “Energy Policy of EU” was approved. It is aimed at achieving three main goals, which are outlined in the “Energy Strategy of EU”:
1. Ensuring reliable and safe power supply;
2. Creation of a competitive environment for energy suppliers to ensure affordable prices for energy resources;
3. Ensuring stable consumption of energy resources by increasing energy efficiency and reducing greenhouse gas emissions, reducing environmental pollution and dependence on the type of fuel (Isaeva 2019).

Currently, half of the energy needs of EU member states are met by external suppliers. In the future, this proportion may increase to 2/3 (Kaveshnikov 2014, Zuev 2007). EU countries are planning in the future to most effectively apply the principle according to which it is the “polluter” who pays. Each supplier of any resource will be considered a violator of the environment: raw materials, energy carriers or end product. Penalties provide for mandatory financial compensation for any environmental pollution. The amount of such financial compensation will depend on the degree of environmental friendliness of production processes.

It is considered to be free from such compensation, some ideal processes using RES. RES include those energy sources, the natural renewal of which occurs quickly enough for them in the short term. The most common RES are the
following types of energy: solar, hydraulic, geothermal, wind and biomass. When using RES, energy is generated through natural processes, while environmental pollution occurs on a minimal scale. It should be noted that environmental pollution can be minimal, but not equal to zero. This is explained by the fact that the creation of a technological process of energy conversion requires significant infrastructure and special equipment, the creation of which causes certain damage to the environment.

The existing strong dependence of the economies of many EU countries on non-RES has led to attempts to change the accepted classification of RES in order to include other sources in this list. An example is the nuclear power industry, where there are no massive harmful emissions of such non-environmentally friendly gases as CO₂, nitrogen oxides NO and NO₂, etc. However, it can hardly be considered that fuel for nuclear power plants, formally, is a renewable type in real time human.

It should be noted that new processes in the field of regulation of energy resources impose special requirements on energy resources exported to European countries, for example, natural gas. Russian energy companies supply about 42% of all natural gas to European countries. It consists mainly of methane, although it is a non-RES source, nevertheless, it belongs to the most environmentally friendly form of energy due to the low CO₂ emissions during its production and combustion. The authors predict that the practical implementation of the “EU Energy Strategy” to reduce carbon emissions may, in the future, significantly reduce the level of natural gas supplies from Russia to Europe, or reduce profitability for Russian suppliers due to the implementation of the “polluter pays” principle. Another powerful factor in the implementation of the newest hydrogen strategy in Russia is the unique natural opportunities of the largest country in the world to obtain energy using RES.

**PAST STUDIES**

The authors of the study (Kaveshnikov 2014) review European energy policy and point out the significant cost of new reforms in the energy sector. Only a few European countries are relatively energy independent from external energy supplies. Economically leading countries consume several times more energy than they produce energy themselves, and over time, this disproportion is increasing more and more. It is also necessary to note purely national differences in various sources of energy generation. For example, Germany is the leader among EU countries in the production of electricity from coal-fired power plants, and France is the leader in nuclear power plants.

As we know, the most environmentally friendly is the production of energy based on the oxidation of hydrogen, because as a result of a chemical reaction, the product of hydrogen combustion is water. The topic of hydrogen energy has found its place in the “Energy Strategy of EU”, in which the countries of Western Europe have formed an environmental strategy for their development until 2050 (Gurkov 2014). “Action Plan for the Development of Hydrogen Energy in the Russian Federation until 2024” contains a roadmap that indicates that hydrogen can be used for the accumulation, storage and delivery of energy. Russian power engineers consider hydrogen as a promising energy carrier and a tool for solving new challenges to develop a low-carbon economy and reduce the anthropogenic impact on the climate. The uniqueness of hydrogen fuel lies not only in the complete absence of harmful emissions but also in its high calorific value. Another indisputable advantage is the technologically simple method of transporting hydrogen gas. “Action Plan for the Development of Hydrogen Energy” adopted in Russia was carefully and long prepared by leading power engineers and economists because they have been dealing with the problem of “decarbonization” for many years, said A. Belousov, First Deputy Prime Minister of the Russian Federation (Belousov 2021). He also noted that for the transportation of pure hydrogen, and as a part of a complex mixture, modern energy transport infrastructure can be used, for example, the new main gas pipeline from Russia to Germany through the Baltic Sea, Nord Stream 2 (Belousov 2021).

Currently, the cheapest way to produce hydrogen is the traditional method of steam reforming of methane, although it cannot be called environmentally friendly (Kraev 2020). Electrolysis is considered an alternative way to produce hydrogen, but it still cannot compete with the steam reforming of methane due to the significantly high cost, which is determined by the cost of electricity for this technology. Previous studies carried out by the authors comparing different methods of hydrogen production led to the conclusion that hydrogen produced using RES will be more than ten times more expensive than hydrogen produced by steam reforming from methane (Kraev 2020). So, existing RES do not allow the production of cost-competitive hydrogen. The Government of the Russian Federation is considering a modern technology of water electrolysis based on a nuclear power plant and a hydroelectric power plant, which will ensure the competitiveness of hydrogen produced by water electrolysis. Such a decision is justified and will allow minimizing daily fluctuations in the load of nuclear power plants due to the consumption of electricity for hydrogen production.

Not only in Russia, but also in other European countries, they show great interest in promising technologies for the
production of hydrogen. Avacon AG, a regional energy company from Germany, is already working on adapting the existing gas infrastructure to the practical use of hydrogen. Experimental studies are carried out on the existing gas distribution system of the city of Genthin (Saxony-Anhalt). The purpose of the measures is to increase the specific share of hydrogen in the main natural gas, which is supplied to German cities. To improve the environmental friendliness of energy systems, they began to replace up to 1/5 of the natural gas with hydrogen, although previously it was allowed to replace no more than 1/10. Stephan Tenge, one of the heads of Avacon AG, believes that since environmentally friendly “green” gas will play an increasingly important role in the future, it is necessary to re-equip the gas distribution network now so that it is adapted to receive the highest possible share of hydrogen.

**METHODOLOGY**

The study conducted by the authors is based on various methods of theoretical and scientific-practical study of environmental and economic approaches in obtaining promising types of fuel to meet the needs of the population. The work uses elements of functional cost analysis, methods of generalization, synthesis and abstraction. The research methodology included an economic analysis of data on various types of fuel used in modern energy. The authors used complex systems of methods in the field of management, which are used by Russian and foreign experts in the field of energy efficiency and ecology. In addition to theoretical ones, specific scientific and practical methods of socio-economic research are actively used in research work, primarily the analysis of documentary sources and the method of statistical analysis of statistical information. Information sources used in scientific work include documentary and statistical materials, special literature on the research topic and media materials.

**RESULTS**

The authors in their studies conducted an organizational and economic analysis of the feasibility of using hydrogen as a fuel in the aviation industry and noted that the first cargo transportation on hydrogen could be carried out as early as in 2024 (Aslanov 2021). Our results showed a certain limitation of the use of hydrogen in aviation transport due to its specific physical properties, namely, very low density. For example, 1 m$^3$ of liquid hydrogen has a weight of 70 kg, while the density of liquefied natural gas ranges from 430 to 520 kg/m$^3$, and the specific gravity of kerosene is 780-850 kg/m$^3$. The use of aviation fuels with low density will require a significant increase in the volume of fuel tanks and a reduction in the usable volume on board the aircraft. However, for road and rail ground transport and stationary power plants, the use of hydrogen fuel is extremely promising.

After analyzing the energy plans of a number of European states, the authors believe that in the near future the demand for hydrogen in the developed countries of the world will grow by dozens, and perhaps even hundreds of times. Consulting firm Aurora Energy Research conducted in 2020 its study “Hydrogen for a net zero GB: an integrated energy market perspective” which notes that while it focuses on the UK, its results apply to other countries, including developing nations. The report says that the total capacity of electrolysis hydrogen projects to be completed by 2040 is a thousand times greater than all the electrolysis facilities currently operating in the world. The final power should be an impressive value of 213.5 GW. The report also presented a functional cost analysis of the process of hydrogen production by electrolysis and concluded that it is possible to reduce the cost of hydrogen in the future to below 2.5 Euro/kg. Analysts at Aurora Energy Research predict in their optimistic scenario a hydrogen price cap of 2 - 2.5 Euro/kg.

One of the world leaders in the energy sector, Shell, with the financial support of the EU, began construction in Germany in 2020 of the world’s largest hydrogen production plant using water electrolysis. Until now, hydrogen at this enterprise was obtained only from natural gas. The volume of production will be 1.3 kilotons of hydrogen per year.

According to Bloomberg NEF experts, clean hydrogen could be used in the coming decades to cut up to 1/3 of global greenhouse gas emissions from fossil fuels and industry. At the same time, we are talking about acceptable costs in the transition to a new type of energy. This requires that at the level of the governments of the countries of the world, appropriate measures are taken to help expand the scale of modern technologies and reduce costs. The report notes the possibility of producing hydrogen in many countries before 2050, making it competitive with current natural gas prices in Brazil, China, India, Germany and Scandinavian countries on an energy equivalent basis. Experts from the Industrial Decarbonization department believe that hydrogen has sufficient potential to become a promising new fuel for the economy. In the coming years, it can be produced at a competitive price, stored underground for several months if necessary, and then transported through pipes. Bloomberg NEF analytical report on hydrogen price forecasts in various countries of the world provides the cost of producing sustainable “green” hydrogen, i.e. produced with the help of RES until 2050 (Table 1). We pay attention to the fact that hydrogen in European countries will not be the cheapest fuel: in Poland, 1 kg of hydrogen will cost 2.5 Euros, in Germany it will cost 2.25 Euros and in France, it will cost 2 Euros.
The cost of produced hydrogen depends significantly on the technology of its production. For example, hydrogen produced by electrolysis from solar and wind energy costs 5 to 10 times more than “conversion” hydrogen produced from natural gas. However, the cost of hydrogen depends on the energy source. For example, the price of “green” hydrogen from the energy of a nuclear power plant is 2 times cheaper than that from solar energy.

The cost of hydrogen, of course, depends on the producing country and the prices for energy carriers/raw materials in it. In Russia, hydrogen produced from methane costs about 1.1-1.6 Euro/kg, in the countries of the Middle East its cost drops to 0.9 Euro/kg, and in Europe, it reaches 2.23 Euro/kg. From an energy point of view, the thermal value of 1 kg of hydrogen is 2.5 times higher than that of methane or gasoline. It should be noted that the cost of hydrogen production in Russia is projected at the level of 1.5 Euro/kg if we use averaged data on the cost of electricity for hydrogen production in the calculations. A more detailed study of various energy sources and functional cost analysis confirm that the above data for Russia are approximate and do not reflect the real cost of electricity, and therefore do not demonstrate all the possibilities of the Russian energy sector.

We calculate in more detail the cost of electricity generation, as the main source of energy for the production of environmentally friendly hydrogen. The analysis below is based on official data on the cost of electricity, approved by the Federal Antimonopoly Service of the Russian Federation. The normative document under consideration contains selling wholesale prices for electricity for each electric power generation facility in Russia. We carry out a cost analysis in segmentation by types of generating processes: thermal, nuclear and hydropower plants. The significant difference in the cost of electricity depending on the type of power plant is impressive. The most expensive electricity is generated at the condenser-type thermal power plant, where the tariff rate for electricity per 1 kWh will be in the range of 0.01-0.02 Euro. The energy produced at nuclear power plants (NPP) is cheaper: 0.003-0.004 Euro/(kW/h). An additional effect is a new possibility of obtaining hydrogen to reduce daily fluctuations in the power of a nuclear power plant, i.e. elimination of an inefficient unloading mode (Aminov & Bairamov 2016; Fateev et al. 2018). However, in Russia, there are even cheaper sources of electricity. Their presence is associated with the unique natural features of a large Russian territory. We are talking about hydroelectric power plants (HPP). According to the order of the Federal Antimonopoly Service of the Russian Federation, the cost of electricity generation at hydroelectric power plants will be 0.0002-0.0004 Euro/(kWh) (Fig. 1).

Based on the data on the cost of electricity generation, we can say with confidence that hydropower has an undeniable advantage over other types. Another undoubted advantage of hydroelectric power plants is that they belong to truly RES, in contrast to nuclear and thermal energy.

The authors (Sinyak & Petrov 2008) analyzed the costs of hydrogen production and concluded that the electrolytic technology for hydrogen production would require about 60 kWh of electricity per 1 kg. We consider how much it costs to produce 1 kg of gaseous hydrogen by electrolysis when generating electricity using various technologies (Table 2). It should be noted that a change in the cost of hydrocarbon fuels can significantly affect the cost of electricity generated by thermal power plants, while electricity produced by nuclear power plants and hydroelectric power plants practically does not depend on the global price situation in fuel markets.

As mentioned previously, thermal energy-producing companies or private households will be the main consumers of hydrogen. We then take into account the price of thermal energy generated by various technologies. The findings of estimating the cost of 1 MJ of thermal energy produced by gaseous fuel burning are shown in Table 3. Please note that these calculations are of an estimated nature and do not take

![Fig. 1: Electrical power generation price in Russia for 1 kWh, Euro.](image)
into account capital investments in generation facilities, as well as transportation costs.

The estimated calculation given in Table 3 shows the undeniable advantage of hydroelectric power plants as a way to generate electricity for hydrogen production. It is fascinating to compare the costs of thermal energy produced from pure hydrogen and its mixing with natural gas, which is the primary energy source in the majority of European nations right now. The cost of the thermal energy received will be lower than the cost of thermal energy produced by burning natural gas with an equal mixture of hydrogen produced by electrolysis at hydroelectric power plants (50%) and natural gas (50%) (Fig. 2).

**DISCUSSION**

With a more accurate calculation, it is required to take into account the depreciation costs for electrolysis plants in the cost of the received energy (Sinyak & Petrov 2008). Within the framework of this research work, the authors do not talk about the process of gas transportation from the place of its production to the place of its consumption. Hydrogen can be transported in its gaseous or liquid state. The fundamental difference for determining costs lies in the significantly low temperature of liquid hydrogen: below 2600°C at atmospheric pressure, which is technically very difficult and expensive to make for mass consumption. By increasing the pressure in the line to 10 bar, we can slightly increase the boiling point by 100°C. By the way, the process of gas liquefaction is very energy-intensive and will require up to 1/3 of the growth in the cost of hydrogen (Kraev et al. 2018). When transporting liquid hydrogen, it will be necessary to additionally provide high-level thermal insulation for pipelines (Krenn & Desenberg 2020). Pumping liquid hydrogen will also require more additional energy to provide a cryogenic temperature level in the elements of pumping equipment. In the aggregate of the difficulties associated with the transportation of the liquid phase of hydrogen, this type of transportation at the level of modern technologies for industrial volumes of hydrogen production seems unacceptable.

The most optimal alternative to pipeline transportation of liquid hydrogen is its pumping in a gaseous state. Alternatively, the existing natural gas pipeline infrastructure in the world can be used (Belousov 2021). Modern gas pipelines, such as the Nord Stream, make it possible to transport any gas at high pressures up to 200 bar over remote distances of several thousand kilometers. Taking into account the significant differences in the physical properties of hydrogen and methane, as the main component of natural gas, the task of adapting compressor stations for pumping gaseous hydrogen may arise. The fact is that hydrogen is a gas with a low density (0.09 kg/m³), and for comparison, the density of methane is an order of magnitude higher: 0.7 kg/m³. With the existing high level of technological development, this problem is easily solved by certain engineering and technical methods. However, when transporting a gaseous mixture of natural gas and hydrogen in a ratio of 4:1, the change in the density of the mixture is not critical, and it is possible to use the existing gas transmission infrastructure in Europe.

**CONCLUSION**

The research project takes into account a new strategic focus on environmentally friendly hydrogen energy among several top European nations. Based on RES and the current gas transportation infrastructure, Russia has a unique chance to create the most promising and environmentally friendly hydrogen fuel for the export of gaseous hydrogen to EU nations. According to estimated calculations made by the authors, electrolytic hydrogen produced using existing hydroelectric power plants provides a significant (more than ten times) cost advantage. The environmental situation is improved at

<table>
<thead>
<tr>
<th>Country</th>
<th>Hydrogen price, Euro/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>2.75</td>
</tr>
<tr>
<td>Poland</td>
<td>2.5</td>
</tr>
<tr>
<td>Germany</td>
<td>2.25</td>
</tr>
<tr>
<td>France</td>
<td>2</td>
</tr>
<tr>
<td>Argentina</td>
<td>1.5</td>
</tr>
<tr>
<td>Canada</td>
<td>1.5</td>
</tr>
<tr>
<td>Russia</td>
<td>1.5</td>
</tr>
<tr>
<td>Australia</td>
<td>1.25</td>
</tr>
<tr>
<td>Brazil</td>
<td>1.25</td>
</tr>
<tr>
<td>Chile</td>
<td>1.25</td>
</tr>
<tr>
<td>China</td>
<td>1.25</td>
</tr>
<tr>
<td>India</td>
<td>1.25</td>
</tr>
<tr>
<td>Morocco</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Table 1: Producing green hydrogen prices in the countries of the world by 2050.

<table>
<thead>
<tr>
<th>Generation source</th>
<th>Cost of 1 kWh of electricity, Euro</th>
<th>Cost of 1 kg of hydrogen, Euro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal power</td>
<td>0.01 – 0.02</td>
<td>0.60 – 1.25</td>
</tr>
<tr>
<td>Nuclear power</td>
<td>0.003 – 0.004</td>
<td>0.18 – 0.22</td>
</tr>
<tr>
<td>Hydroelectric power</td>
<td>0.0002 – 0.0004</td>
<td>0.015 – 0.025</td>
</tr>
</tbody>
</table>

Table 2: Comparison of hydrogen production cost depending on the method of generating electricity.
the same time as the basic requirements for the production of “green” hydrogen using RES are met.
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ABSTRACT
As part of the agricultural sector, livestock is a source of food for Indonesia and consumers abroad. Therefore, the demand for livestock commodities tends to increase, aligning with the positive growth of the population. Additionally, as part of their efforts to promote higher consumption, one of the attempts made by producers and the government as policymakers is to encourage an increase in the livestock population from time to time. On the other hand, the industrial sector that engages in processing likewise continues to expand to improve products downstream. However, the increase in the number of livestock and industries can contribute to the rise in emissions that impact environmental conditions. In this study, the environmental situation referred to is temperature variations. Moreover, this research aims to determine the impact of livestock population and energy consumption in the industrial sector on temperature changes. The method used in this research is explanatory. The data sources used for multiple linear regression analysis came from the World Bank, Indonesia’s Central Bureau of Statistics (BPS), and the Ministry of Energy and Mineral Resources. The analysis reveals that large and small livestock, as well as energy use in the industrial sector are factors that have an impact on Indonesia’s temperature. Large and small livestock cause an increase in temperature due to the large number of emissions produced by enteric fermentation and excretion. Meanwhile, the rise in energy consumption is inversely proportional to changes in temperature. This condition occurred because of the higher proportion of renewable energy in total energy consumption.

INTRODUCTION
The increase in population needs to be followed by the rise in the food supply. Livestock is a business field that produces commodities to fulfill basic needs. According to Van Kernebeek et al. (2016), Claeyls et al. (2014), and Bernacka (2011), the products produced by the livestock sector are not only for consumption but also for the production of protein, minerals, and vitamins. Furthermore, based on the Directorate General of Livestock and Animal Health (2019) publication, the demand for eggs, poultry meat, large and small livestock meat, and milk in Indonesia has increased by around 3.5%, 9.3%, 18.7%, and 0.3% per year, respectively. The increase was not only in raw materials but also in processed products, such as dried meat, canned meat, and sausage.

Even though it helps the community achieve its fundamental needs, the increasing cattle population has a negative impact on the environment. According to Seidavi et al. (2019), poultry (free-range chicken, laying hen, and broiler) contributes to increased exhaust gases released into the air. The gas produced is generated from the respiration process in the form of carbon dioxide and manure in methane. The highest comes from the excretion process in the form of nitrous oxide and ammonia. These gases contribute about 0.64% of agricultural emissions and lead to warmer temperatures. Like poultry, large and small livestock processes also contribute to exhaust gases that make the temperature warmer.

Moreover, Zervas & Tsiplakou (2012) along with Seidavi et al. (2019) explained that large and small livestock release greenhouse emissions from four processes such as respiratory (carbon dioxide), excretion (nitrous oxide and ammonia), enteric fermentation (methane), and manure storage (methane). In addition, Mandal et al. (2013) described that large and small livestock emitted higher emissions than poultry because livestock experienced enteric fermentation. This process releases higher methane than from manure management process. Furthermore, Swain et al. (2016) described that large and small livestock emitted gas from enteric fermentation, and manure is 23 times higher in a potentially degraded environment than from respiratory. These gases relatively increase the temperature higher than in the previous period.

In addition to meeting the community’s needs, the government should always strive for the smoothness and
acceleration of production and service activities. One form of this effort is to encourage the enhanced performance of the industrial sector. According to the Ministry of Industry (2010), this sector contributes approximately 26.4% of Indonesia’s GDP. The BPS publication (2022a) stated the number of industries in this sector grew by 2.45% per year. Along with increasing awareness of environmental sustainability, the government also encourages business actors in the industrial sector to increase the renewable energy mix to total energy consumption.

In terms of GDP and emissions from energy use, the industrial sector contributes significantly. Juntueng et al. (2012) explained that the industrial sector contributes to emissions from energy usage, such as electricity usage and fuel combustion process. Furthermore, Punyawadee (2010) discovered that energy usage of the industry has a positive impact on economic growth. However, increasing energy consumption will negatively impact the environment through the emissions spread to the air. Additionally, Sharvini et al. (2018) and Hidayatno et al. (2019) described that non-renewable energy used in the industrial sector emits carbon dioxide, increasing the temperature. These studies also draw attention to the government of Indonesia’s initiatives to decrease non-renewable energy use and increase the use of renewable energy, which is more environmentally friendly and safe for the environment.

Studies on emission generally involve manure (Nugraheningtyas et al. 2018), enteric fermentation (Thakuri et al. 2020), and feces or urine (Seidavi et al. 2019). In other words, studies on the relationship between livestock population and energy use are still rare. In fact, in developing countries, especially Indonesia, these two variables play a strategic role. To meet the basic needs of Indonesian citizens as well as to produce goods for export, the population of livestock will therefore continue to grow. Additionally, as one of the tools for economic development, the industrial sector’s energy consumption will undoubtedly continue to rise periodically.

This study aims to determine which factors can affect the surface temperature change in Indonesia. We use large and small livestock, poultry population, and industry sectors’ energy consumption as independent variables to investigate the range of dependent variable values.

**MATERIALS AND METHODS**

**Research Method**

This research uses an explanatory approach to investigate the phenomena that occur among the variables involved and prepare recommendations for the future. The type of data used in this study is quantitative and statistical tests are used to assess the validity of the relationship between exogenous and endogenous variables (Sue & Ritter 2012).

**Data Source**

The data for this study is accessed from the World Bank, Indonesia’s Central Bureau of Statistics (BPS), and the Ministry of Energy and Mineral Resources. Temperature data has been accessed from the World Bank (World Bank 2022a). The information accessed from BPS consists of the number of free-range chickens (BPS 2022b), laying hens (BPS 2022c), broilers (BPS 2022d), horses (BPS 2022e), beef cattle (BPS 2022f), dairy cattle (BPS 2022g), buffalo (BPS 2022h) and goat (BPS 2022i). Furthermore, the data obtained from the Ministry of Energy and Mineral Resources (2016, 2020) is energy use in the industrial sector. Moreover, the data interval used in this study is from the period 2000 to 2018.

**Data Analysis**

The data analysis used to estimate the determinants of temperature changes in Indonesia is multiple regression using the Ordinary Least Squares (OLS) (1). OLS is used because the data is normally distributed, and applicable with a relatively small observation size (Ahmad et al. 2021). The dependent variable in this study is the surface air temperature of Indonesia (°C) (World Bank 2022b). Meanwhile, the independent variables consist of the number of poultry, large and small livestock (Directorate General of Livestock and Animal Health 2021), and the use of energy in the industrial sector (both from fossil fuels and biomass) measured in barrels of oil equivalent (BOE) units (Ministry of Energy and Mineral Resources 2020)

\[ Y = \beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \varepsilon \quad \ldots(1) \]

Where; \( Y \) = temperature; \( \beta_0 \) = intercept; \( \beta_1-\beta_3 \) = coefficient of independent variable; \( X_1 \) = number of poultry (free-range chicken + laying hen + broiler); \( X_2 \) = large and small livestock (horse + beef cattle + dairy cattle + buffalo + goat); \( X_3 \) = industrial sector’s energy consumption; \( \varepsilon \) = error term.

**RESULTS AND DISCUSSION**

**Temperature**

The average annual temperature in Indonesia from 2000 to 2018 was 26.16 °C, ranging from 25.9 °C to 26.4 °C (Fig. 1). The temperature in Indonesia tended to decrease between 2000 and 2008, then increase after that. According to Komariah et al. (2015), the increase or decrease in temperature cannot be separated from the area covered by clouds. Therefore, the larger/smaller the range of cloud cover, the
temperature will tend to decrease/increase. This change is caused by the decreasing/increasing intensity of solar radiation pushing more/less water vapor carried to the clouds and then advancing/decreasing the probability of rain.

Furthermore, according to Megahed & Srikantaswamy (2020), a decrease in temperature can cause relative humidity to increase. Both of these phenomena can increase the chance of rain. In contrast to the incidence of increasing temperature, Cianconi et al. (2020) stated that an increase in temperature could cause a decrease in humidity and evapotranspiration and later cause dryness.

Free-Range Chicken

Free-range chicken is a general term for non-race chicken in Indonesia. From 2000 to 2018, the average population was 274,794,566 units (Fig. 2), increasing by almost 0.90% annually. According to the Ministry of Agriculture (2008), Java Island is the area with the highest number of free-range chickens in Indonesia. Therefore, as the population of this area declines, it immediately affects the national decrease in the total number of free-range chickens. When this incidence took place in 2007, the amount of this livestock in the Java Island region had fallen by 14.29%. As a result, there was a nationwide decline in that year of up to 6.47%. In addition, mortality instances caused a fall in the number of chickens that year, which meant that more free-range chickens died than in previous years. According to Nova et al. (2012), the increase in mortality was caused by the culling of free-range chickens due to the reappearance of bird flu cases in Indonesia in 2007.

In general, the part of free-range chicken consumed is eggs and meat. Therefore, another benefit of this livestock is a saving instrument for farming households. This condition happens because the selling price is relatively higher than other types of chicken (Kalangi et al. 2020).

Laying Hen

Laying hen is a common term for a female, grown chicken that is kept primarily for laying eggs, and whose eggs are mainly consumed by the Indonesian people compared to other types of poultry. According to the Directorate General of Livestock and Animal Health (2019) data, per capita consumption per year for laying hen eggs increases by approximately 3.65% per year. Furthermore, this institution reports that in 2017 the demand for laying hen eggs was relatively higher than in other periods, around 6.635%. Based on Astaman et al. (2020) study, the increase in demand occurred due to the decline in egg prices. This condition is in line with the Directorate General of Livestock and Animal Health (2019) data, which stated a decrease in egg prices by IDR 617, tended to increase egg prices in the previous period. Responding to this positive trend, these livestock producers are trying to increase the population to meet consumer needs and increase market penetration. The laying hen population, which tends to rise annually, is a good indicator of this effort (Fig. 3).

Broiler

Indonesia has various types of chickens, and broilers are the country’s most abundant type of chicken. This fact is inseparable from the preferences of people who tend to choose broilers over other types of chicken because of the relatively lower costs and comparably larger portions of meat. Based
on Fig. 4, the broiler population continues to increase from time to time, increasing 11.67% per year.

Horse

East Nusa Tenggara, West Nusa Tenggara and South Sulawesi are the top three provinces with the largest horse populations in Indonesia (BPS 2022d). In these three regions and other provinces in Indonesia, horses are used for various purposes, including labor, transportation, sports, recreation, and consumption (Sihita et al. 2018). According to Kadir (2011), horse meat has advantages over beef, namely the relatively lower fat content. Furthermore, according to Ginting et al. (2019), another product from horses (horse milk) has good ingredients for treating several diseases, namely asthma, hypertension, and diabetes. Furthermore, the number of horses from 2000 to 2018 has consistently been above 300,000 heads (Fig. 5). However, there has been a downward trend in the last eighteen years. High demand for horse meat compared to supply and poor rearing practices are two factors in the declining horse population.

Beef Cattle

According to Akinsulu et al. (2019), the consumption of beef cattle increases when the number of household members increases (Fig. 6). In addition, higher income and education level have a positive effect on the amount of beef consumed.
As one of the largest countries in the world, Indonesia has experienced an increase in population, economic growth, and an improving level of education from time to time. Thus, the number of beef cattle needed to meet beef consumption is also increasing. Based on this, cattle farmers look for more livestock to take advantage of opportunities to meet consumer demand.

Dairy Cattle

The main product of dairy cows is milk. Based on data from the Directorate General of Livestock and Animal Health (2021), the consumption level of cow’s milk by the Indonesian people is around 16.27 kg per year. Therefore, with the existing population, the need for this product reaches 4.3 million tons per year. However, based on Fig. 7, there was a population decline of 167,674 units from 2012-2013. This decline impacts domestic cow’s milk production, which is increasingly declining and encouraging more imports. On this basis, the government issued the Blue Print for Indonesian Dairy 2013-2025. Through this roadmap, it is hoped that the national demand for cow’s milk can be dominated (>50%) by domestic producers. One of the efforts to achieve this target is

Broiler

Indonesia has various types of chickens, and broilers are the country’s most abundant type of chicken. This fact is inseparable from the preferences of people who tend to choose broilers over other types of chicken because of the relatively lower costs and comparably larger portions of meat. Based on Fig. 4, the broiler population continues to increase from time to time, increasing 11.67% per year.

Horse

East Nusa Tenggara, West Nusa Tenggara and South Sulawesi are the top three provinces with the largest horse populations in Indonesia (BPS 2022d). In these three regions and other provinces in Indonesia, horses are used for various purposes, including labor, transportation, sports, recreation, and consumption (Sihita et al. 2018). According to Kadir (2011), horse meat has advantages over beef, namely the relatively lower fat content. Furthermore, according to Ginting et al. (2019), another product from horses (horse milk) has good ingredients for treating several diseases, namely asthma, hypertension, and diabetes. Furthermore, the number of horses from 2000 to 2018 has consistently been above 300,000 heads (Fig. 5). However, there has been a downward trend in the last eighteen years. High demand for horse meat compared to supply and poor rearing practices are two factors in the declining horse population.

Beef Cattle

According to Akinsulu et al. (2019), the consumption of beef cattle increases when the number of household members increases (Fig. 6). In addition, higher income and education level have a positive effect on the amount of beef consumed. As one of the largest countries in the world, Indonesia has experienced an increase in population, economic growth, and an improving level of education from time to time. Thus, the number of beef cattle needed to meet beef consumption is also increasing. Based on this, cattle farmers look for more livestock to take advantage of opportunities to meet consumer demand.
to increase the dairy cattle population sustainably. The trend of the dairy cattle population, which has increased annually since 2013, provides evidence of this industry.

**Buffalo**

Buffalo is one of the ruminant animals kept by many people in Indonesia, especially farmers. This livestock is used to assist producers in ploughing the land. Based on the study of Amin et al. (2016), buffalo are relatively common in the central part of Indonesia, such as West Nusa Tenggara, Bali, and Sulawesi. However, Amin et al. (2016) explained that from 2003 to 2011, there was a decline in the buffalo population (Fig. 8). These findings align with this study. In the last 18 years, there has been a decline in the buffalo population by around 4.31% per year. This decline is thought to be caused by poor livestock cultivation, namely breeding the closely linked gene of buffalo.

**Goat**

The goat population in Indonesia tends to increase from time to time. This increase is inseparable from the role of goats as a source of protein for the Indonesian people and the tradition
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Goat

The goat population in Indonesia tends to increase from time to time. This increase is inseparable from the role of goats as sources of protein for the Indonesian people and the tradition of some people in this country who use goats as sacrificial animals (Murray-Prior et al. 2010). Furthermore, from the agricultural side, goat manure is used as a combination of organic fertilizers to meet plants’ nutrient needs (Kurniawati et al. 2021). On this basis, goat breeders continue to seek to increase the number of livestock to increase income through meeting community needs.

Industrial Sector Energy Consumption

The industrial sector plays a strategic role in contributing to Indonesia’s GDP. Therefore, efforts are made to improve the quality and quantity levels in this economic sector. Additionally, the industrial sector has a direct impact on energy usage to support its activities. From 2000 to 2018 (Fig. 10), the amount of energy used for this sector fluctuated with an upward trend. The increase is around 1.94% per year. Furthermore, the increase or decrease is caused by the number of industries, which tends to change every year.

Effect of Livestock Population and Industrial Energy Consumption on Temperature

Large and small livestock contribute to air emissions through
enteric fermentation and excretion. Enteric fermentation occurs in the digestive tract of ruminant animals, known as the rumen. When the feed enters the digestive tract of ruminants, it produces gas in the form of carbon dioxide. Methane is produced when the gas reacts in the rumen with hydrogen gas and microbes (Thakuri et al. 2020). According to Gibss et al. (2001), methane from enteric fermentation is released as a gas, either on exhalation (respiration) or flatulence. Furthermore, the process of excreting or removing waste from the body of ruminants and other large livestock, as well as small livestock, is in the form of feces and urine (Dong et al. 2014). Ammonia and nitrous oxide, two volatile gases, are present in both types of contaminants. Ammonia gas is produced from the reaction between microbial enzymes in the feces and urea in the urine. This process can continue until ammonia is oxidized and turns into nitrate and nitrous oxide during nitrification (Cobellis et al. 2016, Wang et al. 2017).

Increasing the population of large and small livestock by 1 unit will lead to an increase in temperature of around 0.00000319°C (Table 1). This finding is in line with a study from Lynch (2019), who stated that livestock, dominated by large and small livestock, became the largest methane contributor through enteric fermentation. On the other hand, Nugrahaeningtyas et al. (2018) explained that emissions from the excretion of large and small livestock are relatively higher than different types of livestock. This rather large share occurs because the consumption of feed by these animals is increasingly intense than that of poultry.

In detail, Santiago-Juarez et al. (2016) and Zhuang et al. (2020) explained how the increasing livestock population leads to an increase in temperature: enteric fermentation and excretion produce exhaust gas in the form of methane. Additionally, excretory products are used as manure-making basic materials. Thus, the manure processing cycle also produces exhaust gases that are released into the air. This condition happens because there is an accumulation of around 7,222.1 g CO$_2$-eq in the processing cycle. Therefore, the more significant emission has a positive effect on the increase in temperature in Indonesia.

Furthermore, the energy consumption variable affects the dependent variable differently (Table 1). Increasing energy consumption by the industrial sector negatively impacts the increase in temperature. In Indonesia, the energy used by the industrial sector consists of non-renewable and renewable, such as coal, oil, gas, and biomass crop residue (rice, sugar, palm oil, and coconut) (ADB 2020). Over time, especially since 2002, the government has encouraged the use of more environmentally friendly energy than non-renewable energy. This effort is realized through Ministerial Decree No. 1122 K/30/MEM/2002 about Distributed Small Power Generation.

Empirically, a one-unit increase in energy use for the industrial sector will reduce the temperature by about 0.000000184°C (Table 1). Because the industrial sector uses less energy and creates less carbon dioxide, the temperature decreases. The increased biomass composition is what causes the reduction in emissions, and this kind of resource is relatively eco-friendly. This finding supports the results of Gyamfi et al. (2021) who concluded that the use of energy involving biomass could reduce pollution from carbon dioxide gas.
Table 1: Regression results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2.57E+01</td>
<td>0.19E+00</td>
<td>0.0000</td>
</tr>
<tr>
<td>Poultry</td>
<td>-3.64E-11</td>
<td>4.31E-11</td>
<td>0.4125</td>
</tr>
<tr>
<td>Large and small livestock</td>
<td>3.19E-08</td>
<td>9.12E-09</td>
<td>0.0032</td>
</tr>
<tr>
<td>Industrial sector’s energy consumption</td>
<td>-1.84E-09</td>
<td>6.70E-10</td>
<td>0.0151</td>
</tr>
<tr>
<td>Adjusted R-square</td>
<td>0.50E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistics</td>
<td>7.10E+00</td>
<td></td>
<td>0.003414</td>
</tr>
</tbody>
</table>

Source: Secondary data analysis

CONCLUSION

Livestock populations and energy consumption in the industrial sector tend to increase continuously to fulfill the community’s demand. Empirically, large and small livestock, as well as the energy usage from the group of particular firms affect the temperatures inversely. The positive growth of the cattle, buffalo, horse and goat population encourages a warmer climate. This condition is caused by attention to waste gas management that has not been maximized and is oriented towards environmental sustainability. Based on this study, it is hoped that stakeholders in livestock farming will focus on economic and social aspects and the environment. On the contrary, higher energy consumption negatively impacts the temperature. Thus, the government’s efforts to encourage business actors to increase the percentage of environmentally friendly energy for the production process need to be continuously stimulated and evaluated from time to time.
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ABSTRACT

The plant is an important component of the riparian ecosystem, which could reflect both the environmental and functional characteristics of the riparian zone. Studies on species composition, diversity, community structure, distribution pattern, and adaptation strategies of plant communities in the riparian zone of the Three Gorges Reservoir (TGR) will help to explore the maintaining mechanism of the plant communities’ ecological function under severe water-level fluctuation. The paper reviewed the plant community characteristics, functional traits as well as their eco-physiological responses and environmental adaptations in this special ecological zone. Based on this, future research orientations in this field were also prospected, which may focus on the maintenance mechanism of the plant community, suitable plants selection and their adaptation mechanism, the relationship between plant functional traits and ecosystem functions, plant niche in the riparian zone, and the connectivity of riparian zone to the surrounding environment. The results can promote the correlational research on plant communities in the riparian zone and deepen the understanding of ecosystem services the riparian ecotone provides.

INTRODUCTION

Riparian zones are typical aquatic-terrestrial ecotones formed by the water-level periodic fluctuation of reservoir operation that could provide multiple ecological functions, such as stabilizing reservoir bank, purifying water quality, conserving biodiversity, beautifying the landscape, and ensuring reservoir system health (Zhu et al. 2020). The construction and operation of the Three Gorges Reservoir (TGR) of China, the largest hydropower dam in the world, has created a unique riparian zone with an area of 350 km² along the mainstream of the Yangtze River and its tributary due to anti-seasonal water-level fluctuation (i.e., water levels of 145 m in summer and 175 m in winter; Fig. 1) (Ye et al. 2017, Zhu et al. 2020). However, it also poses a significant impact on the ecosystem, land surface processes, and social economy in the reservoir area. In particular, the ecological degradation in the riparian zone has attracted widespread attention, and many studies have been conducted to explore the impacts of the TGR on landscape patterns (Wu et al. 2017, Chen et al. 2018), variations of vegetation distribution, and diversity (Hu et al. 2018, Zhu et al. 2019), as well as the spatial-temporal characteristics of the plant-soil system (Ye et al. 2020, Liu et al. 2021). Though these studies have elucidated the changes in the eco-hydrological environment since the reservoir impoundment, the dynamic characteristics and maintaining mechanism of the plant community function derived from the hydrological regime in the riparian zone of the reservoir are still unclear. Additionally, the response mechanism of plant communities in terms of functional traits or physiological ecology and their environmental adaptation to periodic flooding and drought stress (alternate wetting-drying conditions) at different altitudes have not been fully understood.

STATE OF THE ART

Plants are the important components of the riparian ecosystem, which could reflect both the environmental and functional characteristics of the riparian zone. Repeated submersion and exposure could greatly reduce the original vegetation and new plant communities gradually formed. Currently, research on plant communities in the riparian zone mainly concerns species composition and diversity (Zhang et al. 2016), community structure and its dynamics (Lei et al. 2015), physiological characteristics of dominant species (Ai 2013), plant ecological stoichiometry (Du et al. 2014), flooding-tolerant plants selection (Fan et al. 2015),
the limiting factors and modes of vegetation restoration (Guo et al. 2012), and plant functional traits (Budelsky & Galatowitsch 2004).

**Plant Community Composition and Species Diversity**

Wang et al. (2011a) showed that plants in the riparian zone of the TGR were mainly distributed in the high-altitude localities with gentle slopes and fine texture. Species diversity and proportion of annual plants increased with elevation, and the plant composition was consistent with spatial variations of flooding disturbance intensity. Long-term winter submergence, dramatic water-level fluctuation, and high-temperature summer drought in the water-falling season are the driving factors of vegetation composition in this riparian zone. Zhang et al. (2016) found that since the experimental impoundment of the TGR in 2006, a large number of plant communities in the inundated area have disappeared, forming permanent waters and environmentally adaptable plant communities. Before impoundment, there were 769 species of vascular plants (belonging to 400 genera in 121 families) with annual herbs, perennial herbs, and shrubs being the dominant life forms; after impoundment, the vascular plants decreased to about 300 species, among which the proportion of annual herbs increased from 26.4% to 45.5%, perennial herbs decreased from 44.4% to 32.5%, and woody plants (arbors and shrubs) decreased from 23.7% to 15.2%, indicating that shrubs were no longer the dominant life form (Fig. 2). Actually, the existing vegetation types in the riparian zone of
the TGR were predominantly annual and perennial herbs and the species diversity showed a “single peak” pattern along with the elevation, with the medium elevation (155-165 m) being the highest species diversity (Guo et al. 2019). Under the influence of repeated periodic water-level fluctuation, herbaceous plants (including annuals and perennials) would replace arbors, shrubs, lianas, and other life forms, which is an inevitable trend of the composition change in plant life forms in the riparian zone of the TGR.

**Plant Ecological Stoichiometry**

Ecological stoichiometric theory unifies ecology with elemental ratios and stoichiometric invariance that studies energy balance and multiple chemical elements (principally C, N, and P) balance in biological systems (Zhang et al. 2019). Plants generally adjust their element content and ratio for adapting to the ambient environmental changes. In the riparian zone of the TGR, the characteristics of plant communities and suitable plant selection are the most discussed topics. However, there are few studies regarding plant characteristics from the perspective of elements or ecological stoichiometry. Laboratory fertilization experiments revealed that plant growth in the riparian zone of the TGR was restricted by N, and N and P addition could relieve this restriction effect (Mi et al. 2016).

**Suitable Propagules and Seed Selection**

It is generally acknowledged that there are two ways for vegetation restoration, one is artificial construction like propangules planting or seed sowing; another is seed bank transplantation (Li et al. 2010a) The riparian zone of the TGR is characterized by high water-level drop, long duration, anti-seasonal and irregular flooding, with the flooding time of 150 m elevation (145-155 m) being about 8~10 months, 160 m (155-165 m) about 6~7 months, and 170 m (165-175 m) about 2~4 months (Fig. 3). According to these characteristics, Huang et al. (2013) divided the riparian zone into lower (146-156 m), middle (156-173 m) and upper (173-176 m) parts, and suggested that different measures should be taken for different parts to ensure both ecological benefits and landscape effects. The key to vegetation restoration in the riparian zone of the TGR is to select the species (propagules and seeds) that could tolerate the above-mentioned adverse stresses.

Artificial selection of adaptable plants could not only provide technical support for the construction of stable plant communities and ecological restoration but also enrich the species diversity. In recent years, many scholars have screened out a variety of adaptable species via actual or simulated flooding tests, the perennial herbaceous plants mainly included *Cynodon dactylon* (Liu & Liu 2005), *Paspalum paspaloides*, *Cyperus rotundus*, *Alternanthera philoxeroides* (Fan et al. 2015), *Iris pseudacorus* (Wang et al. 2008), and *Arundinella anomala* (Ye & Zeng 2013); the perennial woody plants mainly included *Chinese maple poplar*, *Vitex negundo* (Lu et al. 2010), *Taxodium ascendens* (Li et al. 2011), etc. Liu et al. (2005) conducted plant adaptability tests in the field waters of the Yangtze River under limiting conditions, and the results displayed that *Cynodon dactylon* had strong adaptability and could survive such conditions as the flooding depth of 0-25 m. Ma et al. (2009) screened out two species (*Cynodon dactylon* and *Ficus tikoua*) with strong adaptability through in situ and *Ficus tikoua* simulated flooding experiments. Chen et al. (2008) found that short-term simulated flooding (10, 20, and 30 d) had no obvious negative effects on the survival rate and physiological activities of the annual herb *Polygononum hydropiper*. Wang et al. (2008) indicated that

![Fig. 3: The flooding time and exposure time of the water-level-fluctuation zone of the TGR (Data source: You et al. 2017).](image-url)
Vegetation Collocation Mode

It is commonly recognized that adaptable species were selected according to the flooding duration and depth at different elevations in the riparian zone (Du et al. 2012). Li et al. (2017) proposed that the collocation modes of “arbor-shrub-grass-lianas” for 177-170 m, “shrub-grass-lianas” for 170-160 m, and “grass-lianas” for 160-145 m should be adopted for different elevations in the riparian zone. Du et al. (2012) stated that in the ecological barrier area, plants with strong decontamination ability like Cynodon dactylon, Acorus calamus, and Arundo donax Linn. should also be collocated. Summarily, the adaptable species collocation in the riparian zone primarily focused on the following aspects: 1) Ecological benefits. Through the collocation of “arbor-shrub-grass-lianas”, the vegetation coverage during the land-forming stage of the riparian zone could be guaranteed, and soil erosion could also be prevented; 2) Landscape effect. Species with landscape effect are used in the elevation of 170-177 m; 3) Economic benefits. In the upper part of the riparian zone with a longer land-forming period and the ecological barrier area, the combination of aquatic flowers and plants, forage grass, fruit trees, and mulberry could not only meet the pollution intercepting effect but also have certain economic benefits.

Plant Functional Traits and Their Environmental Adaptability in The Riparian Zone

Plant functional traits play an indicative role in the ecosystem’s functional changes. Nowadays, it has become an important hotspot of ecological research, especially ecological function research under varying environments (Meng et al. 2007, Feng et al. 2008). Studies showed that the plant functional traits in the riparian zone of the TGR exhibited homogeneity at the watershed scale; the specific root length had a high variability and the main stem mass had a low variability (Hou 2019). Plants mostly suffer stress under the harsh environmental conditions of the riparian zone; the high variability of specific root length thus denotes the sensitivity of plants to different habitats (Hou 2019). Moreover, plants behave with different functional traits for different flooding gradients, with plant total length, main stem dry matter, and chlorophyll content increasing along with the elevation. While root length/plant total length and leaf water content decreased with elevation, both stem water content and leaf thickness firstly increased and then decreased (Hou 2019). With the progress of elevation, high-temperature summer drought became a new limiting factor, and plants adapted to the adverse stress by enhancing tissue construction investment at the elevation of 170-175 m.

Due to the differences in plant functional traits, different plant species will choose different environmental adaptive strategies to occupy the appropriate ecological niche. Graminaceous plants generally have a strong tillering ability, and their higher specific root length could make water and nutrients absorption and cycle more effectively thereby improving the growth rate and occupying an ecological niche even in the lower part (with a short initial exposure time) of the riparian zone. This kind of environmental adaptive strategy can also be suitable for other ecological environments, which is the reason why most grassy plants are widely distributed in the world. Hygrophyte plants generally live near the water with runty bodies and undeveloped mechanical tissue and maintain the plant erect through high water content. The species of slow-growing and distributed in resources-limit habitats usually have relatively small specific leaf areas (Brown et al. 1999), while plants with larger specific leaf areas have a stronger ability to maintain nutrients (Pan et al. 2009). The specific leaf area and main stem dry matter of herbaceous plants in Compositae and Malvaceae families are significantly higher than those of other species, as ascribed to the environmental and phylogenetic effects that need to not only complete the life history in a short time but to increase the investment in mechanical tissue construction to resist the high-temperature summer drought.

Eco-Physiological Responses and Adaptation Strategies of Plant Communities to Alternate Drying-Wetting Environments

Eco-physiological Responses

The anti-seasonal water-level fluctuation may induce changes in the eco-physiological adaptability of the original plants in the riparian zone, and meanwhile, the adaptable plants are required to have high water and drought tolerance. Changes in plant eco-physiological adaptability mainly behave as substance metabolism and photosynthetic physiology.

Metabolic Response

Alternate wetting-drying stress in the riparian zone would directly affect the physiological and biochemical characteristics of plant roots and indirectly affect the physiological and biochemical processes of aboveground parts (Vartapetian
& Jackson 1997). Under alternate wetting-drying stress in the riparian zone of the TGR, the accumulation of hydroxyl radicals, hydrogen peroxide, and oxygen radicals in roots resulted in membrane lipid peroxidation reaction, and DNA, macromolecular protein, and membrane structure were damaged. Plant roots could produce a large amount of malic acid and shikimic acid, which could prevent the accumulation of root biomass to adapt to the flooding environment (Ai 2013). Plants could adapt to the mild drought and saturated environment by maintaining their metabolism and growth at the same level as conventional growth. Besides, through the adaptive changes of metabolic pathways, plants could also reduce or eliminate the production of toxic substances and promote the production of metabolic substances that are resistant to adverse conditions (Zhong 1998). Malondialdehyde is one of the products of lipid peroxidation reaction, which can reflect the degree of oxidative damage. Malondialdehyde itself can also make the cell membrane function disorder, thus further damaging the biofilm function (Mccord & Fridovich 1969). To control reactive oxygen species (ROS) levels under adverse stress, plants activate some small molecular antioxidants and protective enzyme systems to remove or balance ROS production (Hegedus et al. 2001). Therefore, under the flooding conditions of the riparian zone of the TGR, elucidating changes in malondialdehyde, free proline, protective enzymes, and electrolyte characteristics in plants could provide insight into the physiological and biochemical adaptation mechanism of plants.

Photosynthetic Physio-Response

The effects of flooding stress on photosynthetic physiology and biochemistry of plants in the riparian zone can be reflected by the changes in photosynthetic gas exchange parameters such as chlorophyll, photosynthetic rate, transpiration rate, stomatal conductance, intercellular CO₂ concentration, light energy utilization rate, and internal water use efficiency. Luo et al. (2007, 2008) explored whether the physiological characteristics of several common terrestrial plants would be substantially affected by flooding from the aspects of plant photosynthesis, chlorophyll fluorescence, and underwater photosynthetic capacity. They found that the effect of flooding on the maximum photochemical efficiency of Salix variegata was less than that of Arundinella anomala with the underwater photosynthetic capacity of both species being significantly higher than that of typical terrestrial plants, and these two plants still had the underwater photosynthetic capacity even experiencing long-term flooding. In addition, Li et al. (2010b) simulated the water variation characteristics and designed four treatments (groups): normal growth water condition (NG), light drought stress (LD), soil water saturation (SW), and flooding stress (FS). The results revealed that the mean photosynthetic rate and stomatal conductance in the LD group were significantly lower than in NG, whereas the mean photosynthetic rate and stomatal conductance in SW and FS groups were significantly higher than in NG; photosynthetic pigment content in the FS group was always at the lowest level, which was affected obviously and showed lower light energy use efficiency, CO₂ use efficiency and net photosynthetic rate. On the contrary, the light energy use efficiency, CO₂ use efficiency, and net photosynthetic rate of the SW group were not significantly affected.

ADAPTATION STRATEGIES

Environmental variations considerably influenced seed germination, seedling construction as well as plant growth and development (Yamaguchi-Shinozaki & Shinozaki 2006). Plants can transfer extracellular signals to intracellular signals, and cope with environmental changes via a series of regulations from molecular to plant level. For example, plants can sense the light change through different types of photoreceptors, and then regulate different developmental stages, sense water stress, induce related gene expression, stimulate root growth downward, etc.; low-temperature stress induces the reorganization of the cytoskeleton to maintain the cell morphology and structure and meanwhile accumulates lots of compatible small molecule metabolites to enhance the water retention ability of cells (Zhang et al. 2009).

Plants adapt to flooding stress mainly through the following three strategies:

“Escape” by inhibiting adventitious roots, aerenchyma, and stem elongation to reduce the consumption of energy storage material. In contrast to the “escape” strategy with high energy investment, the energy metabolic rate of the “silence” strategy was significantly lower (Bailey-Serres & Voesenek 2010). Through the “silence” strategy, plants can not only reduce the energy storage consumption, such as inhibiting plant growth, elongation of internode or stem, adventitious root generation, etc., but also maintain the minimum oxygen consumption of plants, to tolerate long-term flooding stress (Bailey-Serres & Voesenek 2010).
Accumulating large amounts of non-structural carbohydrates enhances the tolerance to flooding stress and maintains the plants’ survival (Palacio et al. 2014). Herbaceous plants can store photo contract products in their stems to resist long-term adverse environmental effects (Slewinski 2012). However, plants tended to transfer photo contact products from damaged and non-damaged tissues to roots and stems when facing periodic environmental stress. For this, some scholars have proposed that under periodic environmental stress, there may be a mixed tolerance strategy to deal with the relationship between photo contract product storage and plant survival and growth.

CONCLUSION AND FUTURE DIRECTIONS

In conclusion, since the impoundment of the TGR, many achievements have been made in the characteristics of plant communities in the riparian zone and their responses and adaptation to flooding stress, which have laid an important foundation for understanding the ecological function maintenance mechanism of plant communities in this particular riparian ecotone. However, there are still many unanswered questions to be further explored.

Over the past decade, many scholars have conducted a series of explorations on ecological restoration of the TGR from theory to practice, which not only enriched the species and seed banks suitable for artificial construction but also theoretically explored the flooding tolerance mechanism of suitable species. However, the effects of periodic flooding on the physiological and ecological characteristics of adaptable plants are still poorly understood, such as whether adaptive evolution of suitable plants occurs. After many years of natural restoration, there is also a lack of large-scale understanding of the ecological environment and the changes in seed banks in the reservoir area. Moreover, whether the water-level scheduling scheme has a positive effect on the seed dispersal in the riparian zone, and thus is conducive to the population dispersal of adaptable species.

The selection of suitable plants is the basis of vegetation restoration and construction in the riparian zone. However, the simulated flooding experiment is predominantly applied during the selection process, and more attention is paid to the measurement of flooding-tolerance ability, few were given to the drought-tolerance of plants in the summer. The simulation experiment is beneficial to the study of mechanisms, but it also has obvious shortcomings. First, the water environment, light conditions at different water depths, soil structure, and site climate cannot completely simulate the natural conditions in the riparian zone. Second, the experimental period is relatively short, and the research results may not apply to the field circumstance. Therefore, the simulation experiment only provides limited life information of suitable plants, and the selected flooding-tolerant plants can only be used for vegetation construction after being verified in the field under the alternate drying-wetting environment.

Plant functional traits define the ability of plants to grow, reproduce and survive in a specific environment, which may be related to the effects of plants on environmental changes and disturbances, as well as the responses of plants to biochemical cycles and disturbances. Future studies on the relationship between plant functional traits and ecosystem functions should focus on the relationship between above- and below-ground plant traits and their effects on ecosystem functions, ecosystem functional diversity, ecosystem functions at different temporal and spatial scales, and global changes.

Strengthen the research of plant niche in the riparian zone. Niche quantitatively reflects the interaction between species and habitats. The study of species’ niches is beneficial to understand interspecific relationships, biodiversity, community structure and dynamic succession, population evolution, the relationship between organisms and the environment, etc. It is also an effective means for vegetation restoration and community construction in the riparian zone.

Strengthen the research on the connectivity between the riparian zone and the ambient environment, such as under the combined effects of biotic and abiotic factors of the aquatic-terrestrial ecosystem, water-level fluctuation characteristics, vegetation succession trend, community change characteristics, and ecological environment changes. The research on the interaction mechanism of each factor should also be strengthened.
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ABSTRACT
To explore the mechanical properties of cement-modified iron tailings (CIT) and its adsorption on graphene oxide (GO), the unconfined compressive strength (UCS) tests of CIT with 10% cement were carried out for 7 and 28 days. CIT adsorption of GO was carried out under the conditions of different pH, CIT dosage, and GO initial concentration. The micro characterization of CIT adsorption of GO was carried out by SEM, TEM, AFM, EDS, FT-IR, XRD, and XPS. The results show that: (1) the CIT strength of 28 d curing age is 1202 kPa is twice of 7 d. (2) At the same pH, the GO adsorption effect of CIT at 7 days curing age was better than that at 28 days. When pH is 6, CIT content is 50 mg, and GO initial concentration is 100 mg·L⁻¹, CIT has the best adsorption effect on the GO, and the removal rate reached 93.5%. (3) Through microscopic characterization, it can be concluded that the bound water in the CIT structure and the asymmetric stretching vibration of the O-H bond in hydrated calcium silicate (C-S-H) are the main factors affecting the adsorption of GO. The above research results show that CIT not only has good strength properties but also has good adsorption properties for GO. CIT is a potential environmental treatment material.

INTRODUCTION
Graphene is a new material that consists of carbon atoms stacked in a single hexagonal honeycomb, formed by an sp² hybrid connection. It is widely used in the research of various materials because it has been found that graphene has ultra-high-strength, good toughness, light transmittance, and excellent carrier mobility. With the continuous progress of production technology, a large number of wastes containing graphene derivatives will enter the soil, air, and water. Many studies show that graphene derivatives have an impact on the environment and biological toxicity. Guan et al. (2014) used MTT colorimetry to detect the effect of silk fibroin graphene oxide composite membrane on the relative proliferation rate (RGR) of mouse cells. The results showed that the concentration of graphene oxide (GO) increased and the cytotoxicity increased, but when the concentration of GO was lower than 1 wt%, there was no obvious cytotoxicity. Schinwald et al. (2016) and Qiao et al. (2013) have studied and proved the toxicity of GO to the human body. Graphene will deposit in alveoli when entering the human lungs. In addition, graphene also has genetic material toxicity and will seriously damage DNA (Jia 2019, Li et al. 2016, 2018).

Therefore, the effective treatment of toxic pollution of GO aqueous solution is an important research topic at present. At present, the main methods of sewage treatment include the adsorption method, ion exchange method, extraction method, and membrane analysis method (Liu & Wang 2003, Luo et al. 2019). The commonly used sewage treatment method is the adsorption method, which uses the porosity and other characteristics of the adsorbent to adsorb one or several pollutants in sewage, recover or remove these pollutants, to purify sewage (Zhao et al. 2015, Sun et al. 2017, Tang et al. 2016, Yoon et al. 2016). Luan and Tang (1993) measured that the specific surface area of tailings is 30 m²·g⁻¹~40 m²·g⁻¹. By comparing the performance of tailing sand in adsorbing Cu²⁺, Pb²⁺, and Cd²⁺, the results show that tailing sand has a strong adsorption capacity for heavy metal ions, especially when the pH is above 5.

Finding an adsorbent material with high economic benefits has always been an important goal of water pollution control. In the world, the stock of metal tailings is very huge, of which iron tailings account for the vast majority (Bing et al. 2018). The resource application of iron tailings is an effective way to reduce the stock of tailings. Due to the single-particle size and low strength of iron tailings, it is difficult to be directly applied. It can be modified with cement to improve its mechanical properties. Therefore, this test first studies the strength characteristics of cement-modified iron tailings (CIT) and uses the CIT after hydration reaction to
adsorb GO aqueous solution to study the performance of cement iron tailings in removing GO from aqueous solution to achieve the purpose of sustainable development of ecological environment.

**MATERIALS AND METHODS**

**Materials**

Added 10% cement into iron tailings to obtain CIT samples. Conducted unconfined compressive strength test after curing for 7 and 28 days. Ground the tested CIT sample to powder state as adsorbent for adsorbing GO. The adsorbate was a GO aqueous solution, the manufacturer was Suzhou Tang Feng Technology Co., Ltd. in China, and its concentration was 2 mg.mL$^{-1}$. The adsorption test process under different acid-base environmental conditions was as follows: first sucked 3 mL GO solution with a pipette and put it into the reagent bottle, then added 47 mL deionized water with a resistivity of 18 MΩ cm to the reagent bottle, adjust the pH value with NaOH and HCl solution with a concentration of 0.1 mol.L$^{-1}$, weighed the ground CIT with a high-precision electronic scale as the adsorbent, and then put the reagent bottle into the ultrasonic instrument for 30 min. Then put the oscillator into oscillation for 1 h, set the speed to 240 rpm and the temperature to 30°C, and finally put it into the incubator for 12 h. The incubator was set to 30°C, that is, $T = 303$ K.

**Batch Experiments**

The mechanical test mainly used the full-automatic unconfined compression tester of Nanjing TKA Co., Ltd. in China. Scanning electron microscopy (SEM, JSM-6360LV), energy-dispersive X-ray spectroscopy (EDX), transmission electron microscopy (TEM, JEM-2100F), atomic force microscopy (AFM, SPA400), X-ray diffraclometer (XRD, Empyreal), X-ray photoelectron spectroscopy (XPS, Thermo ESCALAB 250xi) and Fourier infrared spectroscopy (FT-IR, Nexus) were mainly used for microscopic characterization. Among them, SEM, TEM, and AFM were used to characterize the micromorphology of the material, EDS was used to analyze the surface composition, XRD was used to analyze the phase of the adsorbed material, XPS was used to analyze the information of the element composition and content, chemical state, molecular structure and chemical bond of the compound, and FT-IR was used to determine the chemical composition of the adsorbed crystal through the absorption peak of the functional group of the infrared spectrum.

Sucked 1 mL supernatant of GO aqueous solution adsorbed by CIT after standing, transferred it into the test tube, added deionized water to the 25 mL scale mark, and then shook it evenly. The remaining GO concentration in the supernatant aqueous solution was analyzed by UV-Vis spectrophotometer at the wavelength of 210 nm. To ensure the test accuracy, each data was tested three times, and the relative error was within 5%. The following three formulas were used to calculate the removal rate $R$, adsorption capacity $Q_e$, and distribution coefficient $K_d$.

$$\begin{align*}
R &= \frac{C_0 - C_e}{C_0} \times 100\% \quad \text{...(1)} \\
Q_e &= \frac{(C_0 - C_e)V}{m} \quad \text{...(2)} \\
K_d &= \frac{Q_e}{C_e} \quad \text{...(3)}
\end{align*}$$

Where, $C_0$ is the initial concentration (mg.L$^{-1}$), $C_e$ is the equilibrium concentration (mg.L$^{-1}$), $V$ is the volume of GO aqueous solution (L), and $m$ is the mass of adsorbent (mg).

**RESULTS AND DISCUSSION**

**Mechanical Properties of CIT**

The stress-strain curves of 7 d and 28 d CIT can be obtained through an unconfined compressive strength test, as shown in Fig. 1.

It can be seen from Fig. 1 that the stress-strain curve of CIT was a softening curve, that is, with the increase of strain, the stress first increases, reached the peak, and the stress gradually decreased with the increase of strain, and finally tended to be stable. From the curve, the unconfined compressive strength of CIT after curing for 7 d and 28 d was 614 kPa and 1202 kPa, respectively, indicating that adding cement to iron tailings can effectively improve its mechanical properties, and the strength of CIT increases by about twice when the curing age increases from 7 d to 28 d. This is because calcium silicate hydrate (C-S-H) gel produced by the hydration of cement can reinforce iron tailings. The
cement hydration reaction in CIT for 7 d was not complete, resulting in less C-S-H, which cannot fully reinforce the iron tailings. However, the cement hydration reaction continued after 7 days, and it is not completed until 28 days, resulting in more C-S-H and a better reinforcement effect on iron tailings, which was reflected in the increase of unconfined compressive strength. By testing the zeta potential of CIT at 7 d and 28 d, the potential was -16 mV and -10 mV, respectively, indicating that the bound water in CIT decreased and the microstructure was more stable from 7 d to 28 d.

**Adsorption Performance OF CIT ON GO**

**Effect of pH on GO adsorption:** Firstly, the performance of GO aqueous solution adsorbed by 7 d CIT and 28 d CIT was compared, and the pH was set as 3, 7, and 10. Fig. 2 shows the adsorption capacity, adsorption rate, and partition coefficient of GO removed by CIT at 7 and 28 days. Both have the most obvious adsorption effect at pH 7, and the adsorption effect of 7 d CIT is better than that of 28 d CIT. The main reason may be that, on the one hand, the cement hydration reaction in 7 d CIT has not been completely completed. Due to its large surface area and a large number of epoxy functional groups on the lamella, GO will form a recombinant flocculation structure in the unreacted CIT, resulting in a low GO content in the supernatant (Wang 2017). On the other hand, the hydration reaction of CIT after 28 d is complete. The hydrated calcium silicate (C-S-H) gel produced by cement hydration completely solidified the iron tailings, resulting in the reduction of the iron tailings contacting with GO solution, resulting in the weakening of its adsorption effect on GO. At the same time, this phenomenon is also reflected in the change of solution after adsorption. It can also be seen from the comparison of (a) and (b) in Fig. 3 that the supernatant after CIT adsorption for 7 days is relatively clear.

To further study the adsorption effect of CIT on GO at the curing age of 7 days, the adsorption effect of CIT at different pH (3-10) was discussed. The CIT content was controlled to 50 mg. Fig. 4 shows the adsorption capacity, adsorption rate, and distribution coefficient of CIT on GO at different pH.

It can be seen from Fig. 4 that the adsorption capacity \( Q_e \) and removal rate \( R \) of GO removed by CIT first increase slowly with the increase of pH value, and then decrease rapidly when pH is 8, indicating that it is not conducive to CIT to adsorb GO in aqueous solution in an alkaline environment. It can be seen from the partition coefficient \( K_d \) that the adsorption effect is the best when pH is 6. At this time, the adsorption capacity \( Q_e \) is 114.9 mg g\(^{-1}\), the removal rate \( R \) is 95.8\%, and the partition coefficient \( K_d \) is 22.6. The corresponding solution test picture after adsorption is shown in Fig. 5, which is completely consistent with the trend of the test data. The clarity of the solution is obviously layered in the acidic environment, there are more and more clear aqueous solutions in the upper part, and the clarity of the solution gradually becomes better, which indicates that the adsorption effect of CIT is better. However, in an alkaline environment, the solution after CIT adsorbs GO becomes more and more turbid, there is no obvious stratification, and the upper aqueous solution is less and less, which indicates that CIT adsorbs GO better in an acidic environment.

**Effect of CIT content on GO adsorption:** Fig. 6 shows the adsorption capacity, adsorption rate, and distribution coefficient of GO under different CIT contents. Among them, pH = 6, \( C_0 = 120 \text{ mg.L}^{-1} \), equilibrium time is 12 h, \( T = 303 \text{ K} \), CIT is 30 mg, 40 mg, 50 mg, 60 mg and 70 mg.
It can be seen from Fig. 6 that with the increase of CIT content, the adsorption capacity of CIT on GO continues to decrease, which is due to the decrease of steric hindrance and increase of molecular weight when CIT is excessive, and the adsorption capacity of GO on the surface of CIT particles decreases (Yi et al. 2012). However, the adsorption rate and partition coefficient of GO increased with the increase of CIT content, reaching the maximum when CIT content is 50 mg. When CIT continues to increase, the adsorption rate and partition coefficient will decrease with the adsorption capacity. This shows that we should reasonably select high adsorption capacity (low adsorbent consumption) or high adsorption rate according to the actual situation. In this study, 50 mg CIT was used for the follow-up test. The solution image after adsorption also shows this law, as shown in Fig. 7. The solution is the most turbid when CIT is 30 mg, and the upper separator is the clearest when CIT is 50 mg.

**Effect of initial concentration of GO on GO adsorption:**
When the initial concentrations of GO were 80 mg.L\(^{-1}\), 100 mg.L\(^{-1}\), 120 mg.L\(^{-1}\), 140 mg.L\(^{-1}\), and 160 mg.L\(^{-1}\), CIT had a better adsorption effect on GO. Fig. 8 shows that the adsorption capacity is affected by the initial concentration of GO.

It can be clearly seen from Fig. 8 that with the increase of GO concentration, the adsorption capacity of CIT to GO gradually increases, but the adsorption rate \(R\) and partition coefficient \(K_d\) increase first and then decreases with the increase of the initial concentration of GO. When the initial concentration is 100 mg.L\(^{-1}\), it reaches the maximum value, which is \(R=93.5\%\) \(K_d=14.3\). This shows that when the initial concentration of GO is 80-100 mg.L\(^{-1}\), increasing the concentration of GO can increase the adsorption point of CIT and enhance the electrostatic effect, which is reflected in the improvement of the adsorption rate of CIT to GO. When the GO concentration exceeds 100 mg.L\(^{-1}\), the increase of the initial GO concentration will inhibit the electrostatic interaction between CIT and GO, resulting in the decline of the adsorption performance of CIT to GO. Fig. 9 shows the solution image of CIT after adsorption of GO under different

![Fig. 5: Experimental picture of pH adsorbing GO to CIT at 7 days.](image)

![Fig. 6: Effect of CIT dosage on adsorption of GO.](image)

![Fig. 7: Experimental pictures of the influence of CIT dosage on adsorption.](image)

![Fig. 8: Experimental pictures of the influence of CIT dosage on adsorption.](image)

![Fig. 9: Experimental pictures of the influence of CIT dosage on adsorption.](image)
initial GO concentrations. It can be seen from Fig. 9 that CIT has high adsorption when the initial GO concentration is low. When the initial GO concentration is 100 mg·L⁻¹, the solution stratification is the clearest and the upper separation is the clearest.

**Microscopic Characterization**

To analyze the adsorption mechanism of CIT adsorbed GO, extracted the substance (CITGO) after CIT adsorbed GO, poured out the supernatant of the solution after CIT adsorbed GO, transferred the remaining suspension into a 10 mL polyethylene centrifuge tube with a pipette, and centrifuged it in a high-speed centrifuge (Shanghai Lichen Bangxi Instrument Technology Co., Ltd., L0-LX-HL210D) for solid-liquid two-phase separation. The centrifugation speed was set to 6000 rpm and the time was set to 2 minutes. After repeated centrifugation many times, it was put into a freeze dryer (Shanghai Yuming Instrument Co., Ltd., LGJ-10A) for freeze drying to obtain dry CITGO. The dried CITGO was characterized by SEM, TEM, EDS, FT-IR, XRD, XPS, and AFM to fully reveal the mechanism of CIT adsorbing GO from the changes of morphology, elements, crystals, and functional groups.

**SEM and TEM**

The SEM and TEM diagrams of GO, CIT, and CITGO are shown in Fig. 10. It can be clearly seen from Fig. 10 that GO is a typical two-dimensional material, characterized by smooth and relatively uniform flake structure (Fig. 10 (a)), while CIT in Fig. 10 (b) can see an obvious fast structure, which is formed by the formation of C-S-H gel after cement hydration reaction with iron tailings. In CITGO formed by CIT adsorbing GO, it can still be seen that it is similar to the CIT block structure in Fig. 10 (b), but its surface is smoother than that of CIT, which may be caused by the adsorption of GO with a smooth surface on CIT. this conjecture is proved in the TEM diagram of CITGO. From Fig. 10 (d), it can be seen that GO is like an open layer of tulle, and this layer of tulle in contact with CIT, is attached to CIT crystal particles (Fig. 10 (e)). Therefore, the observation of SEM and TEM test images showed that GO is adsorbed on the CIT surface. However, the surface of CITGO is not completely covered by GO. By comparing Fig. 10(b) and Fig. 10(c), Fig. 10(d), and Fig. 10(e), it can be found that some CIT is exposed, which reflects that the surface of CITGO may be a mixture of CIT and GO.

**EDS, FT-IR and XRD**

Fig. 11 shows EDS diagrams of GO, CIT, and CITGO, respectively. It can be seen from Fig. 11 that the main elements of CIT and CITGO are C, O, Mg, Al, Si, and Fe. In addition, the increase of the C element indicates the adsorption of GO on CIT, which indicates that CIT is the main surface of CITGO, which is consistent with the experimental structure of SEM and TEM. CITGO is a mixture of CIT and GO. To further verify this conjecture, GO, CIT and CITGO were characterized by FT-IR and XRD. The characterized test structure is shown in Fig. 12 and Fig. 13.

![SEM images of GO(a), CIT(b), and CITGO(c), TEM images of GO(d) and CITGO (e).](image-url)
It can be seen from Fig. 12 that there is little difference between the spectra of GO, CIT, and CITGO, and the spectra between CIT and CITGO are the most similar. Among them, 1600 cm\(^{-1}\) ~ 1650 cm\(^{-1}\) is the characteristic absorption peak of C-S-H, and the wave peak is slightly stronger under acidic environmental conditions, so the higher the degree of polymerization is. It can be seen from Fig. 13 that the adsorption of GO under acidic conditions increases the oxygen-containing functional groups of CIT materials because the GO surface contains a large number of oxygen-containing functional groups. 3419 cm\(^{-1}\) is the stretching vibration absorption peak of the O-H bond, which is caused by the combined water in the CIT structure and the asymmetric stretching vibration of OH in hydrated calcium silicate (Chen et al. 2019). In the XRD test results, there are also results similar to those of EDX and FT-IR. Among the spectra of GO, CIT, and CITGO, GO and CITGO are the most similar, but there are also characteristic peaks of GO. Combined with the SEM and TEM test results, it shows that the surface of CITGO is a hybrid composition of CIT and GO, but the characteristics of CIT play a major role.

Analysis of XPS and AFM

To provide more detailed information on CIT adsorption and GO adsorption mechanism, CIT and CITGO spectra before and after adsorption were analyzed by XPS, as shown in Fig. 14.

It can be found from Fig. 14 that O1s and C1s peaks appear at 530.97 eV and 283.97 eV, O1s and C1s peaks of CITGO are significantly stronger than GO, and N1s, Ca2p, and Si2p peaks also appear in crystal CITGO after adsorption. In addition, it can be observed that C1s are significantly enhanced after adsorption, indicating that CIT has a strong adsorption effect on GO. The high deconvolution of the C1s spectra of GO and CITGO before and after adsorption is shown in Fig. 14 (b). The C1s spectrum can be decomposed into four components at about 284.47 eV, 285.97 eV, and 289.32 eV, corresponding to C-C, C-O, and O=C=O structures respectively. When CIT adsorbs GO, the corresponding peak area increases greatly, indicating that some interactions have taken place between C-C, C-O, and O=C=O. Based on the above analysis, CIT can effectively adsorb GO. To some extent, SEM and TEM analyze the morphology of CITGO adsorbed by CIT on a two-dimensional scale. To further analyze the morphology of CITGO, the morphology of CITGO is analyzed on a three-dimensional scale by AFM, as shown in Fig. 15.

It can be seen from Fig. 15(a) that the maximum thickness of GO is about 1.19 nm, and from Fig. 15(b), the maximum thickness of the CITGO compound is about 17.51 nm, and the other peak is 16.81 nm. Compared with GO before adsor-
tion, the height of CITGO after CIT adsorbs GO increases significantly, and the surface becomes rougher, with different heights, showing double peaks. Combined with SEM, TEM, and two-dimensional images, the effective adsorption of CIT on GO is more fully explained.

CONCLUSION

CIT was obtained by strengthening iron tailings with cement, and the mechanical properties and GO adsorption capacity of CIT were studied. The main conclusions are as follows:

(1) Cement has a good reinforcement effect on iron tailings. The hydration reaction of cement is the main reason for strengthening iron tailings. The generated C-S-H can cement iron tailings, to improve the unconfined compressive strength of CIT, and this effect becomes more and more obvious with the increase of age because the longer the age, the more complete the hydration reaction of cement and the more C-S-H, which is reflected in the higher unconfined compressive strength of CIT.

(2) CIT at the age of 7 days had good adsorption performance for GO. When pH is 6, CIT content is 50 mg, and GO initial concentration is 100 mg L⁻¹, CIT has the best adsorption effect on GO, and its adsorption rate is 93.5%. The adsorbed product CITGO was characterized by SEM, TEM, EDX, FT-IR, XRD, XPS, and AFM. It was found that GO was distributed on the surface of CIT, but the characteristics of CIT were significantly stronger than GO.

(3) With the increase of curing age, the zeta potential of CIT decreases, the bound water decreases, and the C-S-H products increase, resulting in asymmetric stretching vibration between the bound water and the O-H bond in C-S-H, weakening the relationship between the O-H bond and the oxygen-containing functional groups in GO, thus affecting the adsorption of CIT on GO.
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