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Simulation and Prediction of Zhuzhou Urban Wetland Landscape Pattern 
Based on LCM Model 
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†Corresponding author: Huifeng Cheng; t20050233@csuft.edu.cn

ABSTRACT

The urban wetland is a precious wealth of the city, which has a very important role and value for the 
development of human and society. Zhuzhou is a traditional industrial city in China, which is located 
in the lower reaches of the Xiangjiang River and rich in urban wetland resources. In order to protect, 
utilize and manage urban wetland resources scientifically, based on LCM model platform, using 
Landsat series remote sensing images and other data, this paper systematically analyses the land use 
change process of Zhuzhou urban wetland from 2006 to 2016 and simulates and forecasts the urban 
wetland landscape pattern in 2021. The prediction results show that the urban wetland in Zhuzhou 
city will change continuously in 2021, but the overall change is relatively small, which is basically 
consistent with the change trend and regain of urban wetland in 2006~2016. Among them, the change 
of paddy fields area is the largest, with a total decrease of 1364.8ha; the increase of reservoirs area is 
82.4ha; the decrease of pond area is 34.6ha, while riverine wetland is basically unchanged. In addition, 
Zhuzhou urban wetland landscape pattern change is affected by both natural and human factors, while 
human activities have a more significant impact on the wetland, with both positive and negative effects.   

INTRODUCTION

Throughout the ages, human beings live by the water, and 
cities are built by the water. Wetland provides water for urban 
production and life and creates a harmonious and comfort-
able living environment for people. Zhuzhou city is located 
in the lower reaches of Xiangjiang River system in Hunan 
Province, China. As one of the first eight key industrial 
cities, Zhuzhou urban wetland has been seriously affected, 
especially the area and quantity of wetland has been shrink-
ing, because of the huge consumption of natural resources 
due to the traditional industrial characteristics dominated 
by the heavy chemical industry for a long time. In the 21st 
century, Zhuzhou has stepped into a new process of rapid 
urbanization, becoming an important part of China’s “two 
type construction demonstration area” - Changsha Zhuzhou 
Xiangtan City Group. Urban development and construction 
are also actively undergoing transformation and upgrading. 
The land use presents a new development trend and spatial 
layout, and the urban wetland landscape pattern changes 
accordingly. Therefore, it is of great significance for the 
scientific protection, utilization and management of Zhuzhou 
urban wetland resources and the revelation of the law of 
urban land use change to analyze the temporal and spatial 
change characteristics of urban wetland landscape pattern 
and carry out future scenario simulation.

At present, there is no scientific definition of the concept 
of urban wetland in a strict sense. The academic community 
generally believes that urban wetland refers to the ecological 
system with transitional nature of land and water in the urban 
area, such as coast and estuary, river bank, shallow water 
marsh, water source protection area, natural and artificial 
pond, and wastewater treatment plant (Wang & Lv 2007), 
which is the complex of artificial wetland, semi-artificial 
wetland and natural wetland. Relevant researches on urban 
wetland at home and abroad are mainly focused on wetland 
dynamic pattern research (He et al. 2020, Qin et al. 2020, 
Liu 2011, Gong et al. 2011, Kong et al. 2012, Gong 2013), 
wetland ecosystem service function and value evaluation 
research (Bernard et al. 2020, Chen & Yang 2012, Vileisis 
1997, Xie et al. 2006, Wang et al. 2010, Pang 2014, Gao et 
al. 2017, Yang et al. 2017), wetland ecological restoration 
and technology research (Eric et al. 2020, James & Greg 
2007, Cui & Yang 2001, Xu & Huang 2010, Tuo 2002, Shen 
2003), wetland protection and management research (HAO 
et al. 2019, Wang et al. 2019, Zhan et al. 2012), etc.

Generally speaking, the evolution of urban landscape 
pattern is mainly reflected in land use/land cover change 
(LUCC) (Turner et al. 1995). The urban wetland is not 
only a type of urban landscape but also a way of urban 
land use. Wetland use characteristics directly reflect the 
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nature and process of human activities’ interference on 
urban wetland ecosystem and can be used as the main sign 
of wetland ecosystem landscape pattern characteristics (Fu 
2001). Therefore, it is of great practical value to analyze 
the characteristics of urban wetland use change and make 
scenario analysis and simulation prediction of its future 
development trend (Wu et al. 2013). At present, many 
kinds of LUCC simulation and prediction models have been 
applied in landscape pattern research and practice. According 
to different research objects, theoretical basis and technical 
methods, there are mainly the following types: Optimization 
model (Rounservell 2000), System Dynamics model (Muller 
& Zeller 2002), Cellular Automata model (Jantz et al. 
2010, Guan et al. 2011, He et al. 2011, Zheng et al. 2010, 
Li & Yeh 2002, Torrens & O’Sullivan 2001), Multi-Agent 
model (Mase 1995), Integrated model, etc. Among them, the 
Integrated model combines different model technologies, 
integrates different model methods, and seeks the most 
appropriate simulation solutions for different problems. This 
kind of model is relatively more scientific, easy to operate, 
easy to dynamic control, more in line with reality. The main 
models widely used include Clue (Veldkamp & Fresco 1996), 
Clue – s (Luo et al. 2010, Zheng et al. 2012, Li et al. 2011, 
Zhou et al. 2012), LCM (Amir & Mohammad.2019, Chen et 
al. 2019, Liu et al. 2017, Mishra et al. 2014, Su et al. 2018, 
Wei 2015, Yang 2012), etc.

Based on the above background, this study relies on 
LCM model platform, using Landsat series remote sensing 
image data, socio-economic multi-source data, analyses 
the spatial and temporal changes and influencing factors of 

Zhuzhou urban wetland from 2006 to 2016, and simulates 
and forecasts the urban wetland landscape pattern in 2021. 
It is hoped to provide scientific reference for Zhuzhou city 
planning, macro policy making and sustainable development 
of urban wetland.

MATERIALS AND METHODS 

Research Area Overview

Zhuzhou city is located in the lower reaches of the Xiangjiang 
River, in the east of Hunan Province, China. As of 2016, 
Zhuzhou has a total area of 11247.55 km2. The urban area 
is about 853.4 km2, and the built-up area is 142 km2. The 
urban area has a permanent population of about 780,000, 
which governs four administrative areas (Fig. 1): Tianyuan 
District, Lushong District, Hetang District and Shifeng 
District. This paper takes Zhuzhou urban wetland as the 
research object, selects Zhuzhou urban area in 2016 as the 
specific research scope, covering the existing central urban 
area and built-up area.

Data Source and Preprocessing

Research data source
The research data in this paper mainly includes image data, 
basic data and statistical data. Among them, the Landsat 
series remote sensing image data (30M) and DEM data in 
2006, 2011 and 2016 are from the geospatial data cloud 
platform of the computer network information centre of the 
Chinese Academy of Sciences (http://www.gscloud.cn); 
Zhuzhou city administrative boundary (2016) and Zhuzhou 
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Data Source and Preprocessing 

Research data source 

The research data in this paper mainly includes image data, basic data and statistical data. Among them, 

the Landsat series remote sensing image data (30M) and DEM data in 2006, 2011 and 2016 are from the 

geospatial data cloud platform of the computer network information centre of the Chinese Academy of Sciences 

(http://www.gscloud.cn); Zhuzhou city administrative boundary (2016) and Zhuzhou wetland census patch data 

(2010) are provided by Zhuzhou Forestry Bureau; the statistical data (2006~2016) are from Zhuzhou Statistical 

Years; the data of water resources (2006~2016) are from Zhuzhou Water Resources Bulletin. In addition, 

Zhuzhou City Master Plan (2006~2020) and Zhuzhou City land use status map are provided by Zhuzhou City 

Planning and Design Institute; Google HD satellite map of Zhuzhou City (2006~2016) is downloaded from the 

internet with 91 satellite map assistant software. 

Classification of Urban Wetland Landscape 

Based on the Ramsar Convention and the current urban land classification standard of the wetland 

classification system in China, Zhuzhou urban wetland landscape is divided into two categories and five sub 

categories, and the construction land and woodland are included in the classification system as non-wetland 

landscape (Zhan et al. 2020). The specific classification and description is shown in Table 1. 

Table 1: Classification of urban wetland in Zhuzhou city. 

Category Primary type Secondary type Description 

Fig. 1: Location of the study area.



449SIMULATION AND PREDICTION OF ZHUZHOU URBAN WETLAND LANDSCAPE PATTERN  

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

wetland census patch data (2010) are provided by Zhuzhou 
Forestry Bureau; the statistical data (2006~2016) are from 
Zhuzhou Statistical Years; the data of water resources 
(2006~2016) are from Zhuzhou Water Resources Bulletin. 
In addition, Zhuzhou City Master Plan (2006~2020) and 
Zhuzhou City land use status map are provided by Zhuzhou 
City Planning and Design Institute; Google HD satellite 
map of Zhuzhou City (2006~2016) is downloaded from the 
internet with 91 satellite map assistant software.

Classification of Urban Wetland Landscape
Based on the Ramsar Convention and the current urban land 
classification standard of the wetland classification system 
in China, Zhuzhou urban wetland landscape is divided into 
two categories and five sub categories, and the construction 
land and woodland are included in the classification system 
as non-wetland landscape (Zhan et al. 2020). The specific 
classification and description is shown in Table 1.

Data Interpretation

In this paper, Envi5.3, ArcGis10.4 and other spatial analysis 
and processing platforms are used to preprocess all remote 
sensing images. Ecognition software is used to segment 
the processed remote sensing images in multi-scale and 
spectral difference, to realize the preliminary classification 
of Zhuzhou wetland landscape, and human-computer 
interactive interpretation combined with artificial visual 
interpretation. Finally, the accuracy of all remote sensing 
images is above 80%, which meets the accuracy of medium 
resolution remote sensing images and the requirements of 
this study (Fig. 2).

Research Methods

Land Change Modeler for Ecological Sustainability (LCM) 
is a software platform integrating remote sensing image 
processing and geographic information system software 
Terr Set. It is a software model developed by Clark lab and 
Conservation International for many years. It integrates 
MLP-ANN, Logistic Regression, Markov Chain/External 
Matrix model, Soft and Hard prediction and a series of 
models, which are suitable for the context analysis of various 
land changes.

Main process of LCM model prediction: Firstly, based on 
the multi-source wetland information data of Zhuzhou city 
and the remote sensing image interpretation map of urban 
wetland in 2006, 2011 and 2016, the LCM model platform 
is used to analyze the structure and spatial change of wetland 
land, and the influencing factors of wetland land change are 
preliminarily selected. Then with the help of 2006 and 2011 
wetland remote sensing image interpretation map, taking 
Zhuzhou City Master Plan (2006~2020) as the potential 
impact of intervention changes, the LCM platform is used 
to build the transformation potential model, determine the 
land change impact factors, and simulate the urban wetland 
land use change in 2016. Next, the simulation results are 
compared with the actual distribution map of Zhuzhou urban 
wetland in 2016 to verify and improve the accuracy of LCM 
model construction. Finally, based on the remote sensing 
images of 2011 and 2016, the tested and improved LCM 
model is applied to simulate and predict the land use change 
of Zhuzhou urban wetland in 2021, and the final research 
results are obtained after analysis and calculation (Fig. 3).

Table 1: Classification of urban wetland in Zhuzhou city.

Category Primary type Secondary type Description

Urban 
wetland

Natural 
wetland

Riverine wetland Permanent river, including rivers and their tributaries, stream, waterfall seasonal 
(with seasonal attributes) or intermittent (no obvious seasonal dependence)rivers, 
streams, floodplains(refers to the flood of floodwaters on both sides of the river）

Artificial 
wetland

Reservoirs Reservoir, lake, barrage, water storage area formed by dam, park wetland

Pond Agricultural pond, water storage pond，Aquatic ponds such as fish and shrimp 
culture and small landscape water bodies

Paddy fields Rice fields, lotus, water bamboo fields, etc.

Wastewater treatment plant Sewage plant, treatment pool, oxidation pool, etc.

Non Urban 
wetland

Construction
land

The land for the construction of buildings and structures is for urban and rural 
housing, public facilities, industrial and mining land, energy, transportation, water 
conservancy, communications and other infrastructure.

Woodland All the land for trees, bamboos, shrubs and ground covers.

Note:
(1) In this study, a riverine wetland refers to a natural river with an average width of more than 30m and a length of more than 5km.
(2) In this study, reservoirs wetland is more than 8ha artificial water body, while the pond wetland is less than 8ha artificial water body.
(3) Hunan Province is one of the main rice producing areas in China. In this paper, there are large areas of paddy fields, which play an important role in 
the Zhuzhou urban ecosystem. Therefore, paddy fields are one of the main types of urban wetland research in this paper.
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Key to LCM Model Construction 

 Determine the influencing factors of urban wetland land use change. Index analysis method is used to 

verify the relevance, and Cramer'v index value is selected for index quantitative evaluation. The calculation 

formula is as follows: 

                                        …(1) 

Analysis of land ues change 

Set ignore area 
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Various transformation 
diagrams 

Building MLP transformation 
potential model 

Transformation potential map 

Markov model transformation 
Prediction 

Prediction of spatial pattern of 
land use change 

Using the model of test and improvement to simulate and 
predict land use change of Zhuzhou urban wentland in 2021 

Influence factors of static and use 
change 

Incentive or restrictive factors  
Infrastructure planning constraints 

Model accuracy and validation 
(Validate Tool validation) 

Fig. 3: Schematic diagram of LCM model construction process.
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Key to LCM Model Construction

 Determine the influencing factors of urban wetland land use 
change. Index analysis method is used to verify the relevance, 
and Cramer’v index value is selected for index quantitative 
evaluation. The calculation formula is as follows:
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In the formula, X2 represents chi-square test results, R and 
S represent the number of rows and columns respectively, 
and N represents the number of samples. Cramer’s V is 0.15 
or a little higher, indicating that the influencing factor has 
a good correlation with the land use change; Cramer’s V is 
0.4 or a little higher, indicating that the influencing factor 
has a good correlation with the land use change.

Build MLP model of urban wetland transformation 
potential. MLP-ANN and Logistic Regression were used to 
construct and transform the model, and the potential index 
of model variables was calculated.

Markov Chain model was used to predict the variation 
of land use transformation in urban wetland potential trans-
formation map, and the transformation probability matrix of 
urban wetland land was obtained.

Validate tool is used to test the modified Soft and Hard 
prediction model and obtain the prediction map of the spatial 
pattern change of urban wetland. Among them, the Hard 
prediction model results in the prediction map of urban 
wetland land use change. The results of the Soft prediction 
model are the distribution map of the vulnerability of urban 
wetland land use change. However, the distribution map does 
not show the specific result of land change, but indicates the 
degree of change of extremely changing areas, which is a 
change trend set of all selected transitions. 

RESULTS AND ANALYSIS

Analysis of Wetland Land use in Zhuzhou City from 
2006 to 2011 and 2011 to 2016

The land use of urban wetland reflects not only the basic 
relationship between wetland and urban land use change, 
but also the succession relationship of urban wetland land-
scape pattern and its interaction with urban development. 
In this study, the basic data and spatial changes of Zhuzhou 
urban wetland in 2006, 2011 and 2016 are obtained by using 
multi-source data and LCM platform, as shown in Table 2, 
Fig. 4 and Fig. 5. 
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Table 2: Changes of Wetland Land in Zhuzhou city from 2006 to 2016.

Category Land type Area（ha） Variation and range

2006 2011 2016 Variation in 2006-
2016 (ha)

The rate of five-year dynamic 
change in 2006-2016 (%)

Wetland type Riverine wetland 2216.7 2215.0 2208.9 -7.8 -0.18

Reservoirs 474.8 527.0 619.6 144.8 15.25

Pond 2346.5 2302.2 2262.5 -84.0 -1.80

Paddy fields 22648.0 21332.9 19819.9 -2828.1 -6.25

Wastewater treatment plant 4.1 4.4 12.2 8.1 98.78

subtotal 27690.1 26381.4 24923.1 -2767 -5.00

Non Wetland 
type

Construction land 14952.7 17277.1 19724.2 4771.5 15.96

Woodlands 43456.0 42440.3 41445.5 -2010.5 -2.31

subtotal 58408.7 59717.4 61169.7 2761 2.36

Wetland rate 32.16% 30.64% 28.95% 3.21% -
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The results show that:

 1. From the perspective of land use area changes, from 
2006 to 2016, Zhuzhou urban wetland mainly changed 
from artificial wetland land to construction lands, while 
there was a small amount of mutual transformation 
between various types of artificial wetlands, and a 
small amount of non wetland land to artificial wetland. 
Among them, the change of paddy fields area is the 
largest, with a total decrease of about 2828.1 ha, with 
a five-year dynamic rate of 6.25%; the cumulative 
increase of reservoirs wetland area is about 144.8 ha 
with a five-year dynamic rate of 15.25%; the mutual 
increase and decrease of pond wetland area, with a total 
decrease of about 84 ha, with a five-year dynamic rate 
of 1.80%; the increase and decrease of riverine wetland 
and wastewater treatment area are relatively small. 
However, the dynamic degree of five-year change of 
wastewater treatment plant area is the highest among 
all wetland types, reaching 98.78%. In addition, the 
change of construction land area is the largest among 
all land types, with a cumulative increase of about 
4771.5 ha, and its five-year dynamic rate of change is 
15.96%; the same change of woodland area is more, 
with a cumulative decrease of about 2010.5 ha, and its 
five-year dynamic rate of change is 2.31%.

 2. From the perspective of various land use spatial changes 
(Fig. 5), during 2006~2016, Zhuzhou urban wetland 
land use changes were mainly concentrated in the out-
skirts of the urban built-up area, and extended to the 
north and south with the main urban area as the centre, 

with Tianyuan District as the key change area, and 
there were some changes in Shifeng District, Lusong 
District and Hetang district. Among them, the change 
of land use in reservoirs wetland area is concentrated in 
Tianyuan District and Hetang District, which is mainly 
transferred from paddy fields and pond wetland, in the 
form of urban wetland park; the change of paddy fields 
is mainly concentrated in Tianyuan District, Shifeng 
District and Lusong District, which is mainly converted 
into construction land; the change of pond wetland is 
mainly concentrated in Tianyuan District and Shifeng 
District, which is mainly converted into construction 
land. In addition, the spatial change of riverine wetland 
and wastewater treatment plant is very small, which can 
be ignored.

Influencing Factors of Urban Wetland Change in 
Zhuzhou City

Using ArcGIS 10.4 software and Cramer’s V index value 
calculation, combined with multi-source data, this study 
has determined five types of urban wetland impact factors: 
elevation, slope, distance from the public and commercial 
centre, distance from the centre of human disturbance and 
distance from the main road. The correlation verification 
results are as follows (Fig. 6): the Cramer’s V of elevation 
is 0.1663; the Cramer’s V of the slope is 0.1703; the Cram-
er’s V of distance from the public and commercial centre is 
0.0951; the Cramer’s V of distance from the centre of human 
disturbance is 0.0851; the Cramer’s V of distance from the 
main road is 0.0965.
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The results of the above five kinds of factors showed 
that elevation, slope, distance from the public and commer-
cial centre, distance from the centre of human disturbance, 
distance from the main road were all related to the land 
uses change of Zhuzhou urban wetland. Among them, the 
natural factors (elevation, slope) have a strong correlation, 
while the human factors (distance from the administrative 
and commercial centre, distance from the human disturbance 
centre, distance from the main road) have a relatively weak 
correlation.

Construction of Transition Potentials Model 

Using LCM model platform, the sub-models of riverine 
wetland use change, reservoirs land use change, ponds land 

use change, paddy fields land use change, woodland land 
use change and construction land use change are combined 
to model transformation potential. After analysis and 
calculation, 21 maps of transformation potential of various 
classes are obtained, some of which are shown in Fig. 7 and 
Fig. 8. In these maps, the value of colour increases with the 
change from cold colour to warm colour, which indicates that 
the potential of one type of land to another is greater. After 
a comprehensive analysis of all the transformation potential 
maps, the results show that: the closer to the central urban 
area, the higher the transformation potential of all kinds of 
urban wetlands in Zhuzhou city, especially in the flat area, 
the greater the transformation potential of pond and paddy 
fields to construction land; the lower the transformation 
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potential of wetlands in the peripheral area of the city, 
especially in the mountainous area with a large slope, the 
lower the transformation potential of all kinds of wetlands; 
the potential of intertype transformation is generally low, 
but the potential of transformation from a small number of 
regional ponds and paddy fields to reservoirs areas is large. 

Simulation Prediction and Result Test of Urban 
Wetland Land Use Change in 2016

In the LCM platform, Markov Chain method is applied to 
calculate the transformation probability matrix of the urban 
wetland land transfer changes in 2016, and the probability 
matrix results (Table 3) are obtained, which reflect the 
transformation probability matrix between various types of 
land. Using the result and the Hard prediction model, we can 
finally generate the prediction map of urban wetland land 
use in Zhuzhou city in 2016.

In order to verify and provide the accuracy of LCM 
construction, this study uses validate tool to compare the 
prediction map of wetland land use in Zhuzhou city in 2016 
with the current map of wetland land use in Zhuzhou city. 
The validate tool classifies the capacity of maintaining land 
use type area (maintaining quantity consistency) in LCM 
modelling into three categories: none (no [n]), complete 
(perfect [P], medium [M]). Based on the traditional kappa 
coefficient formula, four kinds of kappa expansion indexes 
are generated by adding spatial information parameters: ran-
dom Kappa index (kno), location Kappa index (klocation), 
hierarchical location Kappa index (klocation strata), and 
standard Kappa index (kstandard). The test results (Fig. 9) 
show that: the comprehensive index of kapps coefficient of 
all the tested is higher than 0.8, the consistency of the two 
comparison drawings is high, the difference is small, and 
the simulation and prediction effect is good. It is predicted 

Table 3: Probability matrix of land class transformation. 

Given: Probability of changing to:

Riverine wetlands Reservoirs Ponds Paddy 
fields

Wastewater 
treatment plant

Woodlands Construction 
land

Riverine wetlands 0.9965 0.0000 0.0000 0.0000 0.0000 0.0135 0.0000

Reservoirs 0.0000 0.9700 0.0117 0.0134 0.0000 0.0030 0.0419

Ponds 0.0015 0.0865 0.9501 0.3123 0.0005 0.0235 0.2260

Paddy fields 0.0000 0.0518 0.0420 0.9354 0.0000 0.0201 0.2606

Wastewater treatment plant 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000

Woodlands 0.0000 0.1532 0.2244 0.0131 0.0000 0.9760 0.3233

Construction land 0.0002 0.0325 0.0264 0.0076 0.0000 0.0508 0.9913
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land 0.0002 0.0325 0.0264 0.0076 0.0000 0.0508 0.9913 

 
In order to verify and provide the accuracy of LCM construction, this study uses validate tool to compare 

the prediction map of wetland land use in Zhuzhou city in 2016 with the current map of wetland land use in 

Zhuzhou city. The validate tool classifies the capacity of maintaining land use type area (maintaining quantity 

consistency) in LCM modelling into three categories: none (no [n]), complete (perfect [P], medium [M]). Based 

on the traditional kappa coefficient formula, four kinds of kappa expansion indexes are generated by adding 

spatial information parameters: random Kappa index (kno), location Kappa index (klocation), hierarchical 

location Kappa index (klocation strata), and standard Kappa index (kstandard). The test results (Fig. 9) show 

that: the comprehensive index of kapps coefficient of all the tested is higher than 0.8, the consistency of the two 

comparison drawings is high, the difference is small, and the simulation and prediction effect is good. It is 

predicted that the LCM model of Zhuzhou Urban Wetland in 2016 is effective and up to standard. 

Fig. 9: Validation of urban wetland land use change prediction in 2016. 

Fig. 9: Validation of urban wetland land use change prediction in 2016.
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that the LCM model of Zhuzhou Urban Wetland in 2016 is 
effective and up to standard.

Simulation and Prediction of Land Use Change of 
Urban Wetland in 2021

Based on the remote sensing image interpretation map of 
Zhuzhou city in 2011 and 2016, this paper uses the LCM 
to simulate and predict the urban wetland land use change 
in 2021, and finally obtains the land use change prediction 
map (hard prediction map) and vulnerability distribution 
map (soft prediction map) of Zhuzhou city in 2021 and 
relevant data ( Table 4, Fig.10, Fig.11), among which the 
hard prediction map is a wetland land use map with the same 
classification as the input data; the soft prediction map is a 
continuous map showing the vulnerability of urban wetland 
land use in 2021, which does not indicate what will change 
but indicates the extent of urban wetland land use in areas 
with rapid changes.

The prediction results in 2021 show that the overall 
change of Zhuzhou urban wetland is relatively small com-
pared with 2016. Among them, the area of riverine wetland 
remained unchanged basically; the area of reservoir area 
increased by 82.4 ha in total, with a five-year dynamic 

rate of 9.75%, mainly distributed in Shifeng District in the 
north of urban area; the area of pond wetland increased or 
decreased with a total of 34.6 ha, with a five-year dynamic 
rate of 1.53%; the area of paddy fields still decreased the 
most, with a total of 1364.8 ha and a five-year dynamic rate 
of change of 6.89%, mostly concentrated in the outskirts of 
the central city, mainly converted into construction land, 
but the analysis found that the basic farmland is still well 
protected and controlled. In addition, urban construction 
land is further expanded from the central urban area to the 
surrounding areas, especially in the north and east of the 
urban area, with a cumulative increase of 2289.3 ha and a 
five-year dynamic rate of 11.61%.

CONCLUSION AND DISCUSSION

 (a) At present, “Urban Wetland” does not have a complete-
ly scientific and recognized concept, but the research 
on urban wetland has been one of the hot spots in the 
academic circle. In this paper, referring to domestic 
and foreign practices and current standards, combined 
with the current situation of Zhuzhou wetland, the urban 
wetland is divided into riverine wetland, reservoirs, 
pond, paddy fields, wastewater treatment plant and other 

Table 4: Table of predicted changes of Urban wetland land in Zhuzhou city from 2016 to 2021.

Category Land type Variation and range

2016 2021 Variation in 
2016~2021(ha)

The rate of five-year dynamic change 
in 2016-2021(%)

Wetland type Riverine wetland 2208.9 2219.1 10.2 0.46

Reservoirs 619.6 680.0 60.4 9.75

Pond 2262.5 2227.9 -34.6 -1.530

Paddy fields 19819.9 18455.1 -1364.8 -6.89

Wastewater treatment plant 12.2 13.8 1.6 13.11

subtotal 24923.1 23595.9 -1327.2 -5.33

Non Wetland 
type

Construction land 19724.2 22013.5 2289.3 11.61

Woodlands 41445.5 40535.3 -910.2 -2.20

subtotal 61169.7 62548.8 1379.1 2.26

Wetland rate 28.95% 2671% 2.24% -
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types to carry out relevant research, which has certain 
theoretical and practical reference value.

 (b) Through the analysis and research on the land use 
change of urban wetland in Zhuzhou city from 2006 to 
2016, the results show that: on the one hand, the overall 
spatial layout and area of Zhuzhou urban wetland have 
remained relatively stable in the past decade, most of 
the change areas are concentrated in the periphery of 
the central urban area, mainly from the artificial wetland 
to the construction land; on the other hand, during the 
period of 2006~2016, Zhuzhou’s urbanization process 
has been intensified, and a large number of ponds 
and paddy fields in suburban areas have changed into 
various types of urban construction land. In addition, the 
research results also reflect that Zhuzhou city is actively 
transforming and upgrading its urban development, and 
the construction of ecological civilization has achieved 
preliminary results: Xiangjiang River water resources 
have been gradually effectively protected, and the 
number of reservoirs and ponds represented by wetland 
parks has increased, and most of them are concentrated 
around the river, irrigation land and pool concentration 
areas. These analyses are basically consistent with the 
current situation of Zhuzhou’s urban development.

 (c) The simulation and prediction results of Zhuzhou urban 
wetland in 2021 are consistent with the overall change 
trend of the wetland from 2006 to 2016, and basically, 
conform to the Master Planning of Zhuzhou City (2006-
2020) and the actual development direction. This shows 

that the research methods and achievements based on 
LCM can be used as auxiliary technical tools for urban 
master planning and urban wetland system planning, 
and provide scientific support for the overall protection 
and sustainable utilization of urban wetland resources.

 (d) To some extent, the research results of Zhuzhou wetland 
land use change reflect the basic characteristics of urban 
wetland landscape pattern: the degree of landscape 
fragmentation and separation is large, and the diversity 
and evenness of landscape are poor. In addition, the 
evolution of wetland landscape pattern is driven by 
many natural and human factors, among which natural 
geographical conditions are one of the key factors affect-
ing wetland land use, and human activities also have a 
huge impact on wetland land use, with both positive and 
negative effects. Therefore, it is necessary to monitor the 
wetland resources of Zhuzhou city (including wetland 
area, wetland spatial change, wetland environmental 
quality, wetland biodiversity, etc.) in a long-term and 
dynamic way, and master the driving force of urban 
wetland landscape evolution in an all-round way. At the 
same time, we can use the methods and results of this 
study, combined with the Zhuzhou city master plan, to 
determine the key areas of urban wetland construction 
in the future, and speed up the construction of wetland 
park and waterfront space.

 (e) It is suggested to strengthen the protection and utili-
zation of wetland in Zhuzhou from the urban planning 
stage. On the one hand, expand the control scope of the 
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Fig. 11: Change hard and soft prediction of urban wetland land use in Zhuzhou City in 2021. 
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existing urban blue line, bring important artificial wet-
lands into the blue line protection scope, and strengthen 
the social service function of urban wetland. On the oth-
er hand, the primary protection status of the Xiangjiang 
River is further emphasized. A buffer zone is set around 
the blue line to build protective green space and strictly 
control other construction. Furthermore, it is suggested 
to carry out the special planning of the Zhuzhou wetland 
system and incorporate it into the urban master plan, so 
as to realize the strategic goal of Zhuzhou’s ecological 
civilization city construction.

 (f) Due to the limitation of the original spatial resolution 
(30 × 30m) of the Landsat series remote sensing image, 
which is the basic data source used in this study, there 
are some limitations in the extraction of urban wetland 
information data, especially for some riverine wetlands 
whose average width of the water surface is less than 
30m, which cannot be effectively identified. Therefore, 
it has a certain impact on the accuracy and effectiveness 
of the simulation prediction and result analysis of LCM. 
In the follow-up research, we can try to choose a higher 
resolution HD remote sensing image to solve such prob-
lems. In addition, as a kind of comprehensive model, the 
intelligent architecture of LCM needs to be improved, 
and the involvement of multi-source data information 
is also an important direction of model improvement.
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ABSTRACT

Makassar City slum settlement has a complex solid waste management problem located in a coastal 
area, divided by canals, inhabited by middle-class people who live with limited environmental facilities, 
and some build semi-permanent houses on the sea. This study aims to investigate the solid waste 
management in coastal slum settlement including waste generation, storage, collection system 
also community lifestyle, and coastal settlement characteristics. The method used in this study was 
quantitative and qualitative. The result of the analysis shows that the volume of waste generation 
category was about 49.47% compost potential, 25.57% inorganic recycling potential, and 24.96% 
residue material. Solid waste management is not going well in this area where most of the households 
did not get access to the communal trash bin and collection route. Recommendations for the solid 
waste management model are given to overcome existing problems by onsite composting and selling 
waste online and offline, and small amounts of residual waste discharged to the final disposal.  

INTRODUCTION

Indonesia is one of the developing countries in the world, 
which is an archipelago and Makassar City is a metropolitan 
city located on Sulawesi Island. Makassar has a strategic 
position as it is located between the south and north in 
the provinces of South Sulawesi. Thus, the rapid growth 
of urbanization and industrialization within the area is 
unavoidable, resulting in Makassar being an area of mixed 
commercial-residential industrial along with the problem of 
water, air and soil pollution, which in turn can disturb human 
health (Sattar et al. 2012,  Sattar et al. 2019). This, of course, 
requires efforts to overcome (Rashid et al. 2014). 

In general, Solid Waste Management (SWM) is one 
of the most popular urban environmental problems in 
many developing countries because of the increase in 
urban, economic and industrial activities, especially in fast 
population exploding countries like India and Indonesia 
(Nyakaana  1996,  Ramesh et al. 2009, Sattar et al. 2014).  
Poor Municipal SWM practices can result in land, water, 
and air pollution, improper disposal leads to the spreading 
of diseases and unhygienic conditions besides spoiling 
the aesthetics (Kirpalani et al. 2005, Raharjo et al. 2018). 
Furthermore, a gradual increase in waste generation coupled 

with inadequate services for solid waste management 
(SWM) intensifies the problems related to SW. This 
escalating problem has crucial effects on the environment, 
threatening the health of humans as well as incurring 
economic, biological and environmental losses (Moftah et 
al. 2016). The cities in a developing country using 20-55% 
of their budget in solid waste management, only 40-80% 
of the waste is collected (Yavini & Musa 2013). The waste 
is transported to the final disposal site is just 63.9%, the 
remaining small portion is managed at the source and the 
majority of the remainder is not transported so that it ends 
in an empty land, waterways, water bodies, and around the 
streets, and settlements. For the city of Makassar, 1,000 tons 
of garbage per day is transported to the final disposal with 
an open dumping system, the remaining 450 tons per day is 
not managed or not transported. Households are the biggest 
waste producer, reaching 62.99% compared to other sectors 
such as trade and services, offices and others (Indonesian 
Ministry of Environment 2012).

Recorded that 75% of households in Indonesia are not 
accustomed to sort out waste. Currently, there are wide-
spread environmental movements initiated by the private 
sector, academics, and the government but their value has 
not shown significant changes (Indonesian Ministry of En-
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vironment 2012). When in fact, the separation of recyclable 
waste material would lead to a reduction in the quantity of 
solid waste (Sharma 2008). The fact, residents in villages 
or even sub-urban areas around 66.8% choose to burn waste 
and only 1.2% are recycled (Indonesian Ministry of Envi-
ronment 2017). Another report suggested that this condition 
is exacerbated by the weak political power of those who 
realize the importance of environmental management. The 
struggle to preserve the environment is only supported by 
a small group of the middle class who lack political power 
in decision making, also stated that there were a few people 
who had knowledge but were still being environmentally 
unfriendly (Kutanegara 2014). So, what must be done is to 
build awareness, understanding, and community participa-
tion to behave in an environmentally friendly manner.

This study takes the area of   research in the coastal settle-
ments of Makassar city because it is one of the Waterfront 
Cities in Indonesia having many coastal settlements with a 
population of about 1,46 million people (Makassar Statistical 
Center 2019). Most of the coastal settlement in Makassar 
City was originally formed from the fisherman who utilizing 
marine resources as the source of life. However, dramatic 
city development transforms this settlement into slums with 
limited facilities of life, and one of their big problems is 
waste management. 

Cambaya village is one of the slum settlements in the 
coastal area where some people build informal wooden 
houses over the sea with poor social services and amenities. 
This study was focused on waste management that takes 
place in this area. Solid Waste Management (SWM) defined 
as scientific disciplines related to generation control waste, 
storage, collection, transfer and transportation, and process-
ing waste (Tchobanoglous 1993). The generation of solid 
waste depends on several factors such as lifestyle, habits 
of food, living standard, season, and commercial activities 
degree (Upadhyay et al. 2012). However, managing waste 
is a complex activity that required appropriate technical 
solutions, cooperation between all stakeholders, and adequate 
organization capacity (Marshal & Farahbakash 2013). 

Slum area identical to low-class people where the highest 
fraction of waste from this area is organic waste (Thakuria 
2009, Miezah et al. 2015). In addition, the composition of 
urban waste is changing with the increasing use of packing 
materials and plastics (Asnani 2006). Furthermore, param-
eters of solid waste management will be an efficient support 
tool for the comparison and selection of effective alternative 
management of solid waste management programs (Qdais et 
al. 1997, Chang & Davila 2008, Hancs et al. 2011).  For this 
reason, it is necessary to collect and manage statistical data on 
waste management, which is usually inadequate, especially in 

developing countries (Buenrostro et al. 2001). Thus, a study 
on solid waste and its proper management to minimize its 
effect on the environment becomes of utmost importance. 
Therefore, this study tries to calculate the composition of 
waste, and divide it into potential components of compost, 
recycle, and residual waste. After that, community char-
acteristics assessment survey was also conducted because 
participation from the community has a direct bearing on 
efficient SWM. The next stage was conducting an ongoing 
SWM assessment. In the absence of a basic facility of storage 
and collection of waste from source, communities are prone 
to dumping waste on the streets, open space, drains, and water 
bodies in the vicinity creating unsanitary situations (Asnani 
2006). Finally, this study tries to give recommendations for 
the SWM model that can be applied.

MATERIALS AND METHODS 

Study Area Description

Makassar city has many slum areas, but this study picked 
Cambaya Settlement because of its location on the coast, and 
it is divided by canals that drain water from large rivers in 
the upstream area. So, this area is a complex area for SWM 
research. Fig. 1 shows a map of Indonesia and the arrow 
is pointing to the location of Cambaya Village (5.110958 
E,119.4248602 S). The village is situated close to the old 
city of Makassar. Fig. 2 displays the blow-up location of 
the slum area Cambaya that were divided into permanent 
and semi-permanent houses where some houses are built 
over the sea. 

Survey of Waste Generation

This activity was conducted to calculate the volume, weight, 
and composition of waste generation from every household 
per day. This survey used the Indonesian National Standards 
(SNI) 19-3964-1994 concerning Methods for Taking and 
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Fig. 2: Blow up Location of Cambaya Slum Area.  

Survey of Waste Generation 
This activity was conducted to calculate the volume, weight, and composition of waste generation from every 

household per day. This survey used the Indonesian National Standards (SNI) 19-3964-1994 concerning Methods 
for Taking and Measuring Samples of the Generation and Composition of Urban Waste. The digital scale and 
volume measurement tools were used. For the determination of samples, the calculation used are as below.  

 
(K) = 𝑺𝑺𝒏𝒏    …(1) 
 

(S) = Number of People 
(n) = Number of people per household  
(S1) = proportion of the number of permanent housing/ high income households = 25%  
(S2) = proportion of the number of semi-permanent housing/ moderate-income households = 30%  
(S3) = proportion of the number of non-permanent housing/ low income households = 45%  

The garbage from housing:  
1) permanent = S1 x K  
2) semi-permanent = S2 x K  
3) non-permanent = S3 x K 

 
An effective solid waste management model is needed through the evaluation of the characteristics and rate of the 
solid waste generation which is one of the important first steps towards effective solid waste management (Qu et 
al. 2009, Tiruneh et al. 2015. Truong et al. 2017).  

Survey of Community Characteristics 
Survey questionnaires were carried out to find out the community lifestyle who lived in Cambaya village, 

where education level, household size, and income are significant factors that influence household generation rate 
(Truong et al. 2017). Questionnaires were distributed to respondents who live in two types of houses (permanent 
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Measuring Samples of the Generation and Composition of 
Urban Waste. The digital scale and volume measurement 
tools were used. For the determination of samples, the cal-
culation used are as below. 

 

 
Fig. 1: Location of Case Study 
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(S) = Number of People

(n) = Number of people per household 

(S1) = proportion of the number of permanent housing/ 
high income households = 25% 

(S2) = proportion of the number of semi-permanent 
housing/ moderate-income households = 30% 

(S3) = proportion of the number of non-permanent hous-
ing/ low income households = 45% 

The garbage from housing: 

 1. permanent = S1 x K 

 2. semi-permanent = S2 x K 

 3. non-permanent = S3 x K

An effective solid waste management model is needed 
through the evaluation of the characteristics and rate of the 
solid waste generation which is one of the important first 
steps towards effective solid waste management (Qu et al. 
2009, Tiruneh et al. 2015. Truong et al. 2017). 

Survey of Community Characteristics

Survey questionnaires were carried out to find out the 
community lifestyle who lived in Cambaya village, where 
education level, household size, and income are significant 
factors that influence household generation rate (Truong et al. 
2017). Questionnaires were distributed to respondents who 
live in two types of houses (permanent and semi-permanent). 
The questionnaire asked about solid waste management 
activities (sorting, storage, collecting, and transportation) 
and their current behaviour.

Direct interviews also were conducted with housewives 
who become the women leader of the community to explore 
the waste generation daily from the households. The village 
chief was also asked about the activities of the people. The 
data analysis technique used is a qualitative descriptive 
analysis technique by tabulating primary data. 

Mapping of Solid Waste Management

The overlay map was used in the mapping of spatial coverage 
for the garbage collection vehicle route and trash bin user 
area using the ArcGIS application.

RESULTS AND DISCUSSION 

Settlement Characteristics

Some of the buildings were built over the land boundary. 
The street in this settlement is a narrow alley about 50 cm 
in width. This situation makes it difficult to do several ac-
tivities including waste management. Visualization of house 
characteristics is shown in Fig. 3.

Table 1 illustrates the general characteristics of the com-
munity. Most of the respondents were female, as solid waste 
management encourages the participation of females. Most of 
the respondents have a low level of education and have below 
the regional minimum wage. This situation influences their 
attitude towards waste management. It can be seen from the 
amount of garbage around residential areas and water bodies. 
A study found that the reasons for the waste management 
cases were lack of information relating to health, low knowl-
edge level, tradition, culture, and economic situation as well 
as low level of living standard (Shahmoradi & Rad 2009).

Waste Generation Result

Fig. 4 below describes the result of the waste generation 
survey of waste weight. From this survey, the average 
waste generation per household was 1.8 kg Organic Waste 
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per day per household, and inorganic waste 1.31 kg per day 
per household. 

The volume of waste generated in the Cambaya Coastal 
Area was dominated by 58% organic waste and 42% inor-
ganic waste. Furthermore, from Table 2 it can be concluded 
that if the onsite waste processing is done (onsite composting 
and recycle), only 24.96% will be transported to the final 

disposal as residue. This waste was potentially thrown into 
the water bodies if there is no proper waste management. A 
study reported that Municipal Solid Waste (MSW) generally 
includes degradable (paper, textiles, food waste, straw, and 
yard waste), partially degradable (wood, disposable napkins, 
sludges) and nonbiodegradable (leather, plastics, rubbers, 
metals, glass, ash from fuel-burning like coal, briquettes, 
wood, electronic waste). Generally, Municipal Solid Waste 
is managed as a collection from the street and disposed of 
at landfills (Jha et al. 2008).

Storage System 

The existing storage system was used as an individual, 
communal, and some of them throw trash directly into 
the water bodies (canal and sea) especially for those who 
live over the sea or in front of the canal. The communal 
trash bin is only in front of the main road as secondary 
solid waste storage, but most people use an individual 

Table 1: Characteristics of communities.

Characteristics Value (%)

Number of people per house

  6 people 15

  5 people 39

  4 people
    Others

20
26

Livelihood

  Fishermen 35

  Labourer 41

  Others 24

Income per month

  IDR 1,000,000-2,000,000* 50

  IDR 2,000,000-3,000,000 20

  Others 30

Education

  Elementary School 53

  Junior High School
  Others

26
21

*below the regional minimum wage

and semi-permanent). The questionnaire asked about solid waste management activities (sorting, storage, 
collecting, and transportation) and their current behaviour. 
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Waste Generation Result 

Fig. 4 below describes the result of the waste generation survey of waste weight. From this survey, the average 
waste generation per household was 1.8 kg Organic Waste per day per household, and inorganic waste 1.31 kg 
per day per household.  

 
Fig. 4: Average percentage of the weight of organic and inorganic waste generation. 

The volume of waste generated in the Cambaya Coastal Area was dominated by 58% organic waste and 
42% inorganic waste. Furthermore, from Table 2 it can be concluded that if the onsite waste processing is done 
(onsite composting and recycle), only 24.96% will be transported to the final disposal as residue. This waste was 
potentially thrown into the water bodies if there is no proper waste management. A study reported that Municipal 
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Table 2: Waste component calculation. 
Type of Garbage Value (%) Explanation 

Organic (Compost Potential) 49.47 Leftover, leaves, and twigs. 
Inorganic (Recycling Potential) 25.57 *Paper, plastic, metal, and bottles 

Residue 24.96 Textiles, cloth, rubber, leather, and other materials. 
*Potential Recycling is adjusted to the data of items sold in the collectors (Waste Bank and Trash Mall) 

Storage System  
The existing storage system was used as an individual, communal, and some of them throw trash directly 

into the water bodies (canal and sea) especially for those who live over the sea or in front of the canal. The 
communal trash bin is only in front of the main road as secondary solid waste storage, but most people use an 
individual trash bin for primary solid waste storage. Some of the families collect rubbish from an individual bin 
and brought it to the communal bin located on the main road. The visualization of the type of trash bin used is 
shown in Figs. 5, 6, and 7.  
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generation.
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trash bin for primary solid waste storage. Some of the  
families collect rubbish from an individual bin and brought it to 
the communal bin located on the main road. The visualization 
of the type of trash bin used is shown in Figs. 5, 6, and 7. 

Data from a previous study showed that about 80% of the 
community not yet separate their waste because of a lack of 
materials, knowledge, and motivation as well as they cared 
less about environmental conditions (Anggraini 2018). 

Collecting and Transport System

The collection is carried out by janitors on the main road 
with the frequency of transportation as every day or 7 times 
a week. After collecting the garbage from households, they 
bring it to a temporary waste container. A cleaning fee is 
charged to the people. Type of the garbage collection ve-
hicle is a three-wheeled motor (Viar). Most areas are not 
passed by Viar due to road conditions that cannot be passed 
by collection vehicles. This condition makes it difficult for 
the community, so some of them have to transport garbage 
independently to the communal trash bin, and some choose 
to dispose of their garbage around the settlement. Visuali-
zation of the collection service and route is shown in Fig 8. 
The mushrooming settlement colonies are developed in an 
unplanned way, thus, posing several constraints on the city’s 
municipal services (Sharma et al. 2007).

Existing Solid Waste Management Model

The solid waste management model goes on as seen in 
Fig. 9. All garbage produced by households depends on 
transport personnel who have limited services so that 
not all garbage can be transported (about 20-30% uncol-
lected). People with low income also have limitations in 
paying waste fees.

Recommendation of Solid Waste Management Model 

The design and operation of appropriate solid waste man-
agement systems are necessary for ensuring good sanitation 
and a clean environment (Gawaikar & Deshpande 2006). 
The model in Fig. 10 shows the Solid Waste Management 
Recommendation Model for reducing the waste chain that 
leads to Final Disposal. This model is chosen to overcome 
the main problem faced in SWM, which is the limitations in 
terms of waste collection. This model wants to change the 
old paradigm of waste management that takes place in the 
research area to a new paradigm that is more sustainable by 
utilizing existing waste recycling agents.

The characteristics of settlements with narrow streets 
make it difficult to waste carts to enter, making it difficult 
for people to get services in terms of garbage collection. The 
limited facilities and knowledge about the environment give 

Table 2: Waste component calculation.

Type of Garbage Value (%) Explanation

Organic (Compost 
Potential)

49.47 Leftover, leaves, and twigs.

Inorganic (Recycling 
Potential)

25.57 *Paper, plastic, metal, and 
bottles

Residue 24.96 Textiles, cloth, rubber, leath-
er, and other materials.

*Potential Recycling is adjusted to the data of items sold in the collectors 
(Waste Bank and Trash Mall)
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the potential to dispose of waste into water bodies such as 
canals and the sea.

The solution of waste management is not limited to the 
end-of-pipe system, but management system such as waste 
reduction from its source, waste-sorting, until recycling pro-
cess (Wijayanti et al. 2015).  Recycling and compost concepts 
are considered pillars of sustainable solid waste management 
(Cheru 2011). Furthermore, recycling is one of the best 
methods of solid waste reduction. Similarly, the method can 
be applied in certain other aspects to decide on the most ap-
propriate option to achieve the best expected results (Purohit 
et al. 2015). The existence of the Trash Mall and Waste Bank 
provides an opportunity for the community to sell recycled 

waste, the difference is that the Trash Mall uses an online 
system while the Waste Bank uses the offline system. Waste 
bank or “Bank Sampah” is the concept of waste management 
in Indonesia and developing countries in Southeast Asia in 
the management of recycled waste to get money in the form 
of savings that are established in an environment that is usu-
ally around 1000 inhabitants (Khair et al. 2019). The online 
system support by Trash Mall is something new, up to date 
by utilizing the technological sophistication of allowing the 
community to order via smartphone and recycled waste will 
be picked up by officers, this makes it easier than the offline 
system. In terms of sales prices, the offline system provides 
a slightly higher price, but the community needs to bring its 
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recycling waste to the nearest Waste Bank office. This model 
can be used for other residential areas especially those that 
have the same characteristics as the study area.

There is a need for onsite composting using both com-
munal and individual systems because the organic waste 
potential for compost (leftover food, leaves, and twigs) is 
about 49.47%. This system can be run by women who are 
mostly housewives. The remaining small amount is 24.96% 
residual waste will end up at the final disposal and become 
the responsibility of the government in its transportation 
and processing.

CONCLUSION

The study regarding solid waste management was carried out. 
The different factors and strategies of solid waste management 
were determined. Solid Waste Management in Cambaya 
coastal slum settlement is not going well yet because of several 
reasons such as characteristics of settlement, characteristics of 
citizens who live there, and lack of MSW facilities. The waste 
generation in Cambaya Village is dominated by organic waste 
58% and inorganic waste 42%. Most of the citizens did not 
get access to communal storage and collection, so potentially 
waste from households is thrown directly to water bodies. It 
needs serious waste management to minimize pollution of the 
coastal area. If properly managed according to the recommen-
dations of the SWM model, only 24.96% of the residue will 
be transported to the final disposal.
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ABSTRACT
Most of the dyes are a dangerous class of water contaminants that have affected the environment 
drastically. Nano-sized compositeis the best decision cutting edge adsorbent for the evacuation of 
water poisons as such materials are related to the attributes of straightforwardness, adaptability, 
adequacy, and high surface reactivity. In this investigation, we have synthesized a nanostructured 
Chitosan-Selenium nanoparticle by green synthesis method using Justicia adhatoda plant leaves 
extract. Synthesis and characterization of Chitosan-Selenium nanoparticle were described by UV-
visible spectroscopy, FTIR spectrum examinations, Particle Size Analysis, and XRD Spectrum analysis. 
From the outcomes, it was inferred that the Chitosan-Selenium nanoparticle was additionally utilized as 
an adsorbent for the expulsion of Rhodamine dye from the aqueous solution. Langmuir isotherm model 
was effectively usedfor the adsorption study of Chitosan-Selenium nanoparticle adsorbent. For the 
adsorption studies, parameters such asdosages, pH, and temperature were studied. The adsorption 
process was remarkably fast and reached equilibrium within 24hrs. The isotherm information was 
steady with the Langmuir model, and the most extreme adsorption limits of the Chitosan-Selenium 
nanoparticle adsorbent was 34.5mg.g-1 for Rhodamine dye. Accordingly, nanoparticleswill be the only 
wayfor the future planned water treatment process.   

INTRODUCTION

Industrial, agricultural and domestic wastes, due to the 
rapid development in technology, are discharged in several 
environments. Generally, this discharge is directed to 
the nearest water sources such as rivers, lakes, and seas. 
The textile dyeing process is an important source of 
contamination responsible for the continuous pollution 
of the environment. Textile, paper, painting, and coating 
industries are majorsources of dye pollutants. A large amount 
of dye wastewateris emptied into freshwater bodies which 
have negativeconsequences on the environment and human 
health (Oliveiraet al. 2008). Wastewater from dye-stuff 
and textile industries have dye concentrations below 1 g/
dm3, high alkalinity, Biochemical Oxygen Demand (BOD), 
Chemical Oxygen Demand (COD), and total dissolved solids 
(Kaushik & Malik 2009). The reactive, directive, and acid 
dye widely used in silk, cotton, and wool processing as 
dyes (El-Sharkawy et al. 2007). Dye wastewater that ends 
up in freshwater bodies causes havoc to aquatic species by 
increasing toxicity in COD. It also affects the photosynthetic 
activities of aquatic plants through the reduction of light 
penetration (Oliveira et al. 2008). It has been reported 
that high COD,BOD values, particulate matter (PM) and 

sediments, grease, and oil in effluents lead to the depletion 
of dissolved oxygen creating serious consequences on 
aquatic species (Wang et al. 2011, Hamza & Hamoda 1980, 
Shaul et al. 1982, Shelley et al. 1980). The methods of 
colour removal from industrial effluents include biological 
treatment, coagulation, flotation, adsorption, oxidation, and 
hyperfiltration. Among the treatment options, adsorption 
has become one of the most effective and comparable low-
cost methods for the decolourization of textile wastewater. 
Different adsorbents have been used for the removal from 
aqueous solutions of various materials, such as dyes, metal 
ions, and other organic materials include perlite (Dogan et 
al. 2000, Demirbas & Dogan 2002, Dogan & Alkan 2003) 
bentonite (Bereket et al. 1997), silica gels (Mohamed et 
al. 1996), fly ash (Mohan et al. 2002, Gupta et al. 2000), 
lignite (Allen et al. 1989), peat (Ho& Mckay 1998), silica 
(Mckay et al. 1981). However, all these processes are 
costly and cannot be used by small industries to treat a 
wide range of dye wastewater (Dogan et al. 2000). The 
adsorption process provides an attractive alternative for the 
treatment of contaminated waters, especially if the sorbent is 
inexpensive and does not require an additional pretreatment 
step before its application (Mckay et al. 1981, Ho & Mckay 

    2021pp. 467-479  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 27-05-2020
Revised:    08-07-2020
Accepted: 25-07-2020

Key Words:
Rhodamine 
Chitosan-selenium  
nanoparticles  
Langmuir isotherm  
Justicia adhatoda

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.003



468 John Britto et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

1998,Ashraf 2016, Nurchi et al. 2014, Chang et al. 2014, 
Arica et al. 2017, 2019, Bayramoglu et al. 2012,Bayramoglu 
& Yilmaz 2018). A wide range of nanomaterials such as 
metals, metal oxide, polymer composites, and nanoparticles 
incorporating activated carbon, biomass, and clay minerals, 
etc. have been included. Adsorption requires less land 
area, least effect to toxic chemicals, greater flexibility in 
the design, and operation and superior removal of organic 
contaminants. Therefore, significant attention has been 
directed to adsorption as a process for colour removal from 
wastewaters since it offers the most economical and effective 
treatment methods. Therefore, adsorption became one of the 
most effective methods to remove the colour from textile 
wastewater. The objective of this paper was to explore 
the removal of Rhodamine dye in an aqueous solution by 
adsorption on the Chitosan-Selenium nanoparticle. The 
influence of several parameters on adsorption such as 
dosages, pH, and temperature on the adsorption process 
was also studied.

MATERIALS AND METHODS

Chemicals and Collection of Plant Material

All the chemicals were purchased from Himedia Private Ltd, 
Mumbai. The plant Justicia adhatoda leaves were collected 
from Sri Paramakalyani Centre of Excellence in Environmental 
Sciences, Manonmaniam Sundaranar University, Alwarkurichi. 

Preparation of Adathoda Leaf Extract

Fresh and young leaves (5g) of the Adathoda plant were 
washed thoroughly with distilled water and cut into fine 
pieces. Leaves were subsequently macerated in 20 mL of 
Tris-HCl (pH7.5) with the help of mortar and pestle. A thick 
slurry of leaf thus recovered was subjected to centrifuga-
tion at 10,000 rpm for 5 min at 4°C. The supernatant was 
transferred into fresh sterile centrifuge tubes followed by its 
preservation in refrigerated conditions. The aqueous extract 
of leaf obtained in this manner was used as a precursor for 
the synthesis of selenium nanoparticles.

Synthesis of Selenium Nanoparticle

In a typical synthesis of selenium nanoparticles, the leaf 
extract (2 mL) which contains dissolved phytochemicals 
was added dropwise into 20 mL of sodium selenite solution 
(10mM). The addition of the leaf extract was carried out 
under magnetic stirring. The content was later on placed on 
to a rotator orbital shaker operating at 200rpm for 24 h. The 
incubation of the mixture was performed at 30°C in dark 
conditions. The reduction of selenium ions was monitored by 
sampling an aliquot (3 mL) of the mixture at intervals of 12 h, 

followed by measurement of the UV-Vis spectrophotometer. 
To find out the absorption maximum, a spectral scanning 
analysis was carried out by measuring the optical density of 
the content from wavelength 250 to 750 nm.

Synthesis of Chitosan-Selenium Nanoparticle (CS-Se 
NPs)

Stock solutions of sodium selenite (20mmol/L) and ascorbic 
acid solution (80mmol/L) were prepared with double-dis-
tilled water at room temperature. 1 gm of chitosan (CS, 1% 
w/w) was dispersed in 4% (w/w) acetic acid at room tempera-
ture and stirred for complete dissolution. For the preparation 
of the CS-Se NPs solution, 1mL (10 mM) of sodium selenite 
solution, ascorbic acid, and chitosan solution were mixed 
and the solution was subjected to vigorous mixing. Then, 
the reaction mixture was diluted to 10 mL with distilled 
water. The sample was filtered and dried in the hot air oven 
at 150°C for using adsorption studies. 

Batch Equilibrium Studies

Batch adsorption experiments were carried out by agitating 
1g of the Chitosan-Selenium nanoparticle with the effect 
of initial Rhodamine dye concentrations was carried out 
by shaking 100 mLRhodamine dye solutions of desired 
concentrations (20 to 100 mg/L) with 1g of the adsorbent at 
different dosages (1.0, 2.0 and 3.0g/L) pH (5.8, 6.8 and 9.4) 
and temperature (30°C, 45°C, and 60°C) using an orbital 
shaker operating at 200 rpm. Before the measurement of 
colour, the dye solutions were filtered through Whatman No. 
1 filter paper to exclude the adsorbent particles. Dye con-
centrations were measured at the wavelengths corresponding 
to their maximum absorbance using a spectrophotometer. 
The effect of pH was studied by adjusting the pH of dye 
solutions using 1 N H2SO4 or 1 N NaOH solution pH was 
measured using a pH meter. The samples were withdrawn 
from the shaker at a pre-determined time of 24hrs. The 
residual concentrations of Rhodamine dye were measured 
using UV spectrophotometer equipment (Shimadzu UV/Vis 
1601 Spectrophotometer, Japan). The maximum wavelength 
of this dye is max555 nm.

Mass Balance Equation

Throughout the experiment the mass balance equation was 
used, to find the amount of protein adsorbed in each flask 
which was determined by the equation,

 Q = V (Co-Ce)/W ... (1)

Where,

Q - Adsorption capacity (mg/g)

Co - Initial concentration of Rhodamine dye (mg/L)
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Ce - Final concentration of Rhodamine dye(mg/L)

V - Solution volume of Rhodamine dye (L)

W - Mass of adsorbent (g) 

So using this equation the amount of dye being adsorbed 
by the adsorbent was determined.

RESULTS AND DISCUSSION

The synthesis of selenium nanoparticles was preliminarily 
analysed by the colour change of the reaction mixture. The 
reaction mixture contains sodium selenite solution, ascorbic 
acid, and plant extract. The plant extract was used as a reduc-
ing agent forthe synthesis of nanoparticles. Ascorbic acid was 
used as an initiator of the reduction reaction. All the solutions 
were mixed and colour change was occurring from colourless 
sodium selenite solution to ruby red colour. A similar result 
was observed by Kirupagaran et al.(2016), synthesized sele-
nium nanoparticles using an extract of Leucas lavandulifolia 
and Fenugreek seed extract (Ramamurthy et al. 2013). Visual 
observation of the chitosan stabilized selenium nanoparticles 
solution showed a colour change from light yellow to brick 
red indicating the formation of red-coloured elemental Se 
resulting in the selenium nanoparticle formation (Bajaj et 
al. 2012). This red colour due to the excitation of surface 
plasmon vibrations of selenium nanoparticles provides a con-
venient spectroscopic signature of their production whereas 
no colour change could be demonstrated in a solution of 
selenium selenite as a negative control. Many related studies 
revealed that metal reduction and precipitation might involve 
a complex of either reductase, capping proteins, quinones 
or cytochromes, electron shuttles, or phytochelatins that are 
known to reduce and stabilize various metal, metal oxides 
and metal sulphide nanoparticles (Bajaj et al. 2012).

UV-Vis Spectrophotometer

Reduction of selenium ions into selenium nanoparticles 
during exposure to plant extracts and ascorbic acid was ob-
served using UV-Vis spectra. The metal nanoparticles have 
free electrons, which give the SPR absorption band, due to 
the combined vibration of electrons of metal nanoparticles. 
Chitosan stabilized selenium nanoparticles shown the SPR 
band at 450 and 310 nm indicates the formation of selenium 
nanoparticles. Some of the minor peaks were also observed 
due to the presence of biomolecules from chitosan Fig.1. 
Previous studies have shown that the spherical Se-NPs 
contribute to the absorption bands at around 250-400nm in 
the UV-Visible spectra (Fesharaki et al. 2010) reported max 
at 280 nm (Lin et al. 2005) at 355 nm (Shen et al. 2000) at 
380 nm. The UV data may support further characterization 
of Adhatoda leaf extract and chitosan mediated selenium 

nanoparticles. Chitosan stabilized selenium nanoparticles 
were purified by membrane dialysis process. Dialysed nan-
oparticles were dried in a hot air oven at 60°C for 4 h. The 
powder form of the selenium nanoparticles was used for 
further analysis.

FT-IR Analysis

The functional groups present in green synthesized chi-
tosan-selenium nanoparticles were identified by FTIR spec-
tra. FTIR analysed at different wavenumber range from 4000 
to 500cm-1. The functional groups involved in the synthesis 
of selenium nanoparticles using chitosan were detected with 
the help of FT-IR analysis (Fig. 2).  Broadband at 3226cm-1 
was observed due to the presence of O-H stretching car-
boxylic acids. A very small band at 2878 cm-1 was formed 
corresponds to C-H stretch alkanes. A strong narrowband 
was positioned at N-H bend primary amines. A small band 
at 1297 cm-1 indicates the presence of N-O symmetric 
stretching Nitro compounds and C-N stretching aromatic 
amines. A narrow band was formed at 1023 due to C-N 

due to the presence of biomolecules from chitosan Fig.1. Previous studies have shown that the 

spherical Se-NPs contribute to the absorption bands at around 250-400nm in the UV-Visible 

spectra (Fesharaki et al. 2010) reported λmax at 280 nm (Lin et al. 2005) at 355 nm (Shen et al. 

2000) at 380 nm. The UV data may support further characterization of Adhatoda leaf extract and 

chitosan mediated selenium nanoparticles. Chitosan stabilized selenium nanoparticles were 

purified by membrane dialysis process. Dialysed nanoparticles were dried in a hot air oven at 60°C 

for 4 h. The powder form of the selenium nanoparticles was used for further analysis. 

 

 

 

Fig.1: UV-Vis spectra of chitosan mediated synthesized selenium nanoparticles. 

 

FT-IR Analysis 

The functional groups present in green synthesized chitosan-selenium nanoparticles were 

identified by FTIR spectra. FTIR analysed at different wavenumber range from 4000 to 500cm-1. 

The functional groups involved in the synthesis of selenium nanoparticles using chitosan were 

detected with the help of FT-IR analysis (Fig. 2).  Broadband at 3226cm-1 was observed due to the 

presence of O-H stretching carboxylic acids. A very small band at 2878 cm-1 was formed 

corresponds to C-H stretch alkanes. A strong narrowband was positioned at N-H bend primary 

amines. A small band at 1297 cm-1 indicates the presence of N-O symmetric stretching Nitro 

compounds and C-N stretching aromatic amines. A narrow band was formed at 1023 due to C-N 

stretch aliphatic amines. Therefore, the FT-IR results imply that the chitosan-selenium 

Fig. 1: UV-Vis spectra of chitosan mediated synthesized selenium 
nanoparticles.

nanoparticles were successfully synthesized and capped with bio-compounds present in the leaf 

aqueous extract and chitosan by using a green method. 

 

Fig.2: FTIR spectrum of chitosan-selenium nanoparticles. 

X-ray Diffraction 

The crystal structure and the phase composition of chitosan-selenium nanoparticles were 

determined, using XRD techniques shown in Fig. 3. The XRD pattern suggests that the sample is 

nanocrystalline and matches very well with that of the standard selenium powder confirming the 

formation of selenium particles using leaf extract. The calculated lattice constants are a = 4.363 

A° and c = 4.952 A° which are in agreement with the literature value (JCPDS File No.06-0362). 

The clear peaks of cubic phases at 23.68, 29.12, 40.71, 45.24, 48.05, and 51.28° were assigned to 

(100), (101), (110), (111), (200) and (201) crystalline planes which may be due to the presence of 

additional bioactive compounds present in the Adathoda leaf extract (Shen et al. 2000).  Chitosan 

coupled selenium nanoparticles not shown specific crystalline planes and definite shapes indicate 

that synthesized nanocomposite is a polydispersed amorphous structure. 

Fig. 2: FTIR spectrum of chitosan-selenium nanoparticles.
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stretch aliphatic amines. Therefore, the FT-IR results imply 
that the chitosan-selenium nanoparticles were successfully 
synthesized and capped with bio-compounds present in the 
leaf aqueous extract and chitosan by using a green method.

X-ray Diffraction

The crystal structure and the phase composition of chi-
tosan-selenium nanoparticles were determined, using XRD 
techniques shown in Fig. 3. The XRD pattern suggests that 
the sample is nanocrystalline and matches very well with that 
of the standard selenium powder confirming the formation of 
selenium particles using leaf extract. The calculated lattice 
constants are a = 4.363 A° and c = 4.952 A° which are in 
agreement with the literature value (JCPDS File No.06-
0362). The clear peaks of cubic phases at 23.68, 29.12, 40.71, 
45.24, 48.05, and 51.28° were assigned to (100), (101), (110), 
(111), (200) and (201) crystalline planes which may be due to 
the presence of additional bioactive compounds present in the 
Adathoda leaf extract (Shen et al. 2000).  Chitosan coupled 
selenium nanoparticles not shown specific crystalline planes 
and definite shapes indicate that synthesized nanocomposite 
is a polydispersed amorphous structure.

Particle Size Analysis

Fig. 4. shows the number of frequency histograms of particle 
size data on a linear scale. The smooth curve drawn through the 
histogram is a valid size-frequency curve insufficient particle-
sare counted and the size interval is at least ten (Kirupagaran 
et al. 2016). As it is observed in Fig. 4 the average size dis-
tribution of the chitosan-selenium nanoparticle is 87-152 nm.

Adsorption Isotherm of Rhodamine Dye

The equilibrium adsorption isotherm is of fundamental 

importance in the design of adsorption systems.  The isotherm 
expresses the relation between the mass of dye adsorbed at 
a particular temperature and dosages and the liquid phase 
of dye concentration. For any adsorption investigation one 
of the most important parameters required to understand 
the behaviour of the adsorption process in the adsorption 
isotherm (Jain et al. 2003, Jumasiah et al. 2005, Kadirvelu 
et al. 2005, Kamel et al. 2009). The shape of an isotherm 
not only provides information about the affinity of the 
dye molecule for adsorption but also reflects the possible 
mode of adsorbing dye molecule. The most common way 
of obtaining an adsorption isotherm is to determine the 
concentration of dye solution before and after the adsorption 
experiments, although several attempts have been made to 
find the adsorbed amount.

Effect of Dosages

The effect of adsorbent dosages on Rhodamine dye uptakes 
for three different dosages (Chitosan-Selenium Nanoparticle) 
(1.0, 2.0, and 3.0 g/L) is shown in Fig. 5. It can be observed 
that as the dosages were increased, the adsorption of dye 
increases.  The results show that there is a gradual increase 
in adsorption with increasing dosages. Such an effect of 
probably due to the inability of the large dye molecule to 
penetrate all the internal pore structure Chitosan-Selenium 
nanocomposite and a similar phenomenon was reported 
previously for the adsorption of certain dyes on various 
adsorbents (Mckay 1984. Feng et al. 2001. Ferrero 2000). 
The results revealed that the dye uptake increased with 
increasing dosages at1.0 g/L 16.14 mg/g. 2.0g/L, 24.36.0 
mg/g and 3.0g/L, 33.90 mg/g). This is due to the larger 
surface area made available for adsorption.  It was also 
observed that the increase in dosages, increases the dye 
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uptake. It is obvious that the smaller particles, which 
have higher solid-liquid interfacial areas, will have higher 
adsorption rates.Thus dye uptake was maximum at a higher 
adsorbent dosage. This could be attributed to the fact that 
as the adsorbent dosage is increased, more adsorption sites 
are available for dye, thus enhancing the uptake. Also, with 
increasing adsorbent load, the quantity of dye adsorbed onto 
the unit weight of the adsorbent gets reduced, thus causing 
a decrease in qe value with increasing Chitosan-Selenium 
nanoparticle loading (Rathinam et al. 2007).

Effect of Temperature

Temperature is an important parameter for the adsorption 
process. A plot of the Rhodamine dye uptake as a function 
of temperature (30, 45, and 600°C) is shown in Fig. 6. 
The results revealed that the dye uptake increased with 
increasing temperature at 30°C, 16.14 mg/g, 45°C, 24.36.0 
mg/g, and 60°C, 25.60 mg/g). The adsorption of dye at 
higher temperatures was found to be greater compared to 
that at a lower temperature. The curves indicate the strong 
tendency of the process for monolayer formation (Sivaraj et 
al. 2001, Annadurai et al. 2002, Yu et al. 2002, Ravi Kumar 
2000,Muzzarelli 1973). The increase in temperature would 
increase the mobility of the large dye ion and also produces a 
swelling effect within the internal structure of the Chitosan-
Selenium nanoparticle, thus enabling the large dye molecule 
to penetrate further (Muzzarelli 1973, Faria et al. 2004). 
Therefore, the adsorption capacity should largely depend on 
the chemical interaction between the functional groups on 
the adsorbent surface and the adsorbate and should increase 
with temperature rising (Rinaudo 2006,Knorr et al.1985, 
Kawamura et al.1997). This effect is characteristic of a 
chemical reaction or bond being involved in the adsorption 

process. The increase in adsorption with temperature could 
be due to changes in pore size, an increase in kinetic energy 
of dye molecule, and enhanced rate of diffusion of sorbate 
(Aksu 2002, Rathinam et al. 2007).

Effect of pH

Fig. 7.showsthe effect of pH on adsorption of the Rhodamine 
dye onto Chitosan-Selenium nanoparticle. In general, uptakes 
were much higher in acidic solutions than those in neutral and 
alkaline conditions. The maximum values of the adsorption 
capacity ratio between acidic and alkaline conditions reached 
12.14 to 19.49 mg/g, respectively. At lower pH more protons 
will be available to protonate amino groups of chitosan 
molecules to form groups –NH3+, thereby increasing the 
electrostatic attractions between negatively charged dye 
anions and positively charged adsorption sites and causing an 
increase in dye adsorption (Gardiner & Brune 1978, Ganesh 
et al. 1994, Fu & Viraraghavan 2001, Forgacs et al. 2004). 
This explanation agrees with our data on the pH effect. It can 
be seen that the pH of aqueous solution plays an important 
role in the adsorption of Rhodamine dye onto Chitosan-
Selenium nanoparticle. The results showed a direct influence 
of the pH of the solution on the heterogeneous adsorption 
process. In alkaline solutions, adsorption efficiency was more 
than that in acidic solutions. It is because the decomposition 
of Chitosan- Selenium nanoparticle takes place in acidic and 
neutral solutions (Daneshvar et al. 2007).

Langmuir Isotherm

The Langmuir isotherm (1916, 1918) has found successful 
application to many other real sorption processes and it 
can be used to explain the sorption of Rhodamine dye into 
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Chitosan-Selenium nanoparticle.  A basic assumption of the 
Langmuir theory is that sorption takes place at specific sites 
within the adsorbent (Kawamura et al. 1993, Lee& Low 
1987, Wei et al.1992). The data obtained from the adsorption 
experiment conducted in the present investigation were fitted 
in different Rhodamine dye concentrations, dosages, pH, 
and temperature in the isotherm equation. The saturation 
monolayer can be represented by the expression (2). 
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Linear Regression of Langmuir Isotherm -Chitosan-
Selenium Nanocomposite-Rhodamine Dye 

A plot of Langmuir isotherm Type – I - IV (Ce/qe Vs Ce-
Type-I. 1/qe vs 1/Ce – Type – II. qe Vs qe/Ce - Type- III.  
qe/Ce Vs qe –Type- IV) (Table1)resulted in a linear graphi-
cal relation indicating the applicability of the above model 
(Different dosage 1.0, 2.0, and 3.0g/L, pH: 5.8, 6.8, and 9.4. 
Temperature: 30°C, 45°C, and 60°C) as shown in Figs.8-19.
The values are calculated from the slope and intercept of 

different straight lines representing the different dosages, 
pH, and temperature (qm) adsorption capacity. The Langmuir 
isotherm constant (KL) in Eqn (3 - 7) is a measure of the 
amount of dye adsorbed when the monolayer is completed. 
Monolayer capacity (qm) of the adsorbent for the dye is com-
parably obtained from adsorption isotherm. The observed 
statistically significant (at the 95% confidence level) linear 
relationship as evidence of these by the R2 values (close to 
unity) indicate the applicability of the isotherm (Langmuir 
isotherm) and surface. 

The Langmuir isotherm constants along with correction 
coefficients are reported in Tables2-5.It is also clear from 
the shape of the adsorption isotherm, that it belongs to the 
L2 category of isotherm, which indicates the normal (or) 
Langmuir type of adsorption (Chiou et al. 2003, Yui et 
al.1994, Rinaudo 2006, Kurita 2001). Such isotherms are 
often encountered when the adsorbate has a strong intermo-
lecular attraction for the surface of the adsorbent. The L2 
shape of the isotherm observed in the present care implies 
that Rhodamine dye molecules must have been strongly 
attached to the Chitosan-Selenium nanoparticle. Langmuir 
equation can be written in four linearized types, the Langmuir 
constants qm and KL values can be calculated by plotting 
between type 1- Ce/qe versus Ce, type 2 - 1/qe versus 1/Ce, 
type 3 - qe versus qe/Ce, and type 4qe/Ce versus qe, Langmuir 
isotherms, respectively. 

The linear method does not test whether the experimental 
data are linear. It assumes the experimental data were linear 
and predicts the slope and intercepts that make a straight line 
that predicts the best-fit of experimental equilibrium data 
(Yoshida & Takemori 1997, Gupta et al. 1989, Giunchedi et 
al. 1998, Ghosh & Bhattacharyya 2002, Gupta et al. 2003). The 
linear method assumes that the scatter of points around the line 
follows a Gaussian distribution and the error distribution is the 
same at every value of X. The linear method just predicts the Y 
for the corresponding X. It considers only the error distribution 
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Fig. 7: Effect of specific dye uptake at different pH (Chitosan-Selenium nanoparticle) with 

Rhodamine dye concentration. 

Langmuir Isotherm 

The Langmuir isotherm (1916, 1918) has found successful application to many other real sorption 

processes and it can be used to explain the sorption of Rhodamine dye into Chitosan-Selenium 

nanoparticle.  A basic assumption of the Langmuir theory is that sorption takes place at specific 

sites within the adsorbent (Kawamura et al. 1993, Lee& Low 1987, Wei et al.1992). The data 

obtained from the adsorption experiment conducted in the present investigation were fitted in 

different Rhodamine dye concentrations, dosages, pH, and temperature in the isotherm equation. 

The saturation monolayer can be represented by the expression (2).  

𝑞𝑞𝑒𝑒 =
𝐾𝐾𝐾𝐾𝐶𝐶𝑒𝑒

(1+𝐾𝐾𝐶𝐶𝑒𝑒)
  … (2) 

Table 1: The different linearized forms of Langmuir and Freundlich Equations. 
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measure of the amount of dye adsorbed when the monolayer is completed. Monolayer capacity 

(qm) of the adsorbent for the dye is comparably obtained from adsorption isotherm. The observed 

statistically significant (at the 95% confidence level) linear relationship as evidence of these by 

the R2 values (close to unity) indicate the applicability of the isotherm (Langmuir isotherm) and 

surface.  

The Langmuir isotherm constants along with correction coefficients are reported in Tables2-5.It is 

also clear from the shape of the adsorption isotherm, that it belongs to the L2 category of isotherm, 
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predicts the best-fit of experimental equilibrium data (Yoshida & Takemori 1997, Gupta et al. 

1989, Giunchedi et al. 1998, Ghosh & Bhattacharyya 2002, Gupta et al. 2003). The linear method 

assumes that the scatter of points around the line follows a Gaussian distribution and the error 

distribution is the same at every value of X. The linear method just predicts the Y for the 

corresponding X. It considers only the error distribution along the Y-axis irrespective of the 

corresponding X-axis resulting in the different determined parameters. 
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concentration. 
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Fig. 8: Langmuir isotherm (Type – I) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Dosages with 

dye concentration.
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assumes that the scatter of points around the line follows a Gaussian distribution and the error 

distribution is the same at every value of X. The linear method just predicts the Y for the 

corresponding X. It considers only the error distribution along the Y-axis irrespective of the 

corresponding X-axis resulting in the different determined parameters. 
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Fig. 9: Langmuir isotherm (Type – I) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Temperatures 

with dye concentration.

predicts the best-fit of experimental equilibrium data (Yoshida & Takemori 1997, Gupta et al. 

1989, Giunchedi et al. 1998, Ghosh & Bhattacharyya 2002, Gupta et al. 2003). The linear method 

assumes that the scatter of points around the line follows a Gaussian distribution and the error 

distribution is the same at every value of X. The linear method just predicts the Y for the 

corresponding X. It considers only the error distribution along the Y-axis irrespective of the 

corresponding X-axis resulting in the different determined parameters. 
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Fig. 10: Langmuir isotherm (Type – I) for the adsorption of Rhodamine 
dye using Chitosan-Seleniumnanocomposite at different pH with dye 

concentration.

predicts the best-fit of experimental equilibrium data (Yoshida & Takemori 1997, Gupta et al. 

1989, Giunchedi et al. 1998, Ghosh & Bhattacharyya 2002, Gupta et al. 2003). The linear method 

assumes that the scatter of points around the line follows a Gaussian distribution and the error 

distribution is the same at every value of X. The linear method just predicts the Y for the 

corresponding X. It considers only the error distribution along the Y-axis irrespective of the 

corresponding X-axis resulting in the different determined parameters. 
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Fig. 11: Langmuir isotherm (Type – II) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Dosages with 

dye concentration.
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Fig. 12: Langmuir isotherm (Type – II) for the adsorption of Rhodamine 
dye using Chitosan-Seleniumnanocomposite at different Temperatures 

with dye concentration.
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Fig. 13: Langmuir isotherm (Type – II) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different pH with dye 

concentration.
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Fig.14: Langmuir isotherm (Type – III) for the 

adsorption of Rhodamine dye using Chitosan-Selenium 

nanocomposite at different Dosages with dye 

concentration. 

 

 

Fig.15:Langmuir isotherm (Type – III) for the 

adsorption of Rhodamine dye using Chitosan-Selenium 

nanocomposite at different Temperatures with dye 

concentration. 
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Fig. 14: Langmuir isotherm (Type – III) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Dosages with 

dye concentration.
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Fig. 15: Langmuir isotherm (Type – III) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Temperatures 

with dye concentration.

 

Fig.16:Langmuir isotherm (Type – III) for the 

adsorption of Rhodamine dye using Chitosan-
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concentration. 

 

 

Fig.17:Langmuir isotherm (Type – IV) for the 

adsorption of Rhodamine dye using Chitosan-Selenium 

nanocomposite at different Dosages with dye 

concentration. 

 

 

Fig.18: Langmuir isotherm (Type – IV) for the 

adsorption of Rhodamine dye using Chitosan-

Seleniumnanocomposite at different Temperatures with 

dye concentration. 

 

Fig. 19:Langmuir isotherm (Type – IV) for the 

adsorption of Rhodamine dye using Chitosan-

Seleniumnanocomposite at different pH with dye 

concentration. 

 

Freundlich Isotherm- Rhodamine Dye-Chitosan-Selenium Nanoparticle 

Freundlich (1906) isotherm is used for the heterogeneous surface energies system. The sorption 

isotherm is the most convenient form of representing the experimental data at different dosages 

like Chitosan- Selenium nanoparticle withdosages, pH, and temperature as shown in Fig.20-22.    

0

5

10

15

20

25

0.0 0.2 0.4 0.6 0.8 1.0 1.2
qe/Ce

q e

PH:5.8
pH:6.8
pH:9.4
Linear (PH:5.8)
Linear (pH:6.8)
Linear (pH:9.4)

0

5

10

15

20

25

30

35

40

0.0 1.0 2.0 3.0 4.0
 qe

q e/
Ce

1.0g/L
2.0g/L
3.0g/L
Linear (1.0g/L)
Linear (2.0g/L)
Linear (3.0g/L)

0

5

10

15

20

25

30

35

40

0.00 1.00 2.00 3.00 4.00

 qe

q e
/C
e

30 0C
45 0C
60 0C
Linear (30 0C)
Linear (45 0C)
Linear (60 0C)

0

5

10

15

20

25

30

35

40

0.0 1.0 2.0 3.0 4.0
qe

qe
/C
e

pH:5.8
pH:6.8
pH:9.4
Linear (pH:5.8)
Linear (pH:6.8)
Linear (pH:9.4)

Fig. 16: Langmuir isotherm (Type – III) for the adsorption of Rhodamine 
dye using Chitosan-Seleniumnanocomposite at different pH with  

dye concentration.
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Fig. 17: Langmuir isotherm (Type – IV) for the adsorption of Rhodamine 
dye using Chitosan-Selenium nanocomposite at different Dosages with 

dye concentration.
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Fig. 18: Langmuir isotherm (Type – IV) for the adsorption of Rhodamine 
dye using Chitosan-Seleniumnanocomposite at different Temperatures 

with dye concentration.
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Fig. 19:Langmuir isotherm (Type – IV) for the adsorption of Rhodamine 
dye using Chitosan-Seleniumnanocomposite at different pH with dye 

concentration.

along the Y-axis irrespective of the corresponding X-axis 
resulting in the different determined parameters.

Freundlich Isotherm- Rhodamine Dye-Chitosan-
Selenium Nanoparticle

Freundlich (1906) isotherm is used for the heterogeneous 

surface energies system. The sorption isotherm is the most 
convenient form of representing the experimental data at 
different dosages like Chitosan- Selenium nanoparticle 
withdosages, pH, and temperature as shown in Fig.20-22.   
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Fig. 20: Freundlich isotherm for the adsorption of Rhodamine dye using Chitosan-Seleniumnanocomposite at 
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Fig. 21:Freundlich isotherm for the adsorption of Rhodamine dye using Chitosan-Seleniumnanocomposite at 

different Temperatures with dye concentration. 
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The various constants, associated with the isotherm are 
the intercept, which is roughly on the indicator of sorption 
capacity (kf), and the slope (1/n) sorption intensity values 
recorded in Table 2 from Equations 8 and 9. Freundlich 

isotherm has been illustrated to be a special case of hetero-
geneous surface energies and it can be easily extended to this 
case. It has been stated by Krajewska (2005)& Kawamura 
et al.(1997), that magnitude of the exponent 1/n indicates 
the favourability and capacity of the adsorbent/adsorbate 
system. The values n>1 represent favourable adsorption 

conditions. In most cases, the exponent between 1<n<10 
shows beneficial adsorption. 

Mechanism of adsorption according to the process of 
adsorption occurs either in a single step or in the combination 
of the steps such as film or external diffusion, pore diffusion, 
surface diffusion, and adsorption on the pore surface. It 
was also reported that adsorption on the adsorbent surface 
proceeds in three steps: (1) migration to the surface, (2) 
dissociation (or deprotonation) of complexes in an aqueous 
solution. Once equilibrium is attained, the migration of the 
solute species from the solution stops. Under this situation, 
it is possible to measure the magnitude of the distribution of 
the solute species between the liquid and solid phases. The 

magnitude of this kind of distribution is a measure of the 
efficiency of the chosen adsorbent in the adsorbate species. 
When a powdered solid adsorbent material is made in con-
tact with a solution containing dyes, the dyes first migrate 
from the bulk solution to the surface of the liquid film. This 
surface exerts a diffusion barrier. 

This barrier may be very significant or less significant 
(Gupta et al. 2005, Karthikeyan et al. 2010). The involvement 
of a significant quantum of diffusion barrier indicates the 
dominant role taken up by the film diffusion in the adsorption 
process. Furthermore, the rate of an adsorption process is 
controlled either by external diffusion, internal diffusion, or 
by both types of diffusions. The external diffusion controls 

 

Fig. 22:Freundlich isotherm for the adsorption of Rhodamine dye using Chitosan-Selenium nanocomposite at 

different pH with dye concentration. 

Table 2:  Langmuir and Freundlich isotherm constants at different dosages, pH, and temperature(Chitosan- Selenium 

nanocomposite-Rhodamine dye). 

Dosages(g/L) Langmuir IsothermType - I Freundlich Isotherm model parameters 

1.0 g/L 
qm =2.34. KL = 0.84. 

R2 =   0.9558        

KF = 0. 8011. 1/n = 0.9314. 

R2 = 0.8011        

2.0 g/L qm = 30.21. KL = 0.10. 

R2=   0.9873        

KF = 0.4211. 1/n = 0.6063. 

R2 = 0.8640 

3.0 g/L qm = 34.13. KL = 0.21. 

R2=   0.9952        

KF = 0.2829. 1/n = 0.4185. 

R2 = 0.8117         

Temperature (°C) Langmuir Isotherm Type - I Freundlich Isotherm model parameters 
30 qm = 23.36. KL = 0.84. 

R2=   0.9558       

KF = 0.3953. 1/n = 0.5671. 

R2 = 0.7889        

40 qm = 25.58. KL = 1.00. 

R2=   0.9793       

KF = 0.4291. 1/n = 0.6787. 

R2 = 0.8253       

60 qm = 29.24. KL = 1.30. 

R2=   0.9829      

KF = 0.5005. 1/n = 0.9314. 

R2 = 0.8011        

pH Langmuir Isotherm Type - I Freundlich Isotherm model parameters 

5.8 qm =22.73. KL = 0.0245. 

R2= 0.6922        

KF = 0.5005. 1/n =6.1843. 

R2 = 0.8205      

6.8 qm =25.00. KL = 0.0359. 

R2=   0.7843        

KF = 0.4211. 1/n =0.9314. 

R2 = 0.8011         

9.4 qm =23.36. KL =0.0840. 

R2=  0.9558        

KF = 0.2829. 1/n = 2.6247. 

R2 = 0.8636        
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Fig. 22: Freundlich isotherm for the adsorption of Rhodamine dye using Chitosan-Selenium nanocomposite at different pH with dye concentration.
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Fig. 21:Freundlich isotherm for the adsorption of Rhodamine dye using 
Chitosan-Seleniumnanocomposite at different Temperatures with  

dye concentration.
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different Dosages with dye concentration.  

 

Fig. 21:Freundlich isotherm for the adsorption of Rhodamine dye using Chitosan-Seleniumnanocomposite at 

different Temperatures with dye concentration. 
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Fig. 20: Freundlich isotherm for the adsorption of Rhodamine dye using 
Chitosan-Seleniumnanocomposite at different Dosages with  

dye concentration.
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Table 2:  Langmuir and Freundlich isotherm constants at different dosages, pH, and temperature(Chitosan- Selenium nanocomposite-Rhodamine dye).

Dosages(g/L) Langmuir IsothermType - I Freundlich Isotherm model parameters

1.0 g/L qm =2.34. KL = 0.84.
R2 =   0.9558       

KF = 0. 8011. 1/n = 0.9314.
R2 = 0.8011       

2.0 g/L qm = 30.21. KL = 0.10.
R2=   0.9873       

KF = 0.4211. 1/n = 0.6063.
R2 = 0.8640

3.0 g/L qm = 34.13. KL = 0.21.
R2=   0.9952       

KF = 0.2829. 1/n = 0.4185.
R2 = 0.8117        

Temperature (°C) Langmuir Isotherm Type - I Freundlich Isotherm model parameters

30 qm = 23.36. KL = 0.84.
R2=   0.9558      

KF = 0.3953. 1/n = 0.5671.
R2 = 0.7889       

40 qm = 25.58. KL = 1.00.
R2=   0.9793      

KF = 0.4291. 1/n = 0.6787.
R2 = 0.8253      

60 qm = 29.24. KL = 1.30.
R2=   0.9829     

KF = 0.5005. 1/n = 0.9314.
R2 = 0.8011       

pH Langmuir Isotherm Type - I Freundlich Isotherm model parameters

5.8 qm =22.73. KL = 0.0245.
R2= 0.6922       

KF = 0.5005. 1/n =6.1843.
R2 = 0.8205     

6.8 qm =25.00. KL = 0.0359.
R2=   0.7843       

KF = 0.4211. 1/n =0.9314.
R2 = 0.8011        

9.4 qm =23.36. KL =0.0840.
R2=  0.9558       

KF = 0.2829. 1/n = 2.6247.
R2 = 0.8636       

Table 3:  Langmuir isotherm constants at different dosages, pH,and  
temperature (Chitosan-Seleniumnanocomposite-Rhodamine dye).

Dosages (g/L) Langmuir Isotherm – Type – II

1.0 g/L qm  = 36.23  . KL = 0.031 . R2 =  0.9476       

2.0 g/L qm = 35.97  . KL = .060   . R2=  0.9793       

3.0 g/L qm = 37.88  . KL = 0.123   . R2=  0.9724       

Temperature (°C) Langmuir Isotherm – Type – II

30 qm = 36.23  . KL = 0.031   . R2=  0.9476       

40 qm = 32.63  . KL = 0.054   . R2= 0.9693       

60 qm = 37.31  . KL = 0.059   . R2= 0.9491       

pH Langmuir Isotherm – Type – II

5.8 qm = 161.29. KL = 0.0022 . R2 = 0.9422       

6.8 qm = 312.50. KL = 0.0024 . R2= 0.9301       

9.4 qm = 36.23  . KL = 0.031 . R2=  0.9476       

Table 4:  Langmuir constants at different dosages, pH, and temperature 
(Chitosan-Selenium nanocomposite- Rhodamine dye).

Dosages (g/L) Langmuir Isotherm – Type – III

1.0 g/L qm  = 36.48  . KL = 0.15   . R2 =  0.8894      

2.0 g/L qm = 32.48  . KL = 0.087   . R2=  0.8656       

3.0 g/L qm = 24.20  . KL = 0.082   . R2=  0.5551       

Temperature (°C) Langmuir Isotherm – Type – III

30 qm = 24.20.  KL = 0.08   . R2= 0.5511      

40 qm = 27.73.  KL = .08   . R2= 0.7468     

60 qm = 31.33.  KL = 0.10  . R2= 0.7114  

pH Langmuir Isotherm – Type – III

5.8 qm = 19.05  . KL = 0.07   . R2=  0.2210      

6.8 qm = 13.25  . KL = 0.08   . R2=  0.5511       

9.4 qm = 17.50  . KL = 0.06   . R2=  0.2039     

the migration of the solute species from the solution to the 
boundary layer of the liquid phase. However, the internal 
diffusion controls the transfer of the solute species from the 
external surface of the adsorbent to the internal surface of 
the pores of the adsorbent material (Karthikeyan et al. 2010 
and Gupta et al. 2003b). It is now well established, that 
during the adsorption of dye over a porous adsorbent, the 
following three consecutive steps were taken place (Crank 
1975 and Karthikeyan et al. 2010) (i) Transport of the ingo-
ing adsorbate ions to the external surface of the adsorbent 
(film diffusion), (ii) Transport of the adsorbate ions within 

the pores of the adsorbent except for a small amount of 
adsorption, which occurs on the external surface (particle 
diffusion) and (iii) Adsorption of the ingoing adsorbate ions 
on the interior surface of the adsorbent (Weber & Morris 
1963 and Karthikeyan et al. 2010).

CONCLUSION

In this study, the ever-increasing problem of dye pollutants 
and ways of dye remediation has been discussed. The 
environment-friendly technique of adsorption is brought 
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into the light. The enhanced properties of the nanomaterials 
because of their small size and ways of synthesizing them 
have been summed up. The plant Justicia adhatoda leaf 
extract is used to produce Chitosan-Selenium nanocomposite 
which acts as good reducing agents for the preparation of 
Chitosan-Selenium nanocomposite. Likewise, chitosan–
selenium nanocomposite was prepared by a simple step. UV-.
Vis spectra show characteristics peak for Chitosan-Selenium 
nanocomposite. XRD shows the crystalline structure of 
Chitosan-Selenium nanocomposite, whereas the amorphous 
structure of chitosan-selenium nanocomposite indicates 
chitosan strongly coated with selenium nanoparticles. FTIR 
shows that functional groups responsible for the synthesis 
of the process are phenols, carboxylic acid, primary amine 
and nitro compounds, etc. for both nanoparticles. The 
average particle size range was noted for Chitosan-Selenium 
nanocomposite as 87-152 nm, respectively. Adsorption 
depends upon the chemical nature of the material, various 
physicochemical experimental conditions such as solution 
pH, adsorbent dosage, temperature. Adsorption technology 
provides an attractive pathway for further research and 
improvement in more efficient nanoparticles, with higher 
adsorption capacity, for numerous dyes to eliminate the 
dyes discharged from various industries and thus reduce the 
contamination of water.
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ABSTRACT

Nanoscale based materials are gaining more attention due to their unique physical, chemical and 
thermodynamic properties. Nowadays the “Green” nanoparticle synthesis has attracted more attention 
as it is using environmentally acceptable solvent systems which act as eco-friendly reducing and capping 
agents.  This review focuses on a detailed analysis of the bio-production of metal nano-particles by a 
biological agent, the various factors affecting the morphology, size, and yield of metal nanoparticles, 
the role of plant metabolites, and the experimental procedure in the synthesis of nanoparticles. This 
review also gives a platform for the role of natural plant biomolecules involved in the bio-reduction of 
metal salts during the nanoparticle synthesis, interaction of nanoparticles with various biomolecules, 
biological application and future directions are discussed as a step towards making a pollution-free 
environment.   

INTRODUCTION

The “green” synthesis of metallic nanoparticles has received 
increasing attention due to the development of eco-friendly 
technology in material science. Preparation of nanoparticles 
via chemical procedure also produces a very high amount of 
hazardous by-products so the investigation of new chemical 
and physical methods has to be developed. Thus, there is 
a need for ‘green chemistry’ that includes a clean, cheap, 
nontoxic and environment-friendly method of nanoparticle 
synthesis (Mukherjee et al. 2001). The plants that can be used 
for the production of nanoparticles could be a better option 
in comparison to other environmentally benign biological 
processes as they eliminate the elaborate and conventional 
process of maintaining cell cultures (Gour et al. 2019). Bio-
synthetic methods for the production of nanoparticles would 
be more useful if nanoparticles were synthesized extracellu-
lar using plants or their extracts and in a controlled way in 
terms of their size, dispersity and shape. Biogenic synthesis 
of nanoparticles with controlled morphology needs more 
attention, as the biogenic synthesis of nanoparticles is carried 
out by using biological means like bacteria (Husseiny et al. 
2007), fungi (Kumar et al. 2007), actinomycetes (Ahmad et 
al. 2003a), lichens (Shahi et al. 2003), algae (Chakraborty 
et al. 2009), etc. The biogenic entities are found to secrete a 
large amount of proteins which are found to be responsible 

for the metal-ion reduction and morphology control (Thakkar 
et al. 2010). Progress in the field of nanotechnology has 
been rapid and with the development of innovative synthe-
sis protocols and characterization techniques (Sharma et al. 
2009). But most of the synthesis methods are limited to the 
synthesis of nanoparticles in small quantities and poor mor-
phology. Using plant extract is cheaper than microorganisms 
as it does not require culture preparation or maintenance 
of aseptic conditions. The synthesis of nanoparticles using 
microbes (Kathiresan et al. 2010) and plant extracts cost 
mainly depends on the many aspects like the metal particles 
and isolate the chemicals added as the precursor for the 
nanoparticle synthesis. 

Metal nanoparticles have marvellous applications in the 
area of catalysis, optoelectronics, diagnostic biological probes 
and display devices, medicine, agriculture and industry. They 
have been used in the drug delivery system, biomedical 
devices, biosensors, optics, solar batteries, semiconductors 
etc. Synthesis of nanoparticles using biological entities 
has great interest due to their unusual optical (Lin et al. 
2000), chemical (Krolikowska et al. 2003), photoelectro-
chemical (Ahmad et al. 2003b) and electronic properties 
(Chandrasekharan et al. 2000). The most effectively studied 
nanoparticles today are those made from noble metals, in 
particular Ag, Pt, Au, Zn, Cu, Fe, Ni, U, Zr, Se, Te, Ni and 
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Pd. Nanoscale biosynthesis of two noble metal Ag and Au 
is of particular interest and importance. It has been reported 
that silver nanoparticles (SNPs) are non-toxic to humans and 
most efficient against bacteria, virus and other eukaryotic 
microorganisms at low concentrations without any side 
effects (Jonge et al. 2005) and gold nanoparticles produced 
by using phytochemicals or other extract components remain 
stable for a certain time (Singh et al. 2010). Moreover, plants 
and species mediated, stabilized or capped gold nanoparticle 
(AuNPs) may cross the cytotoxicity barrier which is a basic 
requirement in the field of biomedical application of AuNPs 
(Das et al. 2011). In continuation of this, we summarize the 
various aspects of “metal nanoparticle using plants” in this 
review. Here we discuss the biogenesis of nanoparticle, 
interaction of nanoparticles with various biomolecule, role of 
plant metabolites in the binding and reduction of metal ion, 
experimental procedure and characterization of nanoparticles 
and finally application and future prospects.

BIOPRODUCTION OF NANOPARTICLES

Various types of physical and chemical methods are used 
for the synthesis of nanoparticles. The use of these methods 
requires both strong and weak chemical reducing and pro-
tective agents like sodium borohydride, sodium citrate and 
alcohols. These agents are mostly toxic, flammable, cannot 
be easily disposed of due to environmental issues and also 
show a low production rate (Bar et al. 2009). It leads to in 
search of alternatives that could be eco-friendly and does not 
cause any harm to human and domestic animals health. One 
of the primary processes in biosynthesis involves bioreduc-
tion. The cell wall of the microorganisms plays a major role 
in the intracellular synthesis of nanoparticles. The cell wall 
being negatively charged interacts electrostatically with the 
positively charged metal ions. The enzymes present within 
the cell wall bioreduce the metal ions to nanoparticles, 
and finally the smaller sized nanoparticles get diffused of 
through the cell wall. Bacterial was the first species to syn-
thesize nanoparticles and later on the use of various fungi, 
actinomycetes and more recently plants was also succeeded. 
The rate of reduction of metal ions using biological agents 
is found to be much faster and also at ambient temperature 
and pressure conditions. 

NANOPARTICLE SYNTHESIS IN BACTERIA

Many microorganisms can synthesize inorganic nanopar-
ticles like silver, gold, magnesium, cadmium sulphide and 
silicon oxide nanoparticles. The resistance caused by the 
bacterial cell for silver ions in the environment is responsi-
ble for its nanoparticles synthesis. Previously the synthesis 
of nanoparticles via bacteria has enlarged comprehensively 

due to its immense application. Bacillus species has been 
investigated to synthesize metal nanoparticles and proved 
bacteria as a potent source to decrease silver and fabrication 
of extracellularly, consistently circulated nanoparticles, 
ranging from 10-20 nm size (Sunkar et al. 2012). Lactoba-
cillus, a common bacterial strain present in the buttermilk, 
synthesizes both Au and Ag NPs of well-defined morphology 
under standard conditions. Nair et al. (2002) and Shahverdi 
et al. (2007) reported the synthesis of metallic nanoparticles 
of Ag using the cultural supernatants of Klebsiella pneu-
monia, Escherichia coli and Enterobacter cloacae. Shirley 
and co-workers reported the antibacterial activity of silver 
nanoparticles synthesized from a novel strain of Streptomyces 
sp. (Shirley et al. 2010). A tremendous potential antibacte-
rial activity is shown by novel silver nanoparticles against 
the multi-drug resistant gram-positive and gram-negative 
bacterial strains were greatly established. The most widely 
acknowledged mechanism for the biosynthesis of silver na-
noparticles is the presence of the enzyme nitrate reductase 
which converts nitrate into nitrite. This has been observed 
in Bacillus licheniformis which is known to secrete NADPH 
and NADPH-dependent enzymes like nitrate reductase that 
effectively converts Ag+ to Ag0.

Bacteria are also used to synthesize gold nanoparticles. 
Sharma et al. (2012) reported that complete cells of a novel 
strain of Marinobacter pelagius are responsible for the pro-
duction of stable, monodisperse gold nanoparticle. Prasad 
et al. (2007) have reported the use of Lactobacillus strains 
to synthesize the titanium nanoparticles. Several bacterial 
strains have been reported for the synthesis of silver, gold, 
magnetite, palladium, platinum, selenium, zinc oxide, 
cadmium sulphide, titanium, titanium dioxide and copper 
nanoparticles (Ramanathan et al. 2013, Arshad et al. 2017).

NANOPARTICLE SYNTHESIS IN FUNGI

Fungi may be used to grow nanoparticles of different chemical 
composition and sizes. Fungi acts as a “Nanofactory” for 
the production of metal nanoparticles especially silver 
nanoparticles. Fungi produce well-defined structured 
nanoparticles with good monodispersity. Fungi can produce 
larger amounts of nanoparticles as compared to bacteria 
because they secrets large amounts of proteins which directly 
affects the higher productivity of nanoparticles (Mohanpuria 
et al. 2008). Fungi have a high binding capacity with the 
metal ions in the intracellular region, they are easy to 
culture on solid substrate fermentation, they can grow on 
the surface of an inorganic substrate during culture leading 
to an efficient distribution of metals as a catalyst. The main 
advantage of nanoparticles extracellularly from fungi is that 
a large quantity of enzyme which is in a pure state and free 
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from cellular protein can be easy to apply for the simple 
downstream process. Phoma glomerata has been identified 
to produce silver nanoparticles, and its activity against E.coli, 
S. aureus and P. aeruginosa has been reported (Birla et al. 
2009). Bioreduction of aqueous AuCl4+ was done by using 
the fungus Verticillium sp. that produces gold nanoparticles 
with well-defined dimensions and good monodispersity. 
Investigations carried out on 20 different fungi reveals 
that fungi are extremely good candidates in the synthesis 
of metal and metal sulphides nanoparticles. The genus 
Penicillium seems to have a promising candidate for the 
silver nanoparticle synthesis, where production proceeds via 
extracellular mechanism (Sadowski et al. 2008). Humicola 
sp. has been reported to synthesize highly stable, protein 
capped silver nanoparticles which were non-toxic to cancer 
cells as well (Syed et al. 2013). 

NANOPARTICLE SYNTHESIS IN 
ACTINOMYCETES, YEAST AND ALGAE

Actinomycetes are the class of microorganisms that has 
some of the properties of fungi and bacteria. Actinomycetes 
are now getting important for the synthesis of metallic 
nanoparticles because of their characteristic to produce 
secondary metabolites such as antibiotics. Synthesis of Au 
nanoparticles by using the extremophilic actinomycete, 
Thermomonospora sp which yielded polydisperse Au 
nanoparticles has been investigated by Sastry et al. (2003). 
The intracellular synthesis of Au nanoparticles by using 
alkalotolerant  Rhodococcus sp. have been reported. It was 
observed that the concentration of nanoparticles was more 
on the cytoplasmic membrane than on the cell wall. This 
may be due to the reduction of the metal ions by enzymes 
present in the cell wall and on the cytoplasmic membrane 
but not in the cytosol (Ahmad et al. 2011).

The synthesis of cadmium nanoparticles by using 
Candida glabrata and Schizosaccharomyce pombe has 
been reported by Dameron et al. (1989). Kowshik et al. 
(2003) have identified yeast Torulopsis sp. being capable 
of intracellular synthesis of PbS crystallite when 
exposed to aqueous Pb2+ ions and CdS nanoparticles 
synthesized intracellularly by using Schizosaccharomyces 
pombe (yeast cells). The silver and gold nanoparticles 
biosynthesis was also investigated (Mourato et al. 2011) 
by taking an extremophilic yeast strain that was isolated 
from acid mine drainage. Algae are a diverse group in 
the plant kingdom that are also being explored. Hosea 
et al. (1986)  investigated the gold nanoparticles on 
the algae Chlorella vulgaris. The rapid formation of 
Au nanoparticles through extracellular biosynthesis in 
marine alga Sargassum wightii was investigated. Scarano 
et al. (2003) reported the fabrication of phytochelatin 

coated CdS nanocrystals by using the phytoplanktonic alga 
Phaeodactulum tricornatum. 

NANOPARTICLE SYNTHESIS IN PLANT 
EXTRACT

Biosynthesis reaction of nanoparticles is an important branch 
of bio-production of nanoparticles with the use of plant 
extract. As the size, dispersity and shape of nanoparticles can 
be controlled by the biosynthetic processes for nanoparticles 
when nanoparticles were produced extracellular using 
plants. Plants use can also be suitably scaled up for large-
scale synthesis of nanoparticles. Gardea-Torresdey et al. 
(2002) firstly reported the preparation of gold and silver 
nanoparticles by living alfalfa plants. Some specific plant 
parts or the whole plant, specially angiospermic plants, 
are used for the great synthesis of nanoparticle (Kumar et 
al. 2014). Fabrication of inorganic nanoparticles by plants 
is rapid, cost-effective and eco-friendly process (Kavitha 
et al. 2013). The synthesis can be done by both intra and 
extracellular methods, such as leaf broth (Shivshankar et 
al. 2004, Lalitha et al. 2013, Ahmed et al. 2015, Ahmed 
et al. 2016), sun-dried leaves (Senthilkumar et al. 2014), 
fruits (Dubey et. al. 2010), seeds, bark, root etc. Metal 
nanoparticles prepared by chemical and biological methods 
use reducing agents for the reduction of metal ions and 
protective agents or phase transfer agents to stabilize the 
nanoparticle. Biosynthesis of metal nanoparticles, using 
plant leaf material as reductants as well as capping agent, 
is currently under exploitation. It is an eco-friendly, cost-
effective and more efficient alternative method for large 
scale synthesis of metal nanoparticles.

During the process of production of nano-particles, 
the plant extract is simply mixed with a solution of metal 
salt at room temperature. It is a quick reaction and usually 
takes minutes to complete. Nanoparticle properties and 
production time depend on various characteristics of plant 
extract, namely its concentration, the concentration of the 
metal salt, pH, temperature and contact time. Another good 
advantage for taking the plant extract is that the plants 
supplement both the reducing as well as stabilizing agents 
for the nanoparticles which otherwise have to be externally 
added in other methods. Present studies have depicted that 
the therapeutic effects of plants, from which the nanoparticles 
are being prepared, provide the perfect vehicles to act upon 
the site of action and eliminate the need to artificially develop 
a drug for that specific ailment.

FACTOR AFFECTING THE NANOPARTICLE 
SYNTHESIS

Several factors influence the reduction process of metal 
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ions into NPs. Various optimum bio-reduction conditions 
are substrate and biocatalyst concentration, electron donor 
capacity, pH, exposure time, temperature, buffer strength, 
mixing speed, light that can be controlled. The (nano) en-
vironmental conditions determine the average size and size 
distribution of NPs, which is a very important feature for the 
technological use of such materials. However, very little has 
so far been elucidated for living plants. 

The pH value of the medium influences the size of 
nanoparticles under formation in both extracts and living 
plants.  For example, the size of gold nanoparticles was 
controlled by altering the pH of the medium in Avena sativa 
(Shankar et al. 2007). However, pH has a major impact on 
the size rather than on the shape of the nanoparticle formed. 
The reaction mechanism for the formation of magnetite 
nanoparticles has been found to be influenced by pH when 
co-precipitation method was followed (Armendariz et al. 
2004). One of the most interesting aspects of NPs biosyn-
thesis is the fact that this process occurs at ambient tempera-
ture. However, the temperature of the reaction medium is 
a critical factor that determines the nature of nanoparticles 
formed. For the production of anisotropic nanoparticles 
with the fine-tuning of the shape, size and optical properties 
temperature variations in reaction conditions are also an 
important factor. When Cymbopogon flexuosus was evalu-
ated to produce gold nanoparticles at higher temperatures, 
the percentage of gold nano triangles relative to spherical 
particles were significantly reduced at high temperature, 
whereas low temperature mostly promoted nano triangle 
formation (Faiyas et al. 2010, Rai et al. 2006). The size of 
gold nanoparticles was shown to increase at higher reaction 
temperatures as explained by an increase in fusion efficiency 
of micelles which dissipates supersaturation (Muralidharan 
et al. 2011). Some other factors also play a remarkable role 
in nanoparticle synthesis. According to the Schikorr reaction, 
the size and crystallinity of magnetite nanoparticles were 
found to increase with increasing molar ratios of ferric/
ferrous ions during synthesis by the hydrothermal synthesis 
method (Mizutani et al. 2008). The polyol and water-soluble 
heterocyclic components were mainly responsible for the 
reduction of silver ions or chloroaurate ions (Huang et al. 
2007). An incubation of sun-dried biomass of Cinnamo-
mum camphora leaf with aqueous silver or gold precursors 
at ambient temperature produces both silver nanoparticles 
(55-80 nm) and triangular or spherical gold nanoparti-
cles. The major difference in the shape of silver and gold 
nanoparticles could be ascribed to the comparative potential 
of protective and reductive biomolecules from leaf extracts. 
The concentration of the substrate also affects the size of the 
nanoparticle. The sizes of gold nanoparticles decrease with 
increasing NaCl concentrations (size ranges, 5-16 nm) than 

those synthesized without the addition of NaCl (size ranges 
11-32 nm) (Mohamad et al. 2011). Several other factors have 
also been reported that affect the geometry and size of metal 
nanoparticles (Soni et al. 2001, Vijayaraghavana et al. 2017). 

PLANT METABOLITES IN THE BINDING AND 
REDUCTION OF METAL ION

Various plant metabolites for e.g. alkaloids, sugars, terpe-
noids, phenolic compounds, polyphenols and proteins having 
an important role in the synthesis of nanoparticles via the 
bioreduction of metal ions. 

Flavonoids contain various nanoparticle groups 
capable of nanoparticle formation (Singh et al. 2018). It 
has been suggested that the tautomeric transformation of 
flavonoids from the enol-form to the keto-form may release 
a reactive hydrogen atom that can reduce metal ions to 
form nanoparticles. Ahmed et al. (2010) reported that the 
formation of silver nanoparticles in Ocimum basilicum (sweet 
basil) extracts transform flavonoids, luteolin and rosmarinic 
acid from the enol- to the keto-form. Some flavonoids are 
capable to chelate metal ions with their carbonyl groups 
or π-electrons. For example, quercetin is a flavonoid with 
very strong chelating activity, because it can chelate at three 
positions involving the carbonyl and hydroxyls at the C3 and 
C5 positions and the catechol group at the C3’ and C4’ site. 
These groups chelate various metal ions such as Fe2+, Fe3+, 
Cu2+, Zn2+, Al3+, Cr3+, Pb2+, and Co2+. The presence of such 
mechanisms may help the flavonoids to be adsorbed onto 
the surface of a nascent nanoparticle. It has been postulated 
the terpenoids are often associated with nanoparticles. 
Terpenoids are a class of organic polymers synthesized 
in plants from five-carbon isoprene units, which show 
strong antioxidant activity (Shankar et al. 2003). Initially, 
it was suggested that terpenoids play a key role in the 
transformation of silver ions into nanoparticles in reactions 
using extracts from geranium leaves. The main terpenoid i.e. 
Eugenol, in Cinnamomum zeylanisum (cinnamon) extracts, 
was investigated to play the main role in the bioreduction 
of HAuCl4 and AgNO3 to nanoparticles (Singh et al. 2010). 
It was suggested that dissociation of a proton of the eugenol 
OH-group results in the formation of resonance structures 
capable of further oxidation. This process is accompanied by 
the active reduction of metal ions, followed by nanoparticle 
formation.

The sugars present in plant extracts can also act as a 
catalyst in the formation of metal nanoparticles. It is known 
that monosaccharides such as glucose-containing an alde-
hyde group can act as reducing agents. Monosaccharides 
containing a keto-group, e.g. fructose, can act as antioxi-
dants only when they have undergone a series of tautomeric 
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transformations from a ketone to an aldehyde. The reducing 
ability of disaccharides and polysaccharides depends on the 
ability of individual monosaccharide components to form an 
open-chain form within an oligomer and hence, to provide 
access (of a metal ion) to an aldehyde group. Glucose is able 
to participate in the synthesis of metal nanoparticles of differ-
ent morphologies, whereas fructose facilitates the synthesis 
of monodispersed nanoparticles of gold and silver. It was 
shown (Panigrahi et al. 2004) that sucrose is not too capable 
to reduce silver nitrate or palladium chloride into nanopar-
ticles. An open chain-form structured produced by the acid 
hydrolysis of sucrose into free glucose are responsible for 
the synthesis of nanoparticles with the replacement of metal 
by tetrachloroauric and tetrachloroplatinic acids (Makarov 
et al. 2014). Nowadays it is believed that the sugar aldehyde 
group is oxidized into a carboxyl group via the nucleophilic 
addition of OH-, which in turn gives to the reduction of metal 
ions and capable of the formation of nanoparticles.

Peptides, proteins and amino acids present in plant 
extracts probably play a very important role in determining 
the shape of nanoparticles and affect the overall yield of 
nanoparticles. It was investigated that protein molecules 
that help in the formation of nanoparticles from metal ions 
show high reducing activity and a high potential for attracting 
metal ions to the regions of a molecule that are responsible 
for reduction, but that their chelating activity is not excessive. 
Amino acid sequence of a protein can greatly affect the size, 

amount and morphology of nanoparticles. They can bind to 
the metal ions through the amino and carbonyl groups of 
the main chain or through side chains, such as the carboxyl 
groups of aspartic and glutamic acid or a nitrogen atom of 
the imidazole ring of histidine. Other side chains binding 
metal ions include the thiol, thioether, hydroxyl and carbonyl 
groups (Glusker et al. 1999). Side thiol groups and amino 
groups are also responsible for the reduction of metal ions. 
Few phenolics, lipids, terpenoids, biopolymers, ascorbic acid, 
hydroxypropyl starch and lignin have also been reported for 
the binding and reduction of several metal ions (El-Rafie et 
al. 2011, Kumari et al. 2016, Iravani et al. 2020). 

EXPERIMENTAL PROCEDURE INVOLVED IN THE 
SYNTHESIS OF NANOPARTICLES USING PLANT 
EXTRACT

The use of plant extract for biosynthesis reaction for the 
production of nanoparticles was fairly investigated and 
described. The leaf reductants present in leaf extracts are 
mainly used in the preparation of metal nanoparticles. 
Plants act as a suitable vehicle for the synthesis of metal 
nano-particle and they are formed directly in living plants 
by reduction of the metal ions absorbed as a soluble salt. 
The main mechanism considered for the synthesis of 
nanoparticles mediated by the plants is due to the presence 
of phytochemicals. The major phytochemicals responsible 
for the spontaneous reduction of ions are flavonoids, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

BIOLOGICAL PERSPECTIVE OF VARIOUS METALLIC NANO-PARTICLES 

The green synthesis of silver nanoparticles and its application for mosquito control has been 

investigated by Mondal et al. (2014). For the generation of maximum stable nanoparticles in an 

aqueous medium, it was found that aqueous silver ions can be reduced by aqueous root extract of 

P. hysterophorus. Larvae were exposed to varying concentration of plant extract, aqueous silver 

nitrate solution and synthesized silver nanoparticles for 0, 24 and 48 hours separately. Aqueous 

root extract depicted moderate larvicidal effects; however, the maximum efficacy (60.18%) was 

seen with the prepared silver nanoparticles against the larvae of Culex quinquefasciatus. 

Zinc oxide nanoparticles have been reported to be incorporated in polymeric matrices in order to 

provide an antimicrobial activity to packaging material and improve packaging properties (Espitia 

et al. 2012). Colloidal nanoparticles give good responses to incident light, making them useful as 

sensors. The potential uses of nanoparticle biosensors in research and diagnosis. Recently the 

nanoparticles have been employed for ultrasensitive detection of cancer in human serum. Not only 

diagnosis but silver, gold and zinc oxide nanoparticles have been reported to show anticancer 
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Fig 1: General procedure for synthesis of nanoparticles.  
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terpenoids, carboxylic acids, quinones, aldehydes, ketones 
and amides. The aqueous solution of metal nitrate (mM) 
is treated with plant extract at ambient temperature and 
filtered. The supernatant is heated between 50-85°C leading 
to the formation of nanoparticles. The change in the colour 
is monitored through a UV-VIS spectrophotometer. SEM, 
EDAX measurements are performed to estimate the size, 
shape and quantity of the nanoparticles

BIOLOGICAL PERSPECTIVE OF VARIOUS 
METALLIC NANO-PARTICLES

The green synthesis of silver nanoparticles and its application 
for mosquito control has been investigated by Mondal et al. 
(2014). For the generation of maximum stable nanoparticles 
in an aqueous medium, it was found that aqueous silver ions 
can be reduced by aqueous root extract of P. hysterophorus. 
Larvae were exposed to varying concentration of plant ex-
tract, aqueous silver nitrate solution and synthesized silver 
nanoparticles for 0, 24 and 48 hours separately. Aqueous 
root extract depicted moderate larvicidal effects; however, 
the maximum efficacy (60.18%) was seen with the prepared 
silver nanoparticles against the larvae of Culex quinquefas-
ciatus.

Zinc oxide nanoparticles have been reported to be 
incorporated in polymeric matrices in order to provide an 
antimicrobial activity to packaging material and improve 

End Use 

packaging properties (Espitia et al. 2012). Colloidal nan-
oparticles give good responses to incident light, making 
them useful as sensors. The potential uses of nanoparticle 
biosensors in research and diagnosis. Recently the nano-
particles have been employed for ultrasensitive detection 
of cancer in human serum. Not only diagnosis but silver, 
gold and zinc oxide nanoparticles have been reported to 
show anticancer activity (Mirzaei et al. 2017).  D’Britto 
et al. (2012) investigated the medicinal plant extracts used 
for blood sugar and obesity therapy and exhibit excellent 
inhibition of invertase activity. Extract of Azardirecta indi-
ca, Cephalandra indica, Calotropis procera and Syzygium 
jambolanum, prepared together, is an elixir for the treatment 
of blood sugar and obesity by homoeopathic medicine. It is 
established that inhibitors of α-glucosidases such as invertase, 
α amylase etc, can suppress the digestion and adsorption of 
carbohydrates and also inhibit postprandial hyperglycemia 
and thus helps in Diabetes therapy. In this study, the invertase 
inhibitor action of the elixir was tested in order to put more 
light on the therapeutic mechanism of this elixir. Moreover, 
rapid bio-reduction of Au3+ and Ag+ ions to their respective 
nanoparticles was achieved using the same extract of these 
medicinal plants. Cytotoxicity (MTT assay) and genotoxicity 
(COMET assay) experiments have been performed on these 
nanomaterials. Invertase inhibition activity was excellent. 
MTT results proved the bio-compatible nature of these 
biochemically synthesized gold and silver nanoparticles 
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overall study suggested that these biogenic metal nanoparticles are non-cytotoxic and non-

genotoxic upto 10-4M. 

  

 
 
Fig. 2: COMET results obtained from 3 h exposure of HepG2 cells with different concentrations of BAuNPs. Two 

comet parameters, % tail DNA (A) and Olive tail moment (B) were considered as a measure of DNA damage. Figure 

a, b, c, d and e are images of comet showing the pattern of DNA after the exposure of HepG2 cells to 0 <g/mL, 0.0001 

Fig. 2: COMET results obtained from 3 h exposure of HepG2 cells with different concentrations of BAuNPs. Two comet parameters, % tail DNA (A) 
and Olive tail moment (B) were considered as a measure of DNA damage. Figure a, b, c, d and e are images of comet showing the pattern of DNA 

after the exposure of HepG2 cells to 0 <g/mL, 0.0001 <g/mL, 0.1 <g/mL, 1 <g/mL and 10 <g/mL concentration of B-AuNPs respectively.  
Figure ‘f’ represents the comet pattern obtained after treatment with100 <g/mL of B-AuNPs.
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terpenoids, carboxylic acids, quinones, aldehydes, ketones 
and amides. The aqueous solution of metal nitrate (mM) 
is treated with plant extract at ambient temperature and 
filtered. The supernatant is heated between 50-85°C leading 
to the formation of nanoparticles. The change in the colour 
is monitored through a UV-VIS spectrophotometer. SEM, 
EDAX measurements are performed to estimate the size, 
shape and quantity of the nanoparticles

BIOLOGICAL PERSPECTIVE OF VARIOUS 
METALLIC NANO-PARTICLES

The green synthesis of silver nanoparticles and its application 
for mosquito control has been investigated by Mondal et al. 
(2014). For the generation of maximum stable nanoparticles 
in an aqueous medium, it was found that aqueous silver ions 
can be reduced by aqueous root extract of P. hysterophorus. 
Larvae were exposed to varying concentration of plant ex-
tract, aqueous silver nitrate solution and synthesized silver 
nanoparticles for 0, 24 and 48 hours separately. Aqueous 
root extract depicted moderate larvicidal effects; however, 
the maximum efficacy (60.18%) was seen with the prepared 
silver nanoparticles against the larvae of Culex quinquefas-
ciatus.

Zinc oxide nanoparticles have been reported to be 
incorporated in polymeric matrices in order to provide an 
antimicrobial activity to packaging material and improve 

End Use 

<g/mL, 0.1 <g/mL, 1 <g/mL and 10 <g/mL concentration of B-AuNPs respectively. Figure ‘f’ represents the comet 

pattern obtained after treatment with100 <g/mL of B-AuNPs. 

Green synthesis of ZnO nanoparticles by Calotropis gigantea was reported by Ca et al. (2013).   

The finding focused on the green synthesis of ZnO nanoparticles by utilizing the bio components 

of leaves extract of Calotropis gigantean and Zinc nitrate. The ZnO nanocrystallites of an average 
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nanoparticles were characterized using scanning electron microscopy (SEM) and X-ray diffraction 

(XRD). The particles obtained are spherical in nature and are agglomerates of nanocrystallite. The 

X-ray patterns show a hexagonal crystal type for ZnO. The results coincide with the literature XRD 

pattern for hexagonal wurtzite ZnO. The size of nanocrystallites is calculated by considering XRD 

data by Debye-Scherrer’s Formula.  
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use of any additional capping agent or stabilizer will have great advantages in comparison with 

microbial synthesis, avoiding all the tedious and hygienic complications. 

Chaudhari et al. (2012) investigated the prevention of biofilm formation, quenching and effect of 

biosynthesized silver nanoparticles on Staphylococcus aureus The synthesis of silver nanoparticles 

was done by using B. megaterium supernatant and 1 mM silver nitrate. These silver nanoparticles 
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synergistic effect of silver nanoparticles along with antibiotics in biofilm quenching was found to 

be effective. 
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Fig. 4: Effect of silver nanoparticles on in biofilm quenching and prevention of S.aureus biofilm formation under inverted microscope (40X) (a): Nega-
tive control (intact biofilm); (b): Positive control (Biofilm Quenched using 20% SDS); (c): Silver nanoparticles; (d): Gentamicin (10>g/mL);  

(e): Chloramphenicol (20>g/mL); (f): SilverNanoparticles + Gentamicin (10>g/mL); (g): 1mMsilver nitrate; (h): Silver nanoparticles in  
prevention of biofilm formation.
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upto 10-4M concentration towards HepG2 cells. The overall 
study suggested that these biogenic metal nanoparticles are 
non-cytotoxic and non-genotoxic upto 10-4M.

Green synthesis of ZnO nanoparticles by Calotropis 
gigantea was reported by Ca et al. (2013).   The finding 
focused on the green synthesis of ZnO nanoparticles by 
utilizing the bio components of leaves extract of Calotropis 
gigantean and Zinc nitrate. The ZnO nanocrystallites of an 
average size range of 30-35 nm have been synthesized by a 
rapid, simple and eco-friendly method. Zinc nanoparticles 
were characterized using scanning electron microscopy 
(SEM) and X-ray diffraction (XRD). The particles 
obtained are spherical in nature and are agglomerates of 
nanocrystallite. The X-ray patterns show a hexagonal 
crystal type for ZnO. The results coincide with the literature 
XRD pattern for hexagonal wurtzite ZnO. The size of 
nanocrystallites is calculated by considering XRD data by 
Debye-Scherrer’s Formula. 

Alumina nanoparticles (AlNP) were synthesized from 
aluminium nitrate using extracts of tea, coffee and triphala a 
well known herbal plant as well as a nontoxic and eco-friend-
ly green material (Sutradhar et al. 2013). In addition, excel-
lent reproducibility of these nanoparticles, without the use 
of any additional capping agent or stabilizer will have great 
advantages in comparison with microbial synthesis, avoiding 
all the tedious and hygienic complications.

Chaudhari et al. (2012) investigated the prevention of 
biofilm formation, quenching and effect of biosynthesized 
silver nanoparticles on Staphylococcus aureus The synthesis 
of silver nanoparticles was done by using B. megaterium 
supernatant and 1 mM silver nitrate. These silver nanopar-
ticles showed enhanced quorum quenching activity against 
Staphylococcus aureus biofilm and prevention of biofilm for-
mation which can be seen under an inverted microscope (40 
X). The synergistic effect of silver nanoparticles along with 
antibiotics in biofilm quenching was found to be effective.

FUTURE DIRECTIONS AND CONCLUSION

Increasing awareness towards green chemistry and biolog-
ical processes has led to a desired and influenced process 
that is environment-friendly for the synthesis of non-toxic 
nanoparticles. The biological agents in the form of algae, 
plants and microbes have emerged as an efficient candidate 
for the synthesis of nanoparticles. On account of the rich 
biodiversity of plants, mediated nanoparticle synthesis has 
become a subject of interest around the globe with differ-
ent plant species being rapidly explored and evaluated for 
synthesizing nanoparticles. Plants or their extracts can be 
efficiently used in the synthesis of nanoparticles as a green-
er route. Control over the shape and size of nanoparticles 

seems to be very easy with the use of plants. The synthesis 
of metal nanoparticles in plant extracts (plant biomasses), 
despite obvious limitations, has significant potential and 
a number of substantial advantages relative to traditional 
methods of nanoparticle synthesis. However, to go in for 
cost-effectively with nanoparticles prepared via physical 
and chemical methods, it is necessary to scale these meth-
ods of nanoparticle production using plant material and to 
develop schemes for keeping expenses in check during their 
synthesis.  Promoting the biosynthesis of nanoparticles can 
influence the commercial applications of these nanoparticles 
in the field of pharmaceuticals and other medical sciences 
Nanoparticles synthesized via plants have been used for 
human benefit. The mechanism of plants in synthesizing 
nanoparticles is yet to be completely elucidated. Auxiliary 
research in this field can further increase the potential and 
scope in the biosynthesis of nanoparticles. Future research 
on plant-mediated biological synthesis of nanoparticles with 
unique optoelectronics, physicochemical and electronic prop-
erties are of great importance for applications in the areas of 
chemistry, electronics, electrochemical sensor, biosensors, 
medicine, healthcare and agriculture. Further progress is 
desirable in order to revolve the impression of nanoparticle 
technology into a rational practical approach.
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ABSTRACT

Based on the field survey data of 608 pig farmers in Zhejiang Province, this paper carries out empirical 
analysis on pig farmers’ current adoption behaviours of waste disposal and its influencing factors 
and the change of pig farmers’ waste disposal behaviour intention caused by the implementation of 
environmental subsidy and its influencing factors. The research shows that the implementation of 
environmental subsidy has a great impact on the willingness of pig farmers to change their waste 
disposal behaviours, and they will be more inclined to adopt the behaviours that can fully realize the 
utilization of resources to dispose of their waste. The implementation of environmental subsidy is 
effective and can encourage pig farmers to change the existing relatively unreasonable and inefficient 
waste disposal behaviours on the premise that the pig breeding scale, the expected net income from 
waste disposal, the knowledge of waste reduction methods, the willingness of waste disposal training, 
the awareness of policies to ban and limit pig breeding, the distance between the pig farm and the 
nearest river and many other factors can be controlled. Therefore, the government should focus on 
implementing environmental subsidy for waste disposal with high utilization of resources such as 
biogas technology and composting technology.   

INTRODUCTION

Waste disposal in pig breeding production has direct 
environmental effects. Although there are many treatment 
methods at present, due to the shortage of funds, lack of 
experience and shallow understanding of the utilization 
value of waste, pig farmers tend not to adopt the treatment 
behaviour with a high degree of resource utilization. In many 
places, waste is applied excessively to cultivated land for a 
long time without any treatment, resulting in high nutrient 
concentration, soil structure destruction, crop yield reduction, 
diseases and insect pests (Jipeng et al. 2012). Especially, 
when the serious disconnection between agriculture and 
animal husbandry leads to insufficient supporting farmland 
(Kaijun et al. 2004), direct discharge of waste cannot produce 
economic benefits but aggravate environmental degradation.

In recent years, waste treatment technology has not 
been paid much attention. Most pig farmers have already 
bought some equipment but focus only on energy recycling 
or fertilizer processing, through which waste can be sold 
or given away. However, most of the organic fertilizer 
production enterprises lack economies of scale, it is difficult 
to make profits, product quality is uneven, and the industry 
is actually in a state of vicious competition with low price 

and low quality (Cuimian et al. 2004, Hongtao et al. 2010). 
In The Energy and Environment Project Construction Plan 
for Large and Medium-Sized Livestock and Poultry Farms 
compiled by China’s Ministry of Agriculture in 2000, the 
economic benefits of large and medium-sized methane 
projects such as Shanghai Spark Farm, Shenyang Masan 
Farm and Hangzhou Xizi Farm were calculated. The results 
show that large and medium-sized farms could produce good 
economic benefits by using biogas project to treat waste, 
but the promotion and construction of biogas were slow 
due to technical obstacles and scale constraints. Yubo et al. 
(2009) found that the biogas promotion and construction 
ratio of scale pig breeding enterprises around Wuhan 
was only 60%. To effectively realize harmless, reduction 
and resource utilization, waste disposal should meet the 
requirements of environmental tolerance and technical 
applicability (Hongkun 2002). Therefore, people begin to 
introduce advanced composting technology and equipment 
from abroad. However, the current problem is that some pig 
farmers blindly invest to cope up with the environmental 
protection inspection without carrying out comprehensive 
technical and economic evaluation and environmental 
effect evaluation, resulting in high cost, low efficiency and 
equipment idle and other consequences.

    2021pp. 491-498  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 04-05-2020
Revised:    29-05-2020
Accepted: 16-07-2020

Key Words:
Pig farmers  
Waste disposal  
Adoption behaviour  
Environmental subsidy

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.005



492 Wenjie Yao and Liguo Zhang

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

In many parts of China, the government has enacted 
various forms of policies to control non-point source 
pollution by reducing the number of pig farms. However, the 
positioning of such policies deviates and the implementation 
effect is not high, especially the farmers’ behaviour is not 
given the necessary attention. To ensure the sustainable 
development of the pig breeding industry with unified 
economic and environmental benefits, the government 
should guide pig farmers to carry out more spontaneous 
environmental protection behaviours and share environmental 
protection input in the form of subsidies. Based on the 
field survey data of 608 pig farmers in Zhejiang Province, 
we have empirically studied the subsidy expectation and 
its influencing factors of pig farmers to dispose of waste 
by themselves under the established breeding mode. The 
results show that most pig farmers were willing to accept 
subsidies to deal with waste under the established breeding 
mode, and the environmental subsidy was indeed feasible, 
which is consistent with the research conclusion of Liange 
et al. (2016). However, whether environmental subsidy 
can motivate pig farmers to change the current relatively 
unreasonable and inefficient waste disposal behaviour 
is directly related to the effectiveness of the policy itself 
(Zilberman et al. 1997, Khanna et al. 2002). Some scholars 
have investigated the willingness of pig farmers to adopt 
safe veterinary drugs (Xiumin 2007), the adoption of 
biogas technology by livestock farmers (Xinyu 2007), the 
adoption of biogas technology for waste disposal by large-
scale pig farmers (Hao et al. 2008), the development degree 
of biogas project in large-scale pig farms (Bin 2009), and 
the environmental protection investment level of livestock 
farmers (Yi et al. 2012). They not only talk about some 
problems related to waste disposal adoption behaviours, but 
also provide some useful methods and conclusions. However, 
most of these studies do not take environmental subsidy as 
exogenous variables to investigate livestock farmers’ specific 
waste disposal behaviours. Systematic studies on livestock 
farmers’ selection of multiple waste disposal methods under 
different conditions, especially as a way to evaluate the 
effectiveness of environmental subsidy, are still rare.

Based on the previous conclusions, we continue to carry 
out empirical analysis on pig farmers’ current adoption 
behaviours of waste disposal and its influencing factors and 
the change of pig farmers’ waste disposal behaviour intention 
caused by the implementation of environmental subsidy and 
its influencing factors. It is expected to provide a realistic 
basis for formulating the environmental subsidy for collective 
action motivation in the treatment of non-point agricultural 
pollution and lay a foundation for exploring effective forms 
of public participation in environmental protection action.

THEORY AND MODEL

Theoretical Framework

Based on the field investigation, we determined the four 
main adoption behaviours of pig farmers’ waste disposal, 
namely “direct discharge”, “sale or gift”, “biogas fermenta-
tion” and “Compost, returning to the field, or aquaculture”. 
The willingness to change the behaviour of waste disposal 
reflects the extent to which policy incentives can enable pig 
farmers to correct the practice of direct discharge and con-
sciously adopt other recycling behaviours. Based on related 
literature (Khanna et al. 2002, Xiumin 2007, Xinyu 2007, 
Hao et al. 2008, Bin 2009, Yi et al. 2012, Ning 2014, Chao 
2019, Jianhua et al. 2019, Limei & Yaqing 2019, Ruishi et 
al. 2019, Limei & Xiuling 2020) and combining the field 
survey, we first examine the current pig farmers’ waste 
disposal adoption behaviours. Then, it is assumed that if the 
environmental subsidy is implemented based on the subsidy 
expectation (Liange et al. 2016) of the established breeding 
mode, pig farmers will inevitably have some behavioural 
change intention to dispose of wastes by themselves. The 
influencing factors of the above two situations are analysed 
from the perspectives of individual, economic, psychological 
and social characteristics.

Individual characteristics reflect the subjective possibility 
of pig farmers to adopt waste disposal behaviour. Generally 
speaking, the longer raising pigs, the richer the experience, but 
not necessarily a strong sense of environmental protection, 
which depends on the degree of education and cadre identity 
or not. People with low education level may choose “direct 
discharge” because they cannot master the environmental 
protection technology of waste recycling, and they are not 
willing to change the existing waste disposal behaviours. And 
for the current policies to ban and limit pig breeding, cadres 
can recognize the purpose of environmental protection, so 
it is possible to adopt the waste disposal behaviours that can 
effectively realize the utilization of resources, and is willing 
to change the existing waste disposal behaviours.

Economic characteristics reflect the objective ability of 
pig farmers to adopt waste disposal behaviour. The source of 
investment in environmental protection is not determined by 
the annual income of raising pigs alone, but by the average 
annual household income. The scale of environmental 
investment is directly controlled by the pig breeding 
scale. The economics of waste disposal behaviours can be 
expressed by the expected net income from waste disposal. 
The low average annual household income, the large pig 
breeding scale or the low expected net income from waste 
disposal means that the external environmental cost will be 
relatively high, and it is possible to choose “direct discharge” 
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at present. If the environmental subsidy is implemented, 
existing waste disposal behaviours may be changed.

Psychological characteristics reflect the conscious ten-
dency of pig farmers to adopt waste disposal behaviours. It 
includes pollution level evaluation, waste management evalu-
ation, knowledge of waste reduction methods, the willingness 
of waste disposal training, awareness of policies to ban and 
limit pig breeding. In general, the more active the tendency 
of environmental protection consciousness, the more likely 
to adopt the waste disposal behaviours that can effectively 
realize the utilization of resources, and the more willing to 
change the existing waste disposal behaviours.

The social characteristics reflect the constraints of pig 
farmers to adopt waste disposal behaviours. The large dis-
tance between pig houses and the nearest river means that it 
is not easy to discharge waste directly into the river. There-
fore, pig farmers may be inclined to adopt economic and 
cost-effective treatment methods and are willing to change 
existing waste disposal behaviours. Technical support for 
waste disposal is more important than technical convenience. 
If the number of waste treatment technical service stations 
is small, rather than far away, pig farmers may choose to 
“direct discharge” due to lack of technical support and may 
not be willing to change existing waste disposal behaviours. 
The more annual number of pollutant discharge standard 
inspection, the less likely pig farmers are to choose “direct 
discharge”, but the more likely they are to change existing 
waste disposal behaviours.

Model Building

Pig farmers’ current adoption behaviours of waste disposal 
are disordered and multi-classification dependent variables. 
So we used the disordered multi-classification Logit model, 
and assigned values of 0, 1, 2 and 3 to waste disposal behav-
iours of “direct discharge”, “sale or gift”, “biogas fermen-
tation”, “Compost, returning to the field, or aquaculture”. 
For “sale or gift”, “biogas fermentation” and “Compost, 
returning to the field, or aquaculture”, the degree and cost 
of waste resources utilization increase successively. Only 
“direct discharge” cannot effectively realize the utilization 
of waste resources. Therefore, in Logit regression, the group 
with an assigned value of 0 was used as the reference group 
to analyze the influencing factors of the other three kinds of 
adoption behaviours of waste disposal that can effectively 
realize resource utilization. The specific form of disordered 
multi-classification Logit model is as follows:
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Here, B0i, B1i, B2i and B3i are the probabilities of waste 
disposal behaviours mainly adopted by the i-th pig farmer, 
including “direct discharge”, “sale or gift”, “biogas fermen-
tation”, and “Compost, returning to the field, or aquaculture”, 
and B0i + B1i + B2i + B3i =1; Xki is the k-th influencing factor 
of a waste disposal behaviour mainly adopted by the i-th pig 
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regression coefficients.

If the environmental subsidy is implemented, whether 
a pig farmer is willing to change the existing main waste 
disposal behaviour is a type 0-1 dichotomizing dependent 
variable. So we used the binary Logit model to estimate 
the influencing factors of waste disposal behaviour change 
intention. For the dependent variable “waste disposal behav-
iour change intention”, a pig farmer who had been willing 
to change the existing main waste disposal behaviour was 
assigned a value of 1, while a pig farmer who had been un-
willing to change the existing main waste disposal behaviour 
was assigned a value of 0. The specific form of the binary 
Logit model is as follows:
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Here, Ti is the probability that the i-th pig farmer is willing 
to change the existing main waste disposal behaviour; Xki is 
the k-th influencing factor of the waste disposal behaviour 
change intention of the i-th pig farmer; α0

 and αk are the 
corresponding regression coefficients; h is the random er-
ror. We set 13 independent variables (Table 1). Especially 
for subjective variables, due to the difference of qualitative 
dimension, the assignment is also different.

EMPIRICAL ANALYSIS

We conducted a random sampling questionnaire survey 
on pig farmers in 10 administrative villages in Jiaxing, 42 
administrative villages in Ningbo and 17 administrative 
villages in Quzhou. Before the official survey began, we 
randomly visited 10 pig farmers in each area, conducted a 
preliminary survey in the form of face-to-face interview, and 
then modified and improved the questionnaire according to 
the actual situation. The official investigation was carried 
out from March 2018 to June 2019. Before that, the govern-
ments had planned prohibited and restricted breeding zones 
in some jurisdictions, and most pig farms in these zones 



494 Wenjie Yao and Liguo Zhang

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

had been shut down. Therefore, to ensure the accuracy and 
reliability of survey information as far as possible, part of 
the data obtained from the official survey (especially “pig 
breeding scale”) comes from the actual situation at the time 
of the implementation of the policy. After a brief training 
on the purpose, content, scientific way of asking questions, 
questionnaire filling method and matters needing attention 
of the survey, 210 questionnaires (including 10 copies of 
pre-survey, 630 copies in total) were distributed in each 
village, and 625 copies were collected. Through information 
screening and reliability assessment, 608 valid questionnaires 
were confirmed, accounting for 97.28%.

Data Statistics

Considering that a pig farmer may adopt multiple waste 
disposal behaviours, we took the main adoption behaviour 
as the only adoption behaviour. The statistical results show 
that the waste disposal behaviours currently adopted by 
most pig farmers are inclined to fully realize the utilization 
of resources; if the environmental subsidy is implemented, 
83.22% (506 households) pig farmers are willing to change 
the existing waste disposal behaviour, while 16.78% (102 
households) pig farmers are not. As can be seen from Table 
2, the implementation of environmental subsidy has a great 

Table 1: Independent variables and their instructions.

Independent Variables Symbol Instructions

Individual 
characteristics

Degree of education X1 Years of academic education: Primary school = 6, Middle school 
= 9, High school = 12, Junior college = 15, Undergraduate = 16

Cadre identity or not X2 No = 0, Yes = 1

Economic 
characteristics

Average annual household income X3 Ten thousand Yuan

Pig breeding scale X4 The amount of pig raised at the end of every year

Expected net income from waste disposal X5 Not very good = -1, Almost flat = 0, Very good = 1

Psychological 
characteristics

Pollution level evaluation X6 No  =1, Slight = 2, General = 3, Serious = 4

Waste management evaluation X7 Very dissatisfied =1, Relatively dissatisfied = 2, Reserved opin-
ions = 3, Relatively satisfied = 4, Very satisfied = 5

Knowledge of waste reduction methods X8 Very unclear  =1, Relatively unclear = 2, Basically clear = 3, 
Relatively clear = 4, Very clear = 5

Willingness of waste disposal training X9 No = 0, Yes = 1

Awareness of policies to ban and limit pig 
breeding

X10 No = 0, Yes = 1

Social charac-
teristics

Distance between pig farm and the nearest river X11 km

Number of waste treatment technical service 
stations

X12 Number

Annual number of pollutant discharge standard 
inspection

X13 Number

Table 2: Statistical results of pig farmers’ waste disposal behaviour changes.

         Environmental subsidy  
                    assumption
Existing  
status

Direct discharge Sale or gift Biogas  
fermentation

Compost, returning to 
field, or aquaculture

Total

Sample Ratio, 
%

Sample Ratio, 
%

Sample Ratio, 
%

Sample Ratio, % Sample Ratio, 
%

Direct discharge Sample 21 100.00 17 18.28 38 15.97 77 30.08 153 25.16

Ratio, % 13.73 - 11.11 - 24.84 - 50.33 - 100.00 -

Sale or gift Sample 0 0.00 10 10.75 20 8.40 43 16.80 73 12.01

Ratio, % 0.00 - 13.70 - 27.40 - 58.90 - 100.00 -

Biogas fermen-
tation

Sample 0 0.00 16 17.20 29 12.18 93 36.33 138 22.70

Ratio, % 0.00 - 11.59 - 21.01 - 67.39 - 100.00 -

Compost, re-
turning to field, 
or aquaculture

Sample 0 0.00 50 53.76 151 63.45 43 16.80 244 40.13

Ratio, % 0.00 - 20.49 - 61.89 - 17.62 - 100.00 -

Total Sample 21 100.00 93 100.00 238 100.00 256 100.00 608 100.00

Ratio, % 3.45 - 15.30 - 39.14 - 42.11 - 100.00 -

Note: - is the default.
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impact on pig farmers’ willingness to change their waste 
disposal behaviours, and pig farmers will be more inclined 
to adopt the behaviours that can fully realize the utilization 
of resources to deal with waste.

Regression Results

We used STATA 11 statistical software to estimate the pa-
rameters of the two models respectively with the maximum 
likelihood estimation method, and further screened the inde-
pendent variables of the binary Logit model by the stepwise 
forward regression method (the standard of P-value of all 
variables selected was set at 0.100). The results show that 
the regression equations are well fitted (Table 3 and Table 4).

DISCUSSION

It can be seen from Table 3 that both “degree of education” 
and “cadre identity or not” in individual characteristics have a 
significant positive impact on the current two waste disposal 
behaviours of “biogas fermentation” and “compost, returning 
to field, or aquaculture”, and have no significant impact on the 
current waste disposal behaviour of “sale or gift”. Compared 
with “direct discharge”, the higher the education level, the 
stronger the awareness of environmental protection, and the 
easier to master the corresponding advanced technology. 
In addition, cadres are more politically progressive and 
have a greater sense of responsibility to dispose of waste 
by themselves, so they are more inclined to adopt the two 

Table 3: Regression results of disordered multi-classification Logit model for pig farmers’ adoption behaviours of waste disposal.

Independent 
Variables

Sale or gift Biogas fermentation Compost, returning to field, or aquaculture

Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error

X1 0.035 2 0.045 9 0.085 3** 0.039 0 0.075 0** 0.034 4

X2 1.385 4 0.937 2 1.815 3** 0.791 4 1.835 6** 0.763 0

X3 0.015 8 0.036 7 0.018 4 0.037 1 -0.065 3 0.041 4

X4 0.000 8* 0.000 4 0.000 1 0.000 4 0.000 7* 0.000 4

X5 0.899 2*** 0.334 0 0.752 4** 0.298 9 0.763 4*** 0.270 8

X6 0.157 8 0.206 9 0.274 0 0.172 8 0.282 0* 0.153 8

X7 0.312 5 0.190 0 -0.085 7 0.156 4 0.238 8* 0.140 7

X8 0.240 0 0.204 3 0.306 3* 0.173 5 0.418 9*** 0.155 8

X9 -0.327 2 0.333 4 -0.012 9 0.284 8 0.040 5 0.249 7

X10 0.152 6 0.314 8 0.218 8 0.262 2 0.051 9 0.229 1

X11 -0.166 7 0.588 2 0.588 0 0.468 9 0.896 2** 0.421 3

X12 -0.007 6 0.196 4 -0.003 5 0.163 4 -0.190 4 0.147 6

X13 0.102 5** 0.056 3 0.094 7** 0.047 8 0.016 0 0.044 0

Constant -2.660 9** 1.070 8 -2.376 3*** 0.905 8 -1.996 8** 0.811 1

Sample Size 608 Log likelihood -750.165 1

LR chi2 86.18*** Pseudo R2 0.054 3

Note: ***, ** and * respectively indicate that the estimated results are significant at the levels of 1%, 5% and 10%.

Table 4: Gradually (forward) regressive results of binary Logit model for pig farmers’ willingness to change waste disposal behaviour.

Independent Variables Coefficient Standard Error

X4 0.001 1** 0.000 5

X5 -0.494 9** 0.227 9

X8 -0.240 9* 0.143 6

X9 0.675 1*** 0.240 2

X10 0.917 7*** 0.230 8

X11 1.083 3** 0.456 7

Sample Size 608 Log likelihood -253.757 7

LR chi2 42.51*** Pseudo R2 0.077 3

Note: ***, ** and * respectively indicate that the estimated results are significant at the levels of 1%, 5% and 10%. Pearson’s test value of model 
regression is 520.04 (P value is 0.839 2), which doesn’t reach the significance level of 5%.
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waste disposal behaviours of “biogas fermentation” and 
“compost, returning to the field, or aquaculture”. This is 
similar to the research results of Yi et al. (2012). However, 
if the environmental subsidy is implemented, individual 
characteristics have no significant impact on pig farmers’ 
willingness to change their waste disposal behaviours. The 
possible reason is that the established education level and 
political status make pig farmers have a limited understanding 
of the adopted waste disposal behaviours, believing that the 
current is the most effective.

In terms of economic characteristics, “pig breeding scale” 
has a significant positive impact on the current two waste 
disposal behaviours of “sale or gift” and “compost, returning 
to the field, or aquaculture”, and has no significant impact 
on the current waste disposal behaviour of “biogas fermen-
tation”. It may be because, in the pig breeding industry, the 
promotion and construction of biogas lags far behind the 
development of production scale. Besides, “expected net 
income from waste disposal” has a significant positive im-
pact on the current three waste disposal behaviours of “sale 
or gift”, “biogas fermentation” and “compost, returning to 
the field, or aquaculture”. As can be seen from Table 4, if 
the environmental subsidy is implemented, “pig breeding 
scale” and “expected net income from waste disposal” 
have respectively significant positive and negative impacts 
on pig farmers’ willingness to change their waste disposal 
behaviours, while “average annual household income” has 
no significant influence. At the same time, “average annual 
household income” has no significant impact on the three 
current waste disposal behaviours of “sale or gift”, “biogas 
fermentation” and “compost, returning to the field, or aqua-
culture”. So the average annual household income may not 
necessarily go into waste disposal.

In terms of psychological characteristics, both “pollution 
level evaluation” and “waste management evaluation” 
have a significant positive impact on the current waste 
disposal behaviour of “compost, returning to the field, or 
aquaculture”, and have no significant impact on the current 
two waste disposal behaviours of “sale or gift” and “biogas 
fermentation”. Obviously, “compost, returning to field or 
aquaculture” is more environmentally friendly than “sale or 
gift” and “biogas fermentation” without “direct discharge”. 
In addition, “knowledge of waste reduction methods” has a 
significant positive impact on the current two waste disposal 
behaviours of “biogas fermentation” and “compost, returning 
to the field, or aquaculture”, and has no significant impact 
on the current waste disposal behaviour of “sale or gift”. 
The main reason is that the higher the awareness level of 
pig farmers, the easier it is to adopt these two kinds of waste 
disposal behaviours with higher utilization of resources. 
Meanwhile, if the environmental subsidy is implemented, 

“knowledge of waste reduction methods” has a significant 
negative impact on pig farmers’ willingness to change their 
waste disposal behaviours. Because the efficient operation 
of the reduction link can greatly reduce the workload of 
the treatment link, there is no need to change the existing 
waste disposal behaviours. If the environmental subsidy 
is implemented, both “willingness of waste disposal 
training” and “awareness of policies to ban and limit pig 
breeding” have a significant positive impact on pig farmers’ 
willingness to change their waste disposal behaviours, but 
have no significant impact on the current three waste disposal 
behaviours of “sale or gift”, “biogas fermentation” and 
“compost, returning to the field, or aquaculture”. It can be 
seen that these two factors are merely the pure environmental 
protection consciousness tendencies towards “direct 
discharge”, and fail to produce an effect on the selection of 
waste disposal behaviours of resource utilization. Besides, if 
the environmental subsidy is implemented, both “pollution 
level evaluation” and “waste management evaluation” have 
no significant impact on pig farmers’ willingness to change 
their waste disposal behaviours. The possible reason is that 
the waste disposal behaviour change intention depends to 
some extent on the pig farmers’ own environmental benefit 
rather than environmental awareness, which is confirmed by 
the significant negative impact of “expected net income from 
waste disposal” in economic characteristics.

In terms of social characteristics, “distance between 
the pig farm and the nearest river” has a significant 
positive impact on the current waste disposal behaviour of 
“compost, returning to the field, or aquaculture”, and has 
no significant impact on the current two waste disposal 
behaviours of “sale or gift” and “biogas fermentation”. If the 
environmental subsidy is implemented, “distance between 
the pig farm and the nearest river” has a significant positive 
impact on pig farmers’ willingness to change their waste 
disposal behaviours. This is because, compared with direct 
discharge, the closer the pig farm is to the nearest river, the 
less likely it is to discharge directly into the river. However, 
the higher the cost of waste self-treatment, the more likely 
the pig farmers is to adopt the waste disposal behaviours 
with higher economic benefits. Also, the annual number 
of pollutant discharge standard inspection has a significant 
positive impact on the current two waste disposal behaviours 
of “sale or gift” and “biogas fermentation”, and has no 
significant impact on the current waste disposal behaviour 
of “compost, returning to the field, or aquaculture”. This is 
because, compared with direct discharge, if only to cope 
with environmental protection inspection, adopt the waste 
disposal behaviour of “compost, returning to the field, or 
aquaculture” will inevitably lead to high cost, low efficiency, 
equipment idle and other consequences. If it is not to cope 
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with the environmental protection inspection, that is to say, 
waste disposal is a conscious environmental protection 
behaviour, when the environmental subsidy is implemented, 
annual number of pollutant discharge standard inspection 
will naturally have no significant impact on pig farmers’ 
willingness to change their waste disposal behaviours. 
Besides, if the environmental subsidy is implemented, the 
number of waste treatment technical service stations has no 
significant impact on pig farmers’ willingness to change their 
waste disposal behaviours, and has no significant impact 
on the current three waste disposal behaviours of “sale or 
gift”, “biogas fermentation” and “compost, returning to the 
field, or aquaculture” The former may be because objective 
environmental protection technology conditions still play 
a role through the subjective emphasis on environmental 
protection technology, which is confirmed by the significant 
positive influence of “willingness of waste disposal training” 
in psychological characteristics. The latter may be caused by 
the low technical requirements and environmental standards 
used by most waste treatment technical service stations for 
a long time, which are out of line with the current laws and 
regulations and existing some misleading results.

CONCLUSIONS 

The implementation of environmental subsidy has a great 
impact on the willingness of pig farmers to change their waste 
disposal behaviours, and pig farmers will be more inclined 
to adopt the behaviours that can fully realize the utilization 
of resources to dispose of their waste. If the environmental 
subsidy is implemented, the bigger the pig breeding scale, 
the lower the expected net income from waste disposal, the 
less the knowledge of waste reduction methods, the more 
the willingness of waste disposal training, the higher the 
awareness of policies to ban and limit pig breeding, the 
greater the distance between the pig farm and the nearest 
river, the greater the incentive for pig farmers to change 
their existing waste disposal behaviours. Therefore, the 
implementation of environmental subsidy is effective and 
can encourage pig farmers to change the existing relatively 
unreasonable and inefficient waste disposal behaviours.

In terms of policies, the government should focus on 
implementing environmental subsidy for waste disposal 
with high utilization of resources, encourage pig farmers 
with higher education and cadre identity to adopt biogas 
technology and composting technology, and guide pig 
farmers with larger scale to adopt composting technology. 
In addition, the government should establish main roads and 
water source areas as prohibited and restricted breeding areas. 
In particular, pig farmers who discharge waste directly into 
rivers shall be severely punished and forced to adopt waste 
disposal behaviours that can effectively realize resource 

utilization. Finally, the government should encourage pig 
farmers to participate in training on various waste treatment 
technologies, strengthen professional training on waste 
reduction methods for pig farmers, and increase the publicity 
of the environmental protection orientation of the policies to 
ban and limit pig breeding.
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ABSTRACT

An assessment of heavy metal concentration in wild-captured Macrobrachium rosenbergii (giant 
freshwater prawns) from their natural habitat is important since it is susceptible to environmental 
pollution due to the rapid development and human activities along the Sarawak River. This study aimed 
to estimate the heavy metal contamination in muscles, exoskeletons and gills of the M. rosenbergii and 
to estimate the health risk assessment to human consumption. The concentration of heavy metals was 
analyzed by the flame atomic absorption spectrophotometer and the flow injection mercury system. 
The metal concentrations in prawns were detected in the following order: Hg < Cd < Co < Cu < Zn; 
in all body parts (P < 0.05), where a high concentration of metals was recorded in gills due to its 
function as the excretion site of contaminants from the body. A positive correlation of Co, Cu, and Zn in 
muscles and gills was observed with the increasing size of prawns.  The human health risk assessment 
indicated a less potential adverse health effect of prawns for consumption from Sarawak River (hazard 
index values < 1). All samples contained metals below the Joint FAO/WHO Expert Committee on Food 
Additives (JECFA) permissible limit for human consumption (Cd < 2 mg/kg; Cu < 30 mg/kg; Zn < 
150 mg/kg; Hg < 1 mg/kg). Therefore, M. rosenbergii from the Sarawak River were not contaminated 
enough to prevail high risk on human health, but regular monitoring is suggested for seasonal variability 
of heavy metals in M. rosenbergii for safeguarding human health.   

INTRODUCTION

Heavy metal contamination has got serious attention 
worldwide due to the increase in agricultural, industrial 
and fisheries activities, domestic wastes and technological 
usage (Aytekin et al. 2019, Mostafiz et al. 2020). The fast-
growing population in Kuching (the capital city of Sarawak, 
Malaysia) has seen the increasing water demand, resulting 
in poorly treated effluents, the main generator of the ‘black 
and grey waters’ flowing into the Sarawak River. The ‘black 
water’ refers to wastewater from septic tanks and ‘grey 
water’ is the water discharge from kitchens, bathrooms and 
washing areas (Natural Resources and Environmental Board 
Sarawak 2017). Both ‘black and grey waters’ effluents may 
contribute heavy metals to the environment (Eriksson et al. 
2010). Moreover, water quality in the Sarawak River was 
classified as Class III with a low concentration of heavy 
metals (Natural Resources and Environmental Board 2001). 
However, the concentration of heavy metals such as mercury 
(Hg), cadmium (Cd), lead (Pb) and zinc (Zn) was found 
considerably high in sediment, which was potentially toxic to 
sensitive organisms (Natural Resources and Environmental 
Board 2001). 

Heavy metals from the effluents can stay for a long time 
in aquatic environments, such as rivers, then can contaminate 
aquatic organisms and enter the food chain, subsequently 
creating significant health risks and economic costs for 
residents (Yunus 2020, Aytekin et al. 2019). As heavy 
metals are non-biodegradable, they can accumulate in water 
and sediment, and can be transferred to living organisms 
such as fish and crustaceans (Mostafiz et al. 2020), through 
bioaccumulation and biomagnification. Fish and crustaceans 
that stay at the higher trophic levels of the food chains are 
considered to be one of the important groups for transferring 
heavy metals to humans. The prolonged consumption of 
heavy metals may lead to severe effect on living organisms. 
Hg is known as a deadly and accumulative poison even when 
consumed in small quantities, and capable of deadening 
nerve receptor in humans, thus considered as a public 
health problem. Cd is a highly toxic metal and accumulates 
primarily in liver and kidney of mammals through the 
food chain. Exposure of cobalt (Co) to Macrobrachium 
rosenbergii may reduce the female fecundity (Stalin et 
al. 2019). Although Copper (Cu) involves in the prawns’ 
oxygen-carrying pigment haemocyanin, it may also cause 
poisoning to humans. Poisoning by Cu and Zn may cause 
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gastrointestinal disorders, diarrhoea, stomatitis, tremor, 
depression, vomiting and ataxia (Anani & Olomukoro 2018). 
The development of the waterfront in Sarawak River may 
give negative impacts on the aquatic organisms such as M. 
rosenbergii or locally known as giant freshwater prawn. M. 
rosenbergii were commonly served as regional and local 
fisheries importance, and economic values since they meet 
the high demand of protein source and have high domestic 
and export potential (Banu & Christianus 2016). This species 
is abundant in Sarawak River and can be wild-captured by 
local fishermen. However, rapid urbanization along the 
Sarawak River may increase the contamination of heavy 
metals in the water and sediment. Moreover, there is still 
no study on the heavy metal contamination in the wild M. 
rosenbergii particularly in Sarawak River. Contamination of 
this type of prawn with heavy metals may give a potential 
risk to human health.  Therefore, this study sought to (1) 
quantify the contamination level of heavy metals (Cd, Co, 
Cu, Zn, Hg) in M. rosenbergii from the Sarawak River, and 
(2) calculate the health risk assessment to humans upon 
consumption of contaminated prawns.

MATERIALS AND METHODS

M. rosenbergii were captured using the fishing rod from 
the Sarawak River on 12th October 2016 at the longitude 
01°33’40.3” N and latitude 110°20’34.0” E (Fig. 1). Surface 
sediment samples were collected by the plastic corer. All 
samples were then stored in the zipper polyethylene bags, 
labelled properly and placed in the cooler box with ice during 
the transportation to the Aquatic Chemistry Laboratory. The 
total wet weight and the total length of the individual prawn 
were recorded before the dissection (Table 1).  In the labo-
ratory, prawn and sediment samples were kept at -20°C in a 

freezer. The mature male and female M. rosenbergii can be 
identified by observing their second pleopod, as explained 
in detail in Idrus et al. (2018).

The dissected muscle, exoskeleton, and gill were weighed 
and dried in the oven at 60°C until it achieved a constant 
weight to ensure it was completely dry. About 80% weight 
differences were recorded between wet and dried samples, 
due to moisture loss during the drying process. Before the 
digestion process, dried samples were ground to powder 
form using the mortar and pestle. The digestion process was 
done by heating 0.2 g of the sample in 5 mL of concentrated 
HNO3  (Tu et al. 2008) on the hot plate until the solution turns 
clear (Idrus et al. 2018). Sediment samples were air-dried 
and ground before digestion using the aqua regia method as 
in Hseu et al. (2002) by heating on a hot plate. All samples, 
including the standard solutions, were pre-concentrated by 
using the multielements pre-concentration step by solid phase 
extraction using iminodiacetate chelating resin (Toyopearl 
AF Chelate-650M) method as described in Idrus et al. (2018), 
before analyzing the heavy metal concentrations. Cd, Co, 
Cu and Zn were analyzed by Flame Atomic Absorption 
Spectrophotometer (FAAS; Thermo Scientific iCE 3500), 
and Hg by the Flow Injection Mercury System (FIMS; 
Perkin Elmer-FIMS 400). All readings were determined in 
three replicates. The standard calibration of each metal was 
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Fig. 1: Sampling site for M. rosenbergii in Sarawak River.  
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Fig. 1: Sampling site for M. rosenbergii in Sarawak River. 

Table 1: Total length and total weight of M. rosenbergii samples (n = 21). 

Sex n Reproductive 
state

Total length 
(cm)

Total weight (g)

Female 13 Mature 14.32 ± 1.86 26.11 ± 9.10

Male 8 Mature 17.45 ± 2.81 59.55 ± 3.50

There were significant differences between female and male prawns (p< 
0.05) total length and total weight.
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performed with r2 between 0.9937 and 0.9996. In this study, 
the certified reference materials (CRMs) from the National 
Research Council Canada of LUTS-1 (non-defatted lobster 
hepatopancreas) were used for M. rosenbergii samples and 
MASS-4 was used for sediment samples. CRMs analyses 
were followed the same methods as for prawn and sediment 
samples.

The survey of daily consumption of M. rosenbergii was 
done by questionnaire to the local residents (n = 100) that 
live close to Sarawak River. The summary of the survey is 
given in Table 2. All respondents got the prawns from the 
Sarawak River, either by catching themselves or bought from 
other fishermen who caught them from the Sarawak River. 

The daily intake of metal (DIM) was calculated to 
estimate the average daily metal accumulation in a consumer 
for specified bodyweight, without taking into account the 
possible metabolic excretion of the metal. The DIM was 
calculated based on Equation (1) given by Islam et al. (2017).
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where DIM = Daily intake of metal (µg/kg/day); RfD = Oral 
reference dose established by USEPA. If the HRI value is 
larger than 1 for any metal in food from oral consumption, it 
means that the consumer population was at a potential health 
risk. The calculation of HRI was depended on the DIM value 
and the oral reference dose established by USEPA (1994, 
2001), where the RfD values for Cd was 0.83 µg/kg/day,  
Cu was 500 µg/kg/day, Zn was 1000 µg/kg/day and Hg was 
0.10 µg/kg/day. For Co, there was no established reference 

value given by USEPA, therefore an RfD value of 30 µg/
kg/day for Co (Finley et al. 2012) was used in this study. 

The hazard index (HI) was used to estimate the potential 
human health risks upon consuming more than one metal, 
where the HI is the sum of the HRI derived from the prawns, 
as shown in Equation (3):

 HI = SHRI = HRICd + HRICo + HRICu + HRIZn + HRIHg  

  …(3)

where HRICd, HRICo, HRICu, HRIZn, HRIHg are the health 
risk indexes as calculated in Equation (2) or also known as 
hazard quotients for Cd, Co, Cu, Zn, and Hg, respectively. It 
is assumed that the HI value larger than 1 will give adverse 
effects on human health due to the multiple metal exposures.

All metal concentrations data were expressed in mg/kg 
of the flesh weight (wet weight) ± standard deviation (mg/
kg FW). The variations between metals content in different 
body parts of the prawns and their size and gender were tested 
by two-way ANOVA, while variations of total length and 
total weight were tested by t-test. The Pearson’s Correlation 
and linear regressions were used to compare the correlation 
of metals in muscle, exoskeleton and gill of M. rosenbergii. 
In all cases, the level of significance was set at α = 0.05. 
The statistical analyes were performed by using SPSS for 
Windows Version 22.

RESULTS AND DISCUSSION

The obtained values and metals recovery of Cd, Co, Cu, Zn 
and Hg are given in Table 3, which suggest the efficiency 
of the chelation methods used.

The allometric length-weight relationship of the M. 
rosenbergi was done using the Equation 4 as provided by 
Rocha et al. (2015):

Table 2: Feedback from the respondents (n = 100; male: 46 persons, female 
54 persons) from the survey of daily consumption of M. rosenbergii by the 
residents nearby the Sarawak River

Parameters Minimum Maximum Average

Age (years old) 21 67

Body weight (kg) 39 90 60

Estimation of weight of prawns 
intake daily (g/day)

50 300 150

Table 3: The heavy metals recovery of Cd, Co, Cu, Zn and Hg in LUTS-1 
and MASS-4.

CRM Metals Certified 
value

Obtained 
value

Recovery 
(%)

LUTS-1
(mg/kg)

Cd 14.2 ± 1.0 12.9 ± 0.6 91 ± 4

Co 0.34 ± 0.04 0.37 ± 0.06 109 ± 4

Cu 107 ± 8 116 ± 11 108 ± 7

Zn 82.9 ± 2.2 86.4 ± 3.5 104 ± 5

Hg (µg/kg) 16.7 ±2.2 14.1 ± 1.5 84 ± 6

MASS-4
(mg/kg)

Cd 0.28 ± 0.04 0.31 ± 0.03 110 ± 2

Co 13.0 ± 0.8 11.8 ± 1.3 91 ± 6

Cu 32.9 ± 1.8 35.1 ± 1.2 106 ± 3

Zn 147 ± 6 155 ± 9 105 ± 5

Hg 0.09 ± 0.04 0.07 ± 0.02 107 ± 6
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 W = aLb  …(4)

where W = weight; L = length; a = regression intercept; b = 
slope. Therefore, by performing logarithmic transformations, 
the linear relationships could be represented by the equation 
W = 0.00393L3.305 (R2 = 0.939). 

Heavy Metal Concentrations in M. rosenbergii

The concentrations of heavy metals in gill, exoskeleton and 
muscle of M. rosenbergii are given in Table 4. 

The distribution of heavy metals in the body parts of M. 
rosenbergii, collected from the Sarawak River, followed this 
trend: Zn > Cu > Co > Cd > Hg. In general, the concentra-
tion order of heavy metals in the body parts was found to be 
gills > exoskeleton > muscle. The results showed that there 
was no significant difference (P > 0.05) between male and 
female M. rosenbergii. Overall, all the samples contained 
heavy metal concentrations below the permissible limits 
of Joint FAO/WHO Expert Committee on Food Additives 
(JECFA 2012) for human consumption (Cd < 2 mg/kg; Cu 
< 30.00mg/kg; Zn < 150 mg/kg; Hg <1 mg/kg). Our heavy 
metal concentrations were also lower than the permitted 
values for Cu (< 30 mg/kg), Zn (< 100 mg/kg), and Hg (< 1 
mg/kg) set by the Malaysian Food Regulations (1985), except 
low difference was recorded for Cd (< 1 µg/g). However, no 
safe limits were recorded for Co in both JECFA (2012) and 
Malaysian Food Regulations (1985), hence, no comparisons 
could be made in this study.

Cd, Co, Cu, and Zn concentrations in gills were positive-
ly correlated (r2 > 0.500) to the total length of the prawns  

(Fig. 2) and were significant (P < 0.05). The positive relation-
ship of heavy metal accumulation in organisms was often as-
sociated with their long time exposure to contaminants (Idrus 
et al. 2018, Elahi et al. 2012). Heavy metals can accumulate 
in prawn body parts which may transfer the chemical com-
position from one trophic level to another in the food chain, 
thus, giving human health a negative effect. Heavy metals 
were usually taken from the environment such as sediment by 
the prawns, then, distributed by circulation and subsequently 
accumulated in target organs, for example, gills. 

In this study, the highest concentrations of all heavy 
metals were found in the gills. Gills are metabolically  
active body parts in the prawn and have a high tendency to 
accumulate heavy metals. This is due to the position and 
function of gills in which located as the starting points of 
heavy metals absorption and their function as the excretion 
site of contaminants from the body (Stanek et al. 2014). 
Moreover, gills are the primary target when crustaceans 
are exposed to waterborne pollutants, as gills are the major 
route for metal uptake (Seogianto et al. 2013, Fonseca et 
al. 2016). The concentration of Cd in M. rosenbergii in this 
study (1.51 ± 0.06 mg/kg) was lower than Penaeus semisul-
catus from Jazan (6.33 ± 2.08 mg/kg) (Gendy et al. 2015), 
with the main source of Cd at their study sites was from the 
agricultural activities. However, their concentrations for 
Zn (24.00 ± 7.80 mg/kg), Cu (3.00 ± 1.00 mg/kg), and Co 
(0.33 ± 0.10 mg/kg) in the prawns’ gills were lower than 
our study. In comparison with the range concentrations 
of Cu (140.6-423.1 mg/kg), Cd (18.10-38.07 mg/kg) and 
Zn (125.5953.4 mg/kg) in Penaeus semiculatus gills from 

Table 4: Average concentrations of heavy metals (mg/kg wet wt) in different body parts of M. rosenbergii collected from the Sarawak River, and the 
safety limits (mg/kg wet wt)

Heavy metals Body Parts Concentrations in average JECFA (2012) limit MFR (1985) limit

Male Female

Cd Muscle
Exoskeleton
Gill

0.46 ± 0.08
0.79 ± 0.60
1.53 ± 0.06

0.50 ± 0.05
0.57 ± 0.23
1.51 ± 0.06

2.00 1.00

Co Muscle
Exoskeleton
Gill

n.a.
5.67 ± 2.33
15.17 ± 0.83

n.a.
3.99 ±1.01
13.77 ± 1.23

NS NS

Cu Muscle
Exoskeleton
Gill

10.18 ± 3.82
10.47 ± 5.30
21.58 ± 4.58

6.62 ± 2.28
7.65 ±3.04
17.09 ± 1.91

30.00 30.00

Zn Muscle
Exoskeleton
Gill

13.76 ± 2.24
6.98 ± 3.02
59.17 ±12.13

10.87 ± 1.13
7.36 ± 0.64
52.56 ± 7.44

150.00 100.00

Hg Muscle
Exoskeleton
Gill

n.a.
n.a.
0.13 ± 0.02

n.a.
n.a.
0.11 ± 0.03

1.00 1.00

n.a. is not available, due to the concentrations were below the detection limit of the particular metals; NS, not specified; JECFA: Joint FAO/WHO 
Expert Committee on Food Additives; MFR: Malaysian Food Regulations
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Fig. 2: Relationship between Cd, Co, Cu, Zn, Hg concentrations (mg/kg) and the total length (cm) of M. rosenbergii in muscle (red diamond), exoskel-
eton (green circle) and gills (blue triangle) from Sarawak River.

Yumurtalik, Turkey,our values (Cu: 21.58 ± 4.58 mg/kg; 
Cd: 1.53 ± 0.06 mg/kg; Zn: 59.17 ± 12.13 mg/kg) were very 
much lower than them. Meanwhile, Mostafiz et al. (2020) 
obtained very high concentrations of Cu (83.94 ± 18.32 mg/

kg) and Zn (211.57 ± 42.09 mg/kg) in cephalothorax area 
(including gills) of wild M. rosenbergii in selected rivers of 
Chittagong and Chandpur, Bangladesh, as compared to this 
study, due to polluted rivers with heavy metals. 
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Cu and Zn were also recorded higher in exoskeleton and 
muscle, with slightly positive (P < 0.05) relationship (Fig. 
2) shown in comparison with their total length. Zn is an es-
sential metal for prawn and important in immune function, 
reproduction and body growth. Zn can reduce the adverse 
effect of phytic acid on the growth of prawns (Litopena 
vannamei) and also can increase the availability of macro 
minerals and micro minerals in the prawns (Bharadwaj et al. 
2017). Zn also acts as a co-factor in many enzyme systems 
and essential component for metalloenzymes. It also involves 
in the signaling of molecules, DNA replication and repairing 
of the prawn cells, hence, increasing the survival rate of M. 
rosenbergii (Thirunavukkarasu et al. 2019). The increase of 
Zn concentration in the muscle occurred simultaneously by 
low concentration in the exoskeleton, suggesting a dynamical 
exchange of Zn between these two body parts. However, Cu 
concentrations were about the same in the exoskeleton and 
the muscle because Cu is known as one of the important 
components in the respiratory pigment haemocyanin and Cu 
is needed to trigger the enzymes and respiratory proteins. Cu 
and Zn in the prawn diet is a crucial route of accumulation in 
their body, particularly the muscles. High accumulation of Cu 
and Zn in muscles and exoskeleton can increase over time. 
Moreover, M. rosenbergii spends much of their time partially 
buried in the soft sediment and this may be the reason for the 
high Cu and Zn accumulation in prawns. It was in agreement 
with relatively high concentrations of Zn (84.54 ± 10.22 mg/
kg) and Cu (22.47 ± 3.90 mg/kg) in the sediment samples 
from the Sarawak River (Table 5). Our Cu concentrations 
in the M. rosenbergii muscles were nearly in the same range 
(19.35-34.23 mg/kg) for P. semiculatus muscles (Aytekan 
et al. 2019). However, their values (37.43-61.42 mg/kg) for 
Zn in the prawn muscles were higher than ours (10.87-13.76 
mg/kg) (Aytekan et al. 2019). Our Zn and Cu values in the 
muscles were lower than the values obtained by Mostafiz 
et al. (2020) in their wild and farmed M. rosenbergii. Tu et 
al. (2008) also found higher concentrations of Cu and Zn in 
their M. rosenbergii muscles and exoskeletons.

Cd was recorded in the exoskeleton and muscle of our 
prawn samples. Statistically, the Cd concentrations in muscle 
and exoskeleton did not show a significance difference (P > 
0.05). However, the relationship between total length and Cd 
concentration was slightly negative (r2 = 0.2968) in muscles. 
There was no clear reason that the smaller size of prawns 
has accumulated more Cd in their muscles, while sediment 
samples did not contaminate with Cd (1.17 ± 0.02 mg/kg, 

Table 5). Cd concentrations in muscles and exoskeletons in 
this study were higher than the values obtained by Tu et al. 
(2008). On the other hand, our values were lower than Cd 
values reported by Islam et al. (2017) in both muscles and 
exoskeletons of their M. rosenbergii samples from Bagerhat, 
Bangladesh. In general, heavy metal content in exoskeletons 
and muscles may be reduced in the process of moulting where 
it involves the shedding of the hard chitinous exoskeleton 
layer, replaced by a new layer during the active grow (Stanek 
et al. 2014) and increasing new muscles. Therefore, the 
accumulation pattern of heavy metals in the exoskeleton 
and muscle of M. rosenbergii is hard to understand. Several 
factors such as diet, changes in metabolic rate, the hormonal 
and reproductive status may also influence metal accumula-
tions in different sex of crustaceans (Idrus et al. 2018, Elahi 
et al. 2012).

The Hg concentration was not available for muscle and 
exoskeleton because it was below the detection limit of 
the FIMS. The gill was the only body part that contained a  
detectable concentration of Hg which was 0.125 ± 0.024 mg/
kg in male and significantly higher (P < 0.05) than in female 
(0.107 ± 0.033 mg/kg). This lower Hg level may be due to 
their developed ability to excrete toxic elements from their 
body (Pourang et al. 2004). As the bioaccumulation process 
takes place through the absorption of metals via various 
routes including dietary and ambient environment (Arnot & 
Gobas 2006), metal contents in the body of M. rosenbergii 
might be higher than in the surrounding environment.

Bioaccumulation Factor

Bioaccumulation factor (BAF) was calculated to assess 
the evolution of metals in different body parts of prawn 
samples collected from Sarawak River. BAF is the ratio of 
the concentration of contaminants in relation to its habitat 
environment (sediments). In this study, BAF was calculated 
as the ratio of metal concentrations in prawn and sediment 
samples using Equation 5 (Santoro et al. 2009).

 BAF = MBody part/ Msediment …(5)

where MBody part is metal concentration in M. rosenbergii 
body parts, Msediment is metal concentrations in sediment. 

If the BAF value was below 1, it may indicate that 
bioaccumulation was low and below the safety limit in our 
prawn samples, and if the BAF value was more than 1, it is 
described as an increase of heavy metals level beyond the 
threshold (Anani & Olomukora 2019). The BAF values for 

Table 5: The concentrations (mg/kg) of heavy metals in the sediment of the Sarawak River.

Cd Co Cu Zn Hg

Sediment 1.17 ± 0.02 6.89 ±  0.93 22.47 ±  3.90 84.54 ±  10.22 0.05 ±  0.01
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all body parts of M. rosenbergii are presented in Table 6. 
Our results reveal that Cd, Co and Hg are bioaccumulative 
in prawn (female and male) gills, as related to the sediment 
concentrations. These results indicate that Cd, Co and Hg are 
more easily available than other metals. The bioavailability 
could be controlled by metals speciation, food chain, 
physicochemical factors, particulate matter, organic carbon 
content and cation exchange capacity (Monikh et al. 2015). 
In this study, it also showed higher BAF values of heavy 
metals occurred in the gills and due to this, organ is known 
as the target organ for detoxification and circulation of 
heavy metals. Since Cu and Zn are required by prawns for 
their biological processes, these metals were distributed in 
their whole body, thus, leaving only residue quantity in the 
target organ (gill) (Monikh et al. 2015). The present study 
also showed that BAF values were slightly higher in male 
prawns, due to their larger size compared to female prawns. 
In comparison with the previous study in Kerang River (Idrus 
et al. 2018), the BAF value of Cu in male prawns’ muscle was 
lower than this study, but recorded higher Cu BAF value in 
the exoskeleton.  The BAF of Cd value from the present study 
was considerably higher than the value in M. rosenbergii 
from the Mekong River Delta (Tu et al. 2008). However, 
a relatively lower concentration of Cd was recorded in the 
exoskeleton of their younger prawns compared to adults can 
be related to the lower frequency of the moulting process 
(Kouba et al. 2010).

Human Health Risk Assessment

The DIM value was calculated considering the average metal 
content and daily intake of giant freshwater prawns eaten, 
either as a whole prawn or as ingredients in their meal. The 
DIM for the present study is given in Table 7. In this study, 
the DIM values for Cu (2.29 µg/kg body weight per day), Zn 
(9 µg/kg body weight per day), Cd (0.32 µg/kg body weight 
per day), and Hg (0.015 µg/kg body weight per day) were 
less than the provisional maximum tolerable daily intake 
(PMTDI) values set by JECFA (2012) for Cu (500 µg/kg 
body weight per day), Zn (1000 µg/kg body weight per day), 
Cd (1 µg/kg body weight per day), and Hg (60 µg/kg body 
weight per day). According to this finding, therefore, it can 
be concluded that the local population was safe from the 
health risk from ingestion of these metals.

The food chain is the most important pathway of heavy 
metals to humans, which could lead to significant human 
health risk. Considering the health risk of metals through 
dietary oral intake of the M. rosenbergii in Sarawak River, it 
is, therefore, useful to estimate the exposure level to humans 
in every element to oral RfD. The HRI associated with the 
individual elements of Cd, Co, Cu, Zn and Hg due to prawn 
consumption was calculated as given in Table 7. The highest 
HRI value was recorded in Cd (0.39), and the lowest value 
from Cu (0.002) for adults’ consumption. Crustaceans and 
shellfish are natural accumulators of Cd, especially if they 

Table 6: The BAF values of Cd, Co, Cu, Zn and Hg in different body parts of M. rosenbergii in the Sarawak River, related to the sediment concentrations.

Sex Body part Cd Co Cu Zn Hg 

Female Muscle 0.43 ± 0.04 N.A 0.30 ± 0.10 0.13 ± 0.01 N.A

Exoskeleton 0.49 ± 0.20 0.58 ± 0.15 0.34 ± 0.14 0.09 ± 0.008 N.A

Gill 1.29 ± 0.05 2.00 ± 0.18 0.76 ± 0.09 0.62 ± 0.09 2.20 ± 0.60

Male Muscle 0.39 ± 0.07 N.A 0.45 ± 0.17 0.16 ± 0.03 N.A

Exoskeleton 0.68 ± 0.51 0.82 ± 0.34 0.47 ± 0.24 0.08 ± 0.04 N.A

Gill 1.31 ± 0.05 2.20 ± 0.12 0.96 ± 0.20 0.70 ± 0.14 2.60 ± 0.40

N.A is not applicable as no value was obtained in the respective body parts

Table 7: The calculated daily intake metal (DIM, µg/kg/day), health risk index (HRI) and hazard index (HI) values for heavy metals from the Sarawak 
River, and the provisional maximum tolerable daily intake (PMTDI, µg/kg/day).

Kconversion factor Daverage prawn intake (g/day) Baverage body weight (kg) Metals Cmetal
(µg/g)

RfD DIM PMTDI HRI HI

0.1455 150 60 Cd 0.89 0.83 0.32 1 0.39 0.69

Co 11.83 30 4.30 - 0.14

Cu 6.31 500 2.29 500 0.002

Zn 24.76 1000 9.00 1000 0.009

Hg 0.04 0.1 0.015 60 0.15

Kconversion factor is followed Islam et al. (2017), Daverage prawn intake is average daily intake of M. rosenbergii of the local residents near Sarawak River;  
Baverage body weight is average body weight of the local residents near Sarawak River; Cmetal is average metal concentrations; RfD (µg/kg/day) is oral  
reference dose established by USEPA (1994, 2001), PMTDI (JECFA 2012). 
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are exposed to the polluted environment with those metals 
such as sediment. In this study, the concentration of Cd in 
the sediment was 1.17 ± 0.02 mg/kg.  M. rosenbergii is an 
example of some freshwater decapods that are bottom feed-
ers, thus, they are at risk to concentrate more heavy metals 
than surface feeder prawns (Anani & Olomukoro 2019). 
Accumulation of Cd in the human body may cause Parkin-
son’s and Wilson’s diseases (Hossen et al. 2015). Children 
also are at risk to have lower IQ and experience interference 
in the nervous system as Cd tend to accumulate in the cho-
roids plexus in brain tissues, where the blood-brain barrier 
was absent in the young age (Wang & Du 2013). Besides, 
it has been observed that Cd can be stored for a long time 
in the kidney, which can lead to tubular necrosis (Rehman 
et al. 2018). The accumulated metals in the M. rosenbergii 
was measured as the HI, based on the HRI. If the HI value 
was more than 1, it is considered hazardous to human health. 
In this study, the HI value was 0.69, indicating that prawns 
from Sarawak River are still safe for human consumption 
and has lower health risk.

CONCLUSION

In conclusion, the concentrations of Cu, Zn and Hg in M. 
rosenbergii from the Sarawak River were within the per-
missible limits of JECFA and Malaysian Food Regulation, 
except for Cd, which was slightly higher than the recom-
mended value by the Malaysian Food Regulation. There 
is a need to establish a safety limit for Co to ensure that a 
comparison can be made. The concentrations of Cd, Cu, Co, 
Zn and Hg were significantly correlated to their total body 
length, therefore, it was expected that bigger prawns could 
possess a higher concentration of metals in their body parts. 
Health hazard risks for most of the heavy metals were low; 
therefore, M. rosenbergii from Sarawak River were safe to 
be consumed in a considerable amount regularly.
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ABSTRACT

Tank systems are essential for the agricultural growth and the livelihood of rural populations in India. 
Comprehending the multiple benefits from these traditional systems, tank rehabilitation has been one 
of the policy significances at the state level. The study was undertaken with the objective of assessing 
the impact of tank rehabilitation on cropped area, cropping pattern change, cost returns and income 
of farmers in a selected study village of south Tamil Nadu. The study was conducted on the basis 
of primary data obtained from 102 sample farmers belonging to “Pelasur” village of Thiruvannamalai 
district in south Tamil Nadu using a stratified sampling method. There was a significant difference in 
the cropped area, cropping intensity and irrigation intensity among the farmers before and after tank 
rehabilitation. It is found that there is an increase of 41.02 ha cultivated area and an increase in the 
net amount of Rs. 7,99,945. Many farmers shifted from paddy to sugarcane (cash crops) cultivation 
due to the availability of excess surface water in the tank and improved water table in their wells. 
Cropping intensity has been increased to 26% in the post-rehabilitation period. Thus, investment in tank 
rehabilitation shows a positive implication on marginal farmers and landless labours. Using SPSS, a 
paired-sample t-test is applied for analysing data collected from respondents.   

INTRODUCTION

India is experiencing a wide variety of climate in its 
329Mha total geographic area. Out of which 143Mha is 
under cultivation which supports 40% of the population 
(Vaidyanathan 2006). In order to meet out the above-
mentioned support, 108Mha is under rainfed agriculture and 
the remaining area depend on conserved water in various 
storage structure like dams, reservoir, tanks etc. (Sengupta 
1985, Shah 2009, Jana et al. 2012, Sowbi & Sabarish 
2017). Southern states of India like Tamil Nadu, Karnataka, 
and Andra Pradesh widely depends on tank irrigation for 
agricultural activities. As per government records, there are 
1,43,000 numbers of tanks existing altogether in the above-
mentioned states which include 39000 tanks in Tamil Nadu 
alone (Sakthivadivel 2005). These structures were made 
by our ancestor some decades ago to meet out the multiple 
needs of local village people and also maintained by the 
local body (Vaidyanathan 2006, Narayanamoorthy 2007). 
The tank receives water in the form of runoff from its own 
catchment during rainfall with respect to the terrain. This 
conserved water is released through the sluice for irrigation 
purpose with the help of shutters provided for flow control. 
Water reaches the field by gravity since tanks are located 
in the upper level and field in the lower level (Shah & Raju 
2001). Three to four sluice are in the tank bed depending 
upon the size and capacity of the tank. Each field channel 

from the sluice is divided into head, middle and tail reach of 
the command area. The local village landholders distribute 
water for irrigation among themselves in an equitable manner 
(Meinzen-Dick 2007, Persha et al. 2011, Fischer et al. 
2014, Jagger et al. 2018). The periodical tank management 
was increasingly neglected in due course might be the 
strong reason behind the dysfunctional of irrigation tank 
component structures in terms of silting tank bed, supply 
channel and weed infestation results in the reduction of the 
storage capacity of the tank. Tank bunds became weaker in 
nature which results in leakage and breaches. Considering 
the degradation rate, few tanks were selected and planned 
to rehabilitate for regaining their design standard (Meinzen-
Dick 2007, Aubriot & Prabhakar 2011, Kiran Kumara 2018). 
With the context of farmers, participation and management 
tank were rejuvenated for improving their performance level. 
Tank rehabilitation should facilitate more augmentation of 
water, strengthening tank bund in order to protect it from 
flood damage, improvise water storage capacity, magnifying 
availability of water for irrigation, promotes conjunctive 
use of surface and groundwater, reduce tank bed filtration, 
increase crop cultivation, facilitates groundwater recharge, 
increase the reliability of fishing in tank dead storage during 
the summer season, provide additional income through tank 
bund rehabilitation, or short-duration crops grown in tank 
bed during the dry season and should provide sustainable 
benefits to the users (Chiranjeevalu 1988, Govindaiah 1992, 
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Easter 1997, Chattopadhyaya 2003, Agarwal & Narain 2004, 
Singh et al. 2004, Sivasubramaniam 2006, Palanisamy & 
Easter 2010, Balamurugan 2013). These water storage 
structures saved natural resources which enhance biomass 
production, manage the problems of drought, increase the 
ground water table, employment generation and elevate the 
socio-economic conditions of the tank users (Anuradha & 
Ambujam 2011, Shah & Sakthivadivel 2018).

MATERIALS AND METHODS

The research has devised a combination of qualitative and 
quantitative methodology in which primary and secondary 
sources are very thoughtfully tapped for information and 
perspectives. The focus of the contemporary study is to 
examine the impact of tank rehabilitation before and after on 
landholding and landless people in the rural tank. Hence, tank 
owning various livelihood options were selected to conduct 
interviews with landholders and focus group discussions 
with landless people. Since the study emphasises the 
improvements in livelihood options for direct and indirect 
users of the tank, data were collected for pre and post-
rehabilitation periods in the study area. 

The data collected through the interview schedule 
was properly coded, master tabulated and analysed using 
the Statistical Package for Social Science (SPSS). Details 
collected through focus group discussion were documented 
in order to describe the developments experienced by users 
in the post-rehabilitation period. The methodology adopted 
in the present study that is discussed under the following sub-
heads: Operational definition, Field setting, Respondents, 
Sampling framework, Sources of data, Data collection tools, 
Data analyses and Limitations. The operational definitions of 
various terms involved here in this study are presented, which 
may be trivial but are necessary for clarity of understanding. 
Irrigation: Irrigation is defined as the totality of means 
employed by farmers to augment and control the supply of 
water to soil for the purpose of production of crops (Adams 
1989). Tank Rehabilitation: Tank rehabilitation is defined 
as restoring the tank components to their original design 
standards and to facilitate efficient water management 
and improved cropping practices and thereby providing 
better livelihoods for both direct and indirect tank users 
(Sakthivadivel et al. 2006, Anuradha 2008, Khandker et al. 
2020, Naru & Jana 2017). Livelihood: Livelihood comprises 
people, their capability and their means of living including 
food, income and assets (Shah 1998, Dharmasena 2019).

Pelasur tank located in a rural area of Thiruvannamalai 
district, Tamil Nadu, India was selected for this study and 
the tank was rehabilitated with huge amounts funded by the 
European Economic Community. Since this study vastly 

concentrates on other livelihood options related to the tank 
water, it was necessary to select the village which possesses 
more tank-based livelihood options including agriculture. 
After selecting the tank, the command area was divided into 
three segments representing head, middle and tail reaches. 
Later with the help of village Adangal records, farming 
households were identified and listed, which constitute the 
population frame for the study. Also, other indirect tank 
water users and the landless group were identified to conduct 
a discussion for getting relevant information on multiple tank 
uses for livelihood improvement. As stated earlier, the aim of 
the current study is to survey the impact of before and after 
tank rehabilitation conditions on landholding and landless 
group. Households of both the gender (women and men 
farmers) that has possessed a minimum one acre of land under 
the Pelasur tank command area was taken into consideration. 
Respondents from the above-mentioned households were 
selected by a stratified method. The landless population is 
grouped with respect to their livelihood occupations and the 
entire group was taken into consideration while selecting 
the respondents for conducting focus group discussion 
(Welgama & Wanigasunder 2012).

Probability sampling can significantly enhance the 
descriptive sample. There are many types of probability 
samples that are likely to be encountered but this study was 
proposed to use a stratified sampling because it lends an extra 
component of accuracy to a simple random or systematic 
sample. The benefit of stratified sampling is that it incredibly 
improves the chance of proper representative of strata in the 
sample. At least two stratifying criteria can be utilized as 
a pair. The present study is stratified based on four strata. 
Before going in for stratifying the family households, the list 
of farming households in the study villages was collected 
from Adangal register maintained by the respective Village 
Administrative Officers (VAO). The Adangal is the source 
for the Government revenue and contains basic statistical 
information.

The impact of tank rehabilitation being the focus of the 
study, stratification with sampling unit i.e. households was 
felt necessary. Hence, while selecting a stratified sampling, 
the households were divided into different strata i.e. land 
holding, reach, farmers category and well-owning status. At 
the primary phase of stratification, the population was strati-
fied by the model of landholding, in which two strata, land-
holding and landless gatherings were created At the primary 
phase of stratification, the populace was stratified. Landhold-
ing and landless households refer to households with land 
size greater than or equal to 50 cents and less than 50 cents 
correspondingly. At the second phase of stratification, the 
first stage of landholding farmers has been subdivided into 
head, middle and tail reach depending upon the location of 
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the land. At the third stage, the respective second stage has 
been subdivided into marginal, small and other category of 
farmers reliant on the extent of respondents landholding. 
The classification of farmers, according to the Tamil Nadu 
Government, fall under a broad category of marginal, small, 
semi-medium, medium and large farmers. The statistics of 
the Tamil Nadu Government (2006) show that there are 72% 
of marginal farmers followed by the small farmers, medium, 
semi-medium and large farmers constituting 17%, 7.7%, 
2.8% and 0.5% respectively. Since the last three categories 
are small compared to the first two, the main focus of the 
study was concentrated on marginal and small farmers. How-
ever, the above three categories have been coalesced to form 
other farmers category. The same pattern of categorisation 
has been adopted by many irrigation management related 
projects. One such adaptation was followed in the Base 
Line Survey of Irrigation Commands, a Tamil Nadu Water 
Resources Consolidation Projects study undertaken by the 
Centre for Water Resources, Anna University, during the 
year 2000 and (Sophia & Anuradha 2005). A similar exam-
ple of categorisation has been approved by many irrigation 
management related projects. One such modification was 
followed in the Base Line Survey of Irrigation Commands, 
a Tamil Nadu Water Resources Consolidation Projects 
study incorporated by the Centre for Water Resources, Anna  
University, during the year 2000 and (Sophia & Anuradha 
2005).

According to the methodology, the marginal farmers 
are the individuals who hold less than 1 ha of land in the 
tank command area, small farmers hold 1 and 2 ha and 
the other farmers’ category more than 2 ha of the irrigated 
plot. The sample was then selected from each subdivided 
classification utilizing probability proportional to size. Sam-
ple from head reach, middle reach and tail reach comes to 
were haphazardly chosen. The reality of random sampling 
is significant in light of the fact that it reflects assurance to 
attain findings that can be produced past the limits of the 
individuals who take an interest in the research. It allows 
one to demonstrate the probability that the result derived 
from the sample is likely to be found in the population 
from which the sample was taken. This is only possible if 
a random sample has been selected. 

Total numbers of marginal, small and other farmers were 
collected from the Adangal Records in the study village 
and slightly more than 20% of them in each category were 
selected as respondents. Both men and women pattadhars 
were taken as respondents. The latter one was very meagre 
in number. Category wise, details of the total number of 
farmers in the selected study village and the selected sample 
with percentage are provided in Table 1. 

Since the present study also seeks to identify the impact 
of irrigation tank rehabilitation for together direct users 
and indirect users, it was decided that obtaining direct data 
straightforwardly from the respondents would be the most 
reliable sources through which the key focus of the study 
could be analysed. Despite the fact that the examination 
basically depends upon essential sources it still seeks data 
for some supportive and supplemental information, which are 
ancillary in nature (Long & Grafton 2020). The secondary 
data were gathered from significant records such as land 
registration records (Adangal Registers), documentation 
from Government agencies, documents of different levels of 
Water Users Association and information and figures from 
Census documents. Village maps were collected from the 
Survey and Land Records department of the Government 
of Tamil Nadu.

Tools of Data Collection 

So as to accomplish the proposed objectives, combinations 
of qualitative and quantitative techniques were utilized 
to assemble data. Impact of tank rehabilitation in some 
issues such as the number of seasons cultivated, changes 
in cropping patterns, sources of irrigation were addressed 
through a schedule. Though many questions were included 
in the interview schedule, other qualitative methods such as 
stakeholders’ meetings and group discussions with certain 
categories of non-farm and off-farm involved villagers too 
added important information. The information drawn were 
analysed and presented in the respective sections.

The quantitative tool selected for the study was an in-
terview method through which the required primary data 
were elicited from the respondents. Since the respondents 
constitute both literates and illiterates categories, the method 
adopted was found to be most appropriate. Interviews were 
held with 15 women and 178 men farmers in the study 
village. Interviews were conducted separately for the re-
spondents and their responses were immediately noted in the 
schedule. There were some difficulties in the initial stages in 
getting information about the landholding size and income of 
the respondents but later when the purpose of the study was 

Table 1: Reach-wise distribution of sample farmers in the study village.

Sl. 
No.

Farmer’s 
category

Pelasur Village

Total number of 
farmers

Sample 
selected

Percentage

1. Marginal 50 14 28.00

2. Small 74 22 29.70

3. Others 287 66 22.30

Total 411 102 24.81
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explained in detail the respondents felt free to give answers 
to all the statements incorporated in the schedule.

MODULES OF QUESTIONNAIRE

The interview began with questions identified with some 
segment attributes of the families and continued with family 
background. A detailed list of contents in seven parts of the 
schedule is given below:

 • Bio-data of the respondents: Name, age, education, 
community, family size, occupation, livestock details 
and family background.

	 •		 Cropping pattern, land inheritance, the extent of land 
possessed (individual and family), size of operational 
holding and season wise crop raised in wet, dry and 
garden land.

	 •	 Season wise source of irrigation and reasons for the 
change in source during the post rehabilitation period, 
alternative source during the scarcity period.

	 •	 Land use and season wise type of crop cultivated, yield 
in bags or tons, input and output cost per ha of land.

	 •	 Groundwater usage: Number of wells, type of wells, 
energy used, horsepower, depth of well, depth of water 
table, frequency and duration of pumping groundwater, 
local water market, well expenses and conjunctive use.

	 •	 Type and source of irrigation in different stages of 
crop growth, number of well and tank irrigation and 
sufficiency of irrigated water in the field.

	 •	 Total expenses for the land possessed by the respondents 
including, seed, nursery, transplantation, fertilisers, 
weeding, harvest and transportation cost.

Audio and Video Recording

Interviews were conducted with landholding farmers, land-
less poor, women and other vulnerable groups. The entire 
proceedings were recorded in a tape recorder and a hand 
camera. This helped to retrieve the material and analyse as 
and when new thoughts generate about the type of analysis. 
This is an added improvement due to the availability of 
electronic equipment.

Data Analysis 

The information subsequently acquired were the first master 
tabulated in Microsoft Excel sheet using suitable coding and 
the variables for incorporation in the analysis were chosen 
and transferred into raw data files. Further, it was organized 
into SPSS-23.0 files for analysis which in certainty proved 
to be a necessary part of the research. Appropriate data anal-
ysis was carried and for simplicity and practical usefulness, 

only limited but more useful tools such as simple frequency 
and percentage table, and cross tables were used. The key 
objective of frequency distribution and percentage table was 
to summarise the comprehensive information. Cross tabu-
lation is a procedure of Bivariate analysis, which is one of 
the modest and most commonly used ways for investigating 
the connection between at least two factors. Since this study 
concentrates on tank users both before and after its rehabili-
tation period, comparative analysis like Paired-samples t-test 
(which is a compare means analysis) in SPSS was taken into 
consideration.

Paired Sample t-test

The paired samples t-test compares the means of two var-
iables. It computes the differences between two variables 
for each case and tests to see if the average difference is 
significantly different from zero (Pham & Jimenez 2012, 
Constance & Cribbie 2012). The observed data were from 
the same subject or a matched subject and were drawn from 
a population with a normal distribution. Subjects are often 
tested in a before-after situation (across time, with some in-
tervention occurring such as tank rehabilitation). The paired 
t-test is actually a test where the differences between the two 
observations are 0. So, if D represents the difference between 
observations, the hypotheses are: 

  Ho: D = 0 (the difference between the two observations 
is 0) 

  Ha: D ≠ 0 (the difference is not 0) 

The test statistic is t with n-1 degrees of freedom. If the 
p-value associated with t is low (< 0.05), there is evidence 
to reject the null hypothesis. Thus, one would have evi-
dence that there is a difference in means across the paired 
observations. 

Hence, this is an ideal test to study the impact of reha-
bilitation in two different tanks during pre and post-rehabil-
itation periods.

RESULTS AND DISCUSSION

Season wise Area Cultivated in Wetland before and 
after Rehabilitation by Pelasur Respondents

Table 2 and Fig.1 clearly explicate the increase in total 
wetland cultivated area in the post rehabilitation period. 
There is a reduction in first and second season paddy 
cultivation, which is compensated by a drastic increase in 
annual crop cultivation. Availability of assured water supply 
throughout the year for irrigation either through surface or 
subsurface sources is the major reason for the change in 
cropping pattern. This indicates the positive impact of tank 
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rehabilitation in Pelasur village. Also, there is an increase of 
9 ha area of cultivation in the third season paddy crop during 
the post-rehabilitation period. Paddy is overpriced in the third 
season while marketing, labour cost is low due to surplus-
labour availability and easy availability of fertiliser may be 
the reasons for increased third season paddy cultivation. Area 
cultivated during the third season is very low when compared 
to the total cultivated area and hence the availability of labour 
and fertiliser is high. Since the climate is hot, pesticide and 
rat problems are low in the third season when compared to 
the first and second seasons. 

The output presented in Table 3 confirms the outcome 
that a significant positive relationship exists between the 
total area cultivated in wetland and the tank rehabilitation 
(r = 0.866, p < 0.05). Therefore, the increased total area 

cultivated in the wetland during the first season is highly 
related to tank rehabilitation. 

Observations in Table 4 related to the total area 
cultivated in the tank command area before and after the 
tank rehabilitation were randomly assigned to confirm  
that responses are due to the tank rehabilitation and  
not due to other factors. Paired t-test technique was  
used to test the null hypothesis and contrast the outcomes  
to demonstrate that there is a distinction between the  
total area cultivated before and after the tank rehabilitation.

The analysis output reveals that there is no difference 
between the total area cultivated by the respondents in pre 
and post-rehabilitation periods. Tank rehabilitation does 
not significantly improve the area cultivated in the wetland 
during the first season, t (101) = 0.520, p > 0.05. Hence, it is 

Table 2: Season wise area cultivated in wetland before and after rehabilitation by Pelasur respondents.

Sl. no. Description Area cultivated before rehabilitation
(ha)

Area cultivated after rehabilitation
(ha)

Difference
(ha)

1 Total cultivated area 138.28 162.92 24.65

2 First season 46.14 39.95 -6.19

3 Second season 43.79 28.49 -15.30

4 Third season 4.13 12.57 8.45

5 Annual crop 44.21 81.91 37.70

Table 2 and Fig.1 clearly explicate the increase in total wetland cultivated area in the post 
rehabilitation period. There is a reduction in first and second season paddy cultivation, which 
is compensated by a drastic increase in annual crop cultivation. Availability of assured water 
supply throughout the year for irrigation either through surface or subsurface sources is the 
major reason for the change in cropping pattern. This indicates the positive impact of tank 
rehabilitation in Pelasur village. Also, there is an increase of 9 ha area of cultivation in the third 
season paddy crop during the post-rehabilitation period. Paddy is overpriced in the third season 
while marketing, labour cost is low due to surplus-labour availability and easy availability of 
fertiliser may be the reasons for increased third season paddy cultivation. Area cultivated 
during the third season is very low when compared to the total cultivated area and hence the 
availability of labour and fertiliser is high. Since the climate is hot, pesticide and rat problems 
are low in the third season when compared to the first and second seasons. 
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exists between the total area cultivated in wetland and the tank rehabilitation (r = 0.866, 
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Fig.1: Season wise area cultivated in wetland before and after rehabilitation by Pelasur respondents.

Table 3: Paired samples correlations for first season wetland before and after rehabilitation by Pelasur respondents.

Description Number of total respondents Correlation Sig.

Pair 1 Wetland cultivable area first season before rehabilitation and Wetland 
cultivable area first season after rehabilitation

102 0.866 0.000

Table 4: Paired samples t-test for first season wetland before and after rehabilitation by Pelasur respondents.

Description Paired Differences T df Sig. 
(2-tailed)Mean Std.  

deviation
Std. error 
mean

95% confidence interval of the difference

Lower Upper

Pair 1 Wetland cultivable area 
first season before reha-
bilitation and wetland 
cultivable area first sea-
son after rehabilitation

-0.060 1.179 0.116 -0.292 0.171 -0.520 101 0.604
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concluded that the area cultivated in the post-rehabilitation 
period is highly correlated with the tank rehabilitation but 
does not show significant change during the first season of 
paddy cultivation. 

The output presented in Table 5 confirms the result that 
a significant positive relationship exists between total area 
cultivated with annual crop (sugarcane) in wetland and tank 
rehabilitation (r = 0.651, p < 0.05). Therefore, an increased 
total area cultivated with annual crop (sugarcane) in wetland 
is associated with tank rehabilitation.

To test the null hypothesis of no difference between total 
area cultivated during pre and post-rehabilitation periods, 
paired t-test was used to compare the results. As can be 
seen from the output presented in Table 6, a significant dif-
ference exists between the total area cultivated with annual 
crop (sugarcane) in wetland by the respondents in pre and 
post-rehabilitation periods. Tank rehabilitation significantly 
improves the total area cultivated with annual crop (sugar-
cane) in wetland, t (101) = 5.379, p < 0.05

Season wise Crops Cultivated in Wetland before and 
after Rehabilitation by Pelasur Respondents

Table 7 portraits the percentage of respondents cultivating 
crops in wetland before and after the tank rehabilitation. It is 
clear that before rehabilitation 52% of the total respondents 

cultivated paddy as their first season crop (i.e. from June to 
September), which was reduced to 42% now. Even though 
the data show that wetland respondents are not cultivating 
groundnut in the command area, it is not the case in the 
overall scenario. Cultivating groundnut in wetlands by the 
well-owing farmers in the third season is in practice and the 
reason enlightened by them is that it provides good green 
manure for succeeding paddy crop which increases the yield/
ha. Being a legume crop, groundnut can fix the atmospheric 
nitrogen and thereby improve soil fertility. 

Cultivating groundnut with well water is practised both 
in wetland as well as in garden land. Cultivating groundnut 
as the first crop in wetland is not in practice both before and 
after the rehabilitation in Pelasur. Since summer season 
(third season) is the suitable period for groundnut cultivation, 
whereas 1% of the total respondents before rehabilitation 
and 2% after rehabilitation cultivate groundnut as a second 
crop. Those two respondents have oil extraction machine 
and doing oil selling business along with agriculture. Around 
41.2% of the total respondents were cultivated paddy as the 
second crop and this is reduced to 35.3% during the post-
rehabilitation period. The increased water table in command 
area wells helps in increased third season cultivation from 
4.9% to 13.7% in the post-rehabilitation period. Sugarcane 
crop scenario shows an incredibly positive impact of tank 

Table 5: Paired sample correlations for annual crop cultivated in wetland before and after rehabilitation by Pelasur respondents.

Description N Correlation Sig.

Pair 1 Wetland cultivable area annual before rehabilitation and wetland cultivable area 
annual after rehabilitation

102 0.651 0.000

Table 6: Paired sample t-test for annual crop cultivated in wetland before and after rehabilitation by Pelasur respondents

Description Paired Differences T df Sig. 
(2-tailed)Mean Std.  

deviation
Std. error  
mean

95% confidence interval of the 
difference

Lower Upper

Pair 1 Wetland cultivable area 
annual before rehabilitation 
and wetland cultivable area 
annual after rehabilitation

-0.912 1.714 0.169 -1.249 -0.576 -5.379 101 0.000

Table 7: Season wise crops cultivated in wetland before and after rehabilitation by Pelasur respondents

Sl. no Season Percentage of respondents

Before rehabilitation After rehabilitation

Paddy Groundnut Sugarcane None Paddy Groundnut Sugarcane None

% % % % % % % %

1 First season 52 0 0 47.1 42 0 0 55.9

2 Second season 41 1 0 57.8 35 2 0 62.7

3 Third season 4.9 0 0 95.1 14 1 0 85.3

4 Annual 0 0 30.4 69.6 0 0 54.9 45.1
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rehabilitation through the increased cultivated area from 30% 
to 55% after the rehabilitation. 

Hence, the overall circumstances show that even though 
the paddy cultivation area was reduced during the post-re-
habilitation period, there is a significant increase in the 
sugarcane cultivation area in Pelasur. Availability of a farm 
road facility till the tail reach for loading and unloading 
sugarcane is the key reason reported by the farmers. Earlier 
it was very difficult for the tail reach farmers to transfer 
the produce from the field. Transporting sugarcane bundles 
from the field to the main road leading to more number of 
labours and labour charge. Now with the availability of a 
farm road, farmers can bring bundles easily through small 
carts to the place where trucks are ready to take sugarcane 
to the sugar mill. Also, farmers who are engaged in some 
other occupation had gone for sugarcane cultivation, since it 
is not necessary to take much care on sugarcane crop during 
the growth stage as in the case of paddy crop. Consequently, 
farmers like to develop crops that require less close to indi-
vidual responsiveness. Paddy being a short duration seasonal 
crop requires less attention in spite of its varieties (Reddy et 
al. 2008). Guaranteed water supply during the time is addi-
tionally a fundamental purpose behind the cropping change.

Respondents quoted that sugarcane is a cash crop and has 
a constant market rate. i.e. rate/ton does not vary with respect 
to market surplus or scarcity. Moreover, the rate/ton keeps on 
increasing with time and never decreases. For paddy, there 
are ups and downs in rate/bag even within the season itself 
and with respect to market surplus and scarcity. Another 
reason cited by respondents is that problem caused by rats 
is less in sugarcane when compared to paddy which leads 
to a reduction in yield/ha. Tail reach soil is more suitable 
for cultivating sugarcane than paddy due to its slight salinity 
nature. Sugarcane can withstand mild flood and drought to 
some extent when compared to paddy. This tempts farmers 
in Pelasur village to cultivate sugarcane as their major crop. 
Very few farmers are cultivating sugarcane three times (i.e. 
3 years) continuously and paddy for the fourth year. The 
peculiar reason attributed is the changing cropping pattern 
at regular intervals of time, which might help to make up 
the soil nutritious and increase the yield of both the crops. 
Further, changes in the cropping pattern from paddy to 
sugarcane in the neighbouring field induce farmers to adopt 
the same after they are aware of the income incurred by sug-
arcane cultivators. In future, sugarcane cultivation is relied 
upon to build more with innovative changes, for example, 
the spread of high yielding crop varieties, harvesting tech-
niques, utilization of pesticides, insecticides and composts, 
mechanization of farm work, lack of capable workers for 
paddy cultivation and so forth. Hence, farmers feel that 

cultivating sugarcane is more profitable than paddy. Help 
from sugar mill (by providing crop insurance, loan for initial 
investment, lending fertiliser at right time at desirable cost, 
arranging mini contract labours for sugarcane cutting etc.,) 
tempts farmers in Pelasur to change cropping pattern from 
paddy to sugarcane. 

CONCLUSION

The main objective of tank rehabilitation is to alleviate 
poverty and raise the standard of living of the small and 
marginal farmers in the rural areas who have access to a 
large irrigation system. There is an increase of 9 ha area of 
cultivation in the third season paddy crop during the post-
rehabilitation period. Around 41.2% of the total respondents 
have cultivated paddy as a second crop and this is reduced to 
35.3% during the post-rehabilitation period. But sugarcane 
crop scenario shows an incredibly positive impact of tank 
rehabilitation through the increased cultivated area from 
30% to 55% after the rehabilitation. Many farmers shifted 
from paddy cultivation to sugarcane since it is a cash crop. 
Paired sample t-test result shows that there is an increase 
in the total area cultivated is highly associated with tank 
rehabilitation. Hence equal importance should be given to 
both tank infrastructure and command area development 
for enhancing agricultural productivity. Hence, a tank as 
a common property resource can be protected and kept 
sustainable for long periods.
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ABSTRACT

In line with the 2015 Paris Agreement, the present study examines the efficiency of Iran’s electricity 
industry compared to world standards. In 2018, Iran is ranked second in the world in terms of direct 
subsidies to the electricity industry, while subsidies for fossil fuels as the main feedstock for power plants 
are also higher. The results of the study indicate that despite the privatization of the electric industry 
since 2005, centralized economic management and the provision of extensive direct and indirect 
subsidies have led to the expansion of inefficiencies in the production and consumption of electricity. 
Lack of cost-based pricing is a major factor in the production of inefficient units and the determination 
of electricity prices at very low levels (as a result of subsidies) is the main reason for the inefficient 
use of electricity in Iran. The undeniable role of fossil fuels in energy production has stabilized Iran’s 
second-largest power plant sector in CO2 emissions in the Middle East, and as a consequence of no 
noticeable changes in the energy production process, the carbon intensity index and carbon intensity 
for electricity consumption, have fluctuated slightly. However, the energy intensity and energy intensity 
for electricity consumption, unlike the developed countries, have shown an upward trend, indicating 
a decline in energy and electrical energy efficiency in the Iranian economy. The index of fundamental 
reforms in electricity production, exactly the reverse of the successes in Iceland, Switzerland, Norway, 
Sweden and Luxembourg, is less than 8%, which is against sustainable development goals. It is crucial 
to take advantage of countries’ successful experiences in electricity price reform and to address the 
four key components proposed.

INTRODUCTION

Energy, and especially electricity, is one of the most import-
ant inputs of production which, as a fundamental input, plays 
an important role in the economic growth and development 
of any country. The lack of proper energy utilization and 
even weak access to electricity is the main cause of economic 
and social backwardness in different societies. As a result of 
increasing efficiency in energy production and consumption, 
especially electricity, living standards and welfare of commu-
nities will increase and economic growth and development 
will be achieved. Economic growth, by greater use of all pro-
duction factors and electricity, will increase the production of 
final goods. Both the increase in energy consumption and the 
production process of intermediate and final goods require 
environmental degradation and environmental pollution. Ac-
cording to Environment Kuznets Curve Hypothesis, there is 
an inverse U relationship between economic growth and en-
vironmental pollution, and economic growth will be valuable 
if it continues to reduce environmental pollution (Sajadifar et 
al. 2016). With the industrial development of societies, the 

role of the electricity industry in the economic development 
programs of countries has increased. The dramatic growth in 
demand for this strategic input has led researchers to look for 
ways to increase efficiency in electricity generation and to 
focus more on factors affecting production costs and elec-
tricity prices (Pourebadollahan et al. 2019) Price changes 
in energy carriers and their impact on electricity prices are 
important concerns for the electricity market players and 
observers. In Iran, electricity prices are set according to 
the government’s tariff, and fuel prices for power plants 
are also subsidized. Therefore, the supply and demand side 
of the electricity market is kept away from the effects of 
fuel price fluctuations and all the risks of price changes 
are transferred to the government (Moshiri et al. 2018). 
According to International Energy Agency (2019b) reports 
in 2018, Iran has the largest amount of subsidies to the 
energy sector in the world, and in terms of electricity sub-
sidies (after China), it is the second largest in the world. In 
addition to widespread subsidies, the strong dependence of 
power plants on fossil fuels has intensified CO2 emissions. 

    2021pp. 517-531  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 02-04-2020
Revised:    19-06-2020
Accepted: 25-06-2020

Key Words:
Power Industry  
CO2 emissions  
Sustainability 
Sustainable development

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.008



518 Ali Mohammadipour

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

The present study, considering environmental concerns,  
examines the production process and electricity consumption 
pattern and seeks to provide solutions for implementing 
sustainable development in the Iranian electric industries.

ELECTRICAL INDUSTRIES IN IRAN 

Iran, as the first country in the Middle East, began restruc-
turing studies in the electricity industry, and by making the 
power plants profitable, the private sector has a greater desire 
to enter the electricity market and speed up the privatization 
process. In 2014, the fourth Iranian stock exchange, Electric-
ity-Based Energy Stock Exchange, was launched (Kianvand 
& Farzinvash 2015). 

Private sector activity remained modest at less than 14% by 
2012, and in 2013 there was a significant jump in the nominal 
and practical capacity of the private sector. According to the 
plan, by 2022, 15747 MW (MegaWatts) of power will be built 
by the non-governmental sector, of which 12,468 MW will 
be added to thermal power plants and the rest to renewable 
(mostly solar) power plants. Currently, 44.9 percent of the total 
nominal capacity of the country’s power plants belongs to the 
Ministry of Energy, 46.3 percent to the private sector, 7.5 per-
cent to large industries, and 1.3 percent to the Iranian Atomic 
Energy Organization. According to Fig. 1, in 2017 the ratio 
of practical to nominal capacity of the country’s power plants 
is 86.6% and the same ratio for the private sector is 83.1%.

Iran has electrical connections with countries with a 
common land border. The regional electricity cooperation 
plan could cause Iran to transfer electricity to non-
neighbouring countries and ultimately a precondition for 
connecting Iran’s electricity to the European electricity grid. 
One of the major goals of the Energy Ministry is to improve 
the country’s position in the role of Energy Bridge and 
become the electricity hub in the region. Very small amounts 
of electricity trade in Iran can be seen in Fig. 2 and exports 
have increased more than imports since 2007.

RESEARCH BACKGROUND

According to Bose (2010) and Stern (2014), environmental 
concerns and the increasing depletion of fossil fuel resources 
have led to the efficient use of heat and power cogeneration 
systems. According to the U.S. Environmental Protection 
Agency (2014) report, the emissions of environmental 
pollutants in the most widely used technologies in heat and 
power cogeneration systems for solar thermal renewables, 
non-renewable fuel cells, internal combustion engines and 
microturbines are 0, 0.02, 0.79 and 0.15 Kg of CO2 produced 
per kWh, respectively. According to Foley et al. (2014), as 
the price of Natural Gas increases, the wholesale price of 
electricity will also increase. Wang & Wei’s (2016) study 
supports Porter’s hypothesis  in China and, according to 
this hypothesis, stricter environmental regulations increase 

 
Fig. 1: Nominal and practical capacity of the power industry in Iran (with private sector capacity) - Data unit: Megawatt 

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics). 
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Fig. 2: Exports and imports of electricity in Iran - Data unit: Million KWh 

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics). 
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Fig. 1: Nominal and practical capacity of the power industry in Iran (with private sector capacity) - Data unit: Megawatt
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Private sector activity remained modest at less than 14% by 2012, and in 2013 there was a 
significant jump in the nominal and practical capacity of the private sector. According to the plan, 
by 2022, 15747 MW (MegaWatts) of power will be built by the non-governmental sector, of which 
12,468 MW will be added to thermal power plants and the rest to renewable (mostly solar) power 
plants. Currently, 44.9 percent of the total nominal capacity of the country's power plants belongs 
to the Ministry of Energy, 46.3 percent to the private sector, 7.5 percent to large industries, and 
1.3 percent to the Iranian Atomic Energy Organization. According to Fig. 1, in 2017 the ratio of 
practical to nominal capacity of the country's power plants is 86.6% and the same ratio for the 
private sector is 83.1%. 

 
Fig. 2: Exports and imports of electricity in Iran - Data unit: Million KWh 

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics). 

Iran has electrical connections with countries with a common land border. The regional electricity 
cooperation plan could cause Iran to transfer electricity to non-neighbouring countries and 
ultimately a precondition for connecting Iran's electricity to the European electricity grid. One of 
the major goals of the Energy Ministry is to improve the country's position in the role of Energy 
Bridge and become the electricity hub in the region. Very small amounts of electricity trade in Iran 
can be seen in Fig. 2 and exports have increased more than imports since 2007. 

RESEARCH BACKGROUND 
According to Bose (2010) and Stern (2014), environmental concerns and the increasing depletion 
of fossil fuel resources have led to the efficient use of heat and power cogeneration systems. 
According to the U.S. Environmental Protection Agency (2014) report, the emissions of 
environmental pollutants in the most widely used technologies in heat and power cogeneration 
systems for solar thermal renewables, non-renewable fuel cells, internal combustion engines and 
microturbines are 0, 0.02, 0.79 and 0.15 Kg of CO2 produced per kWh, respectively. According to 
Foley et al. (2014), as the price of Natural Gas increases, the wholesale price of electricity will 
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efficiency and improve innovation and enhance commercial 
competitiveness. According to Shih et al. (2016) in Taiwan, 
with the decline of land capacity and population growth, the 
environment is becoming increasingly important and more 
action must be taken to replace renewable energy.

According to Razmi et al. (2010), due to the many 
shortcomings in creating a competitive environment in the 
Iranian electricity market, the reduction of concentration 
and the move to the competitive market should be 
considered by the planners. Razini et al. (2011) outline three 
scenarios for the future of Iran’s electricity industry, stating 
that by 2030, fossil-fuel resources can be reduced to 67% 
by renewable energy planning. According to Sajadifar et al. 
(2016), operational plans should be implemented in order 
to conserve available resources and reduce environmental 
degradation due to adverse efficiency changes for Iran and 
neighbouring countries during 2007-2012. According to 
Majdzadeh Tabatabaei et al. (2016), in Iran only electricity 
generation from renewable wind energy is activated and 
there is still no growth in solar and biogas production. 
According to Kachoi & Amidpour (2016), the intensity of 
CO2 emission in the scenario of increasing the efficiency of 
the power generation sector is lower than the continuation 
scenario of the current trend and can be drastically reduced 
in the scenarios of renewables. According to Kiani et al. 
(2017), new energies, despite being unfinished and having 
no negative external effects, impose significantly higher 
costs to the government than non-renewable resources. 
According to Gholipour Khatir et al. (2018), the positive 
effect of subsidy removal on the technical efficiency of 
power plants in Iran cannot be verified; however, in private 
power plants, increasing the input-output ratio increases 
efficiency.

ANALYZING SUSTAINABLE DEVELOPMENT 
DIMENSIONS IN IRANIAN ELECTRIC INDUSTRIES

The concept of sustainability emerged in response to the 
increased understanding that contemporary development 
practices were leading to a crisis in a social and environ-
mental sense. The term “sustainable development” thus 
became the buzzword for alternative development strategies 
that could be “envisioned as continuing far into the future” 
(Wheeler Stephen 2013). There are several definitions of 
sustainability, but some are more inclusive than others. The 
official definition adopted by the United Nations (UN) came 
from the Brundtland report which defined sustainable as 
“development that meets the needs of the present generation 
without compromising the ability of future generations to 
meet their own needs” (Tladi 2007). Environmental, eco-
nomic and social aspects are three important dimensions of 
sustainable development (UN 2011). These dimensions are 
discussed below for sustainable development in the electric-
ity industry in Iran.

Production Process Analysis in the Electric Industries 
in Iran

The increasing emissions of greenhouse gases into the atmos-
phere as a result of the overuse of fossil fuels have become 
one of the most undesirable effects of economic development 
and have recently become a global issue. In Iran, the power 
plant sector, with 30.2% share of the total CO2 emissions, is 
the largest emitter of greenhouse gases (Kachoi & Amidpour 
2016). According to IEA (2019a) reports, Iran was ranked 
24th in the world in terms of CO2 emissions in 1980, 14th in 
2000, 9th in 2010 and 8th in 2016 and 2017, with the increas-
ing volume of pollution, compared to Canada.
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Fig. 3: CO2 emissions in selected countries (6th to 10th world CO2 emissions rates) - Data unit: Million tons of CO2 

Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights. 

Germany ranks second in the world in terms of CO2 emissions after the USA in 1971 but has 
managed to reach 6th in the world in the last 50 years using sustainable development policies. 
According to Fig. 3, a completely reverse trend is taking place in Iran and Saudi Arabia, and with 
the intensification of CO2 emissions, Iran's rank in the world has continued to rise. 

 
Fig. 4: CO2 emissions/population index in selected countries (6th to 10th world CO2 emissions rates) 

Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights. 

Iran is better off in terms of CO2 emissions/population index than the countries mentioned, but 
worrying is the upward trend in Fig. 4. Of course, the uptrend of this index is much more dangerous 
in Saudi Arabia, however, Germany, with its principled management, has been able to downtrend 
this index, too. 

0

200

400

600

800

1,000

1,200

Germany Korea Iran Canada Saudi Arabia

0

2

4

6

8

10

12

14

16

18

20

1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Germany Korea Iran Canada Saudi Arabia

Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights.

Fig. 3: CO2 emissions in selected countries (6th to 10th world CO2 emissions rates) - Data unit: Million tons of CO2.
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Germany ranks second in the world in terms of CO2 
emissions after the USA in 1971 but has managed to reach 
6th in the world in the last 50 years using sustainable devel-
opment policies. According to Fig. 3, a completely reverse 
trend is taking place in Iran and Saudi Arabia, and with the 

intensification of CO2 emissions, Iran’s rank in the world 
has continued to rise.

Iran is better off in terms of CO2 emissions/population 
index than the countries mentioned, but worrying is the up-
ward trend in Fig. 4. Of course, the uptrend of this index is 
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Iran is better off in terms of CO2 emissions/population index than the countries mentioned, but 
worrying is the upward trend in Fig. 4. Of course, the uptrend of this index is much more dangerous 
in Saudi Arabia, however, Germany, with its principled management, has been able to downtrend 
this index, too. 
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Fig. 4: CO2 emissions/population index in selected countries (6th to 10th world CO2 emissions rates).

 

Fig. 5: CO2 emissions in different parts of Iran, Canada and Saudi Arabia in 2017 - Data unit: Million tons of CO2 
Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights. 

According to Fig. 5, Iran is better off than Saudi Arabia in terms of CO2 emissions from electricity 
and heat production, but less favourable than Canada. Also, the electrical industries and 
transportation are in the first and second tier of CO2 emissions in Iran. Therefore, considering the 
first category of electrical industries in CO2 emission, this issue should be addressed which is the 
main topic of the present article. 

 
    2COData unit: Million tons of  -in 2017 (with emphasis on the electricity sector) emissions in the Middle East  2CO6: Comparison of Fig.  

Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights. 

According to Fig. 6, Iran emits the highest amount of CO2 in the Middle East and has the highest 
CO2 emissions from electricity and heat production in the region after Saudi Arabia. 

Table 1: The world's first 14 countries in terms of CO2 emissions in the power plant sector in 2017 - Data unit: Million tons of CO2 
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much more dangerous in Saudi Arabia, however, Germany, 
with its principled management, has been able to downtrend 
this index, too.

According to Fig. 5, Iran is better off than Saudi Arabia in 
terms of CO2 emissions from electricity and heat production, 
but less favourable than Canada. Also, the electrical indus-
tries and transportation are in the first and second tier of CO2 
emissions in Iran. Therefore, considering the first category 
of electrical industries in CO2 emission, this issue should 
be addressed which is the main topic of the present article.

According to Fig. 6, Iran emits the highest amount of CO2 
in the Middle East and has the highest CO2 emissions from 
electricity and heat production in the region after Saudi Arabia.

According to Table 1, Iran is ranked 13th in the world 
despite lower relative GDP, with 164 million tons of CO2 
released in 2017. The electricity market is vertically linked 
to other commodities such as fuel (Natural Gas, Diesel 
Fuel, etc.) or CO2 emission permits. Electricity on a large 
scale cannot be stored, so a balance between production and 
consumption on a continuous and moment-by-moment basis 
must be carefully ensured (Moshiri et al. 2018).

The government has tried to replace Natural Gas with 
other fossil fuels due to its ease of use, reduced maintenance 
costs and reduced environmental impact (relative to other 
fossil fuels). Therefore, in Fig. 7, Natural Gas consumption 
in power plants has changed dramatically in the last two 

Table 1: The world’s first 14 countries in terms of CO2 emissions in the power plant sector in 2017 - Data unit: Million tons of CO2.

S.
No.

Country Total CO2 emissions  
from fuel combustion

 CO2 emissions  
from Electricity and heat production

Share of Electricity and heat produc-
tion from CO2 emissions

1 People’s Rep. of China  9 257.9  4 591.3 49.59

2 United States  4 761.3  1 822.8 38.28

3 India  2 161.6  1 100.4 50.91

4 Russian Federation  1 536.9   773.5 50.33

5 Japan  1 132.4   554.9 49.00

6 Korea   600.0   322.1 53.68

7 Germany   718.8   303.9 42.28

8 Saudi Arabia   532.2   246.6 46.33

9 South Africa   421.7   225.5 53.47

10 Indonesia   496.4   195.9 39.46

11 Australia   384.6   191.5 49.79

12 Chinese Taipei   268.9   165.3 61.48

13 Iran   567.1   163.9 28.90

14 Mexico   446.0   153.7 34.47

Reference: IEA. 2019a. CO2 Emissions from Fuel Combustion Highlights.
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According to Table 1, Iran is ranked 13th in the world despite lower relative GDP, with 164 million 
tons of CO2 released in 2017. The electricity market is vertically linked to other commodities such 
as fuel (Natural Gas, Diesel Fuel, etc.) or CO2 emission permits. Electricity on a large scale cannot 
be stored, so a balance between production and consumption on a continuous and moment-by-
moment basis must be carefully ensured (Moshiri et al. 2018). 

 
Fig. 7: Fuel consumption trends in all Iranian power plants, by type of fuel 

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics). 

The government has tried to replace Natural Gas with other fossil fuels due to its ease of use, 
reduced maintenance costs and reduced environmental impact (relative to other fossil fuels). 
Therefore, in Fig. 7, Natural Gas consumption in power plants has changed dramatically in the last 
two decades, reaching 69.4 billion cubic meters in 2017. 
But first, in conditions of shortage of Natural Gas (in the cold months of the year), power plants 
will inevitably use alternative fuels, namely Diesel Fuel for gas and combined cycle power plants, 
and Mazut for steam power plants. Therefore, disconnecting the gas fuel, limiting the 
transportation and storage of liquid fuel, generates restrictions on the operation of the electricity 
grid. The use of fossil fuels instead of Natural Gas also contributes to the spread of malodour and 
severe environmental pollution.  
Second, according to Fig. 6, even the extensive consumption of Natural Gas by Iranian power 
plants has not been favourable and has resulted in very high CO2 emissions. 
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decades, reaching 69.4 billion cubic meters in 2017.

But first, in conditions of shortage of Natural Gas (in 
the cold months of the year), power plants will inevitably 
use alternative fuels, namely Diesel Fuel for gas and 
combined cycle power plants, and Mazut for steam power 
plants. Therefore, disconnecting the gas fuel, limiting 
the transportation and storage of liquid fuel, generates 
restrictions on the operation of the electricity grid. The use 
of fossil fuels instead of Natural Gas also contributes to the 
spread of malodour and severe environmental pollution. 

Second, according to Fig. 6, even the extensive con-
sumption of Natural Gas by Iranian power plants has not 
been favourable and has resulted in very high CO2 emissions.

According to Fig. 8, the share of renewable energy from 
Gross Production of Electricity in the past three decades 
has never exceeded 0.15%, so its role in Iran’s electricity 
production is negligible. The share of hydropower plants in 
electricity production has also fallen from 15% to 5% over the 
same period. The main reason for the decline in the relative 
share of hydropower plants is the slow pace of their increase 
compared to the development of the power plant sector in Iran. 
Electricity production at hydropower plants has increased from 
7 (in 1988) to 15 (in 2017) TWh, and has doubled after thirty 
years. However, total electricity production in the same period 
has more than six times increased from 48 (in 1988) to 308 
(in 2017) TWh. Finally, the Gross Production of Electricity 
in nuclear power plants was zero till 2011 and increased to 
7.5 TWh in 2017. The index of Fundamental Reforms in 
Electricity Production (non-use of fossil fuels in the electricity 
production process), including total share of renewable power, 
hydropower and nuclear power plants in Iran’s gross electricity 
production in 2017 was 7.56%.

According to Table 2, the index of Fundamental Reforms 
in Electricity Production in Iran is very poor compared to 
the 30 sample countries and needs to be revised regularly. 

Highly successful countries in the world, such as Iceland, 
Switzerland, Norway, Sweden and Luxembourg, have 
managed more than 90% of their electricity production from 
non-fossil fuel sources.

Real Government Support for Iran’s Electric Industry

Based on the economic theories of the public sector and in 
accordance with Twomey et al. (2005) and Guler & Gross 
(2005), maximum social welfare and public satisfaction are 
formed in a situation in which the price of each commodity 
is equal to the final cost of its production and in the elec-
tricity industry based on the degree of market concentration 
and competitiveness, one can understand the nature of 
pricing and the degree of competition or monopoly in the 
market. Market competitiveness means reducing the power 
of market drivers to exploit fluctuations, and in this regard, 
especially in the electricity market, monopoly power to set 
disproportionate prices is a major concern of market reg-
ulators. According to Shahidepour et al. (2005), the set of 
intrinsic and non-intrinsic factors such as low elasticity of 
electricity demand, inability to economically store electricity, 
transmission line congestion, delayed return on investment 
in electricity, etc. allow this to happen. According to Tirole 
(2014), due to the lack of competitiveness of many markets, 
government intervention using a variety of methods, such as 
economic regulation, is necessary to bring markets closer to 
full competition. Despite the ongoing privatization process, 
the electric industry in Iran still does not have a competitive 
structure, and the government only protects consumers by 
paying massive subsidies.

According to Table 3, in 2018 China, Iran and Russia 
paid the highest subsidies to the electrical industry at 25, 17 
and 14 real million dollars, respectively, which is 56, 24 and 
38 percent of their total subsidies.

China generally ranked first in the world in subsidies to 
the electricity sector, only temporarily falling to third and 

 
Fig. 8: Trend of Gross Production of Electricity in Iran, By Specifying the Role of Non-Fossil Sectors - Data unit: Million kWh 

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics). 

According to Fig. 8, the share of renewable energy from Gross Production of Electricity in the past 
three decades has never exceeded 0.15%, so its role in Iran's electricity production is negligible. 
The share of hydropower plants in electricity production has also fallen from 15% to 5% over the 
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pace of their increase compared to the development of the power plant sector in Iran. Electricity 
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six times increased from 48 (in 1988) to 308 (in 2017) TWh. Finally, the Gross Production of 
Electricity in nuclear power plants was zero till 2011 and increased to 7.5 TWh in 2017. The index 
of Fundamental Reforms in Electricity Production (non-use of fossil fuels in the electricity 
production process), including total share of renewable power, hydropower and nuclear power 
plants in Iran's gross electricity production in 2017 was 7.56%. 

Table 2: The index of Fundamental Reforms in Electricity Production in Iran compared to 30 countries in 2017 - Data unit: TWh 

Country 
Electricity 
from Fossil 

Fuels 
Hydropower Nuclear 

power 

Electricity 
from Biofuels 

and Waste 
Geothermal Solar, Wind 

and more 

Gross 
production of 

electricity 

Fossil Fuel Share 
in Electricity 

Production (%) 

The index of 
Fundamental Reforms 

in Electricity 
Production (%) 

Iceland 0.0 14.1 - - 5.2 - 19.2 0.18 99.82 

Switzerland 0.9 37.0 20.4 2.9 - 1.7 62.9 1.43 98.57 

Norway 2.7 143.0 - 0.4 - 3.1 149.3 1.81 98.19 

Sweden 2.9 64.6 63.0 12.0 - 17.7 160.2 1.81 98.19 

Luxemburg 0.2 1.4 - 0.3 - 0.3 2.2 9.09 90.91 

France 57.1 54.4 398.4 9.8 - 34.5 554.1 10.30 89.70 

Slovakia 4.6 4.8 15.1 1.5 - 0.7 26.7 17.23 82.77 

New Zealand 7.8 25.0 - 0.6 7.5 2.2 43.1 18.10 81.90 

Finland 13.0 14.8 22.5 12.0 - 5.1 67.4 19.29 80.71 

Canada 131.6 394.5 99.4 14.0 - 34.9 674.4 19.51 80.49 

Austria 15.8 42.6 - 5.5 - 7.5 71.3 22.16 77.84 

Denmark 8.2 - - 6.6 - 15.6 30.4 26.97 73.03 

Belgium 25.6 1.4 42.2 6.8 - 10.2 86.2 29.70 70.30 

Spain 125.3 21.0 58.1 6.8 - 63.7 274.8 45.60 54.40 

England 158.7 8.8 70.3 36.9 - 61.1 335.9 47.25 52.75 

Germany 345.2 26.2 76.3 58.7 0.2 148.4 655.0 52.70 47.30 

Czech Rep. 47.7 3.0 28.3 5.1 - 2.9 87.0 54.83 45.17 

Chile 43.9 22.0 - 5.5 0.1 7.4 79.0 55.57 44.43 

Portugal 34.8 7.5 - 3.6 0.2 13.2 59.3 58.68 41.32 

USA 2660.1 325.1 838.9 78.5 18.1 336.5 4257.2 62.48 37.52 

Italy 185.7 37.9 - 21.8 6.2 43.5 295.1 62.93 37.07 
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Fig. 8: Trend of Gross Production of Electricity in Iran, By Specifying the Role of Non-Fossil Sectors - Data unit: Million kWh.
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Table 2: The index of Fundamental Reforms in Electricity Production in Iran compared to 30 countries in 2017 - Data unit: TWh

Country Electric-
ity from 
Fossil 
Fuels

Hydro-
power

Nuclear 
power

Electricity 
from Bio-
fuels and 
Waste

Geother-
mal

Solar, 
Wind and 
more

Gross 
produc-
tion of 
electricity

Fossil Fuel 
Share in Elec-
tricity Produc-
tion (%)

The index of Fun-
damental Reforms 
in Electricity 
Production (%)

Iceland 0.0 14.1 - - 5.2 - 19.2 0.18 99.82

Switzerland 0.9 37.0 20.4 2.9 - 1.7 62.9 1.43 98.57

Norway 2.7 143.0 - 0.4 - 3.1 149.3 1.81 98.19

Sweden 2.9 64.6 63.0 12.0 - 17.7 160.2 1.81 98.19

Luxemburg 0.2 1.4 - 0.3 - 0.3 2.2 9.09 90.91

France 57.1 54.4 398.4 9.8 - 34.5 554.1 10.30 89.70

Slovakia 4.6 4.8 15.1 1.5 - 0.7 26.7 17.23 82.77

New Zealand 7.8 25.0 - 0.6 7.5 2.2 43.1 18.10 81.90

Finland 13.0 14.8 22.5 12.0 - 5.1 67.4 19.29 80.71

Canada 131.6 394.5 99.4 14.0 - 34.9 674.4 19.51 80.49

Austria 15.8 42.6 - 5.5 - 7.5 71.3 22.16 77.84

Denmark 8.2 - - 6.6 - 15.6 30.4 26.97 73.03

Belgium 25.6 1.4 42.2 6.8 - 10.2 86.2 29.70 70.30

Spain 125.3 21.0 58.1 6.8 - 63.7 274.8 45.60 54.40

England 158.7 8.8 70.3 36.9 - 61.1 335.9 47.25 52.75

Germany 345.2 26.2 76.3 58.7 0.2 148.4 655.0 52.70 47.30

Czech Rep. 47.7 3.0 28.3 5.1 - 2.9 87.0 54.83 45.17

Chile 43.9 22.0 - 5.5 0.1 7.4 79.0 55.57 44.43

Portugal 34.8 7.5 - 3.6 0.2 13.2 59.3 58.68 41.32

USA 2660.1 325.1 838.9 78.5 18.1 336.5 4257.2 62.48 37.52

Italy 185.7 37.9 - 21.8 6.2 43.5 295.1 62.93 37.07

South Korea 390.8 7.0 148.4 8.1 - 11.2 565.5 69.11 30.89

Ireland 21.7 0.9 - 0.9 - 7.5 30.9 70.23 29.77

Turkey 209.2 58.2 - 2.1 6.1 21.6 297.3 70.37 29.63

Greece 44.4 4.1 - 0.8 - 9.5 58.8 75.51 24.49

Japan 838.3 88.3 32.9 34.2 2.5 89.0 1085.2 77.25 22.75

Netherlands 94.1 0.1 3.4 6.3 - 12.8 116.6 80.70 19.30

Mexico 260.2 30.1 10.9 1.6 5.9 10.7 319.5 81.44 18.56

Australia 219.4 16.5 - 3.6 - 20.6 260.2 84.32 15.68

Poland 145.5 3.0 - 6.7 - 15.1 170.3 85.44 14.56

Iran 285.0 15.4 7.5 0.1 - 0.4 308.3 92.44 7.56

Reference: Ministry of Power. 2020. An Overview of Energy Statistics in Iran (30 year energy statistics).

fifth in 2013-2015 and then returning to first. Iran and Russia 
are also ranked second and third in the world, though in the 
three years since China’s decline from first place, Russia 
has taken first place. According to table 4, the six countries 
mentioned have always been at the top of the list of subsidies 
to the electrical industry in the world.

According to Fig. 9, Iran is always among the first 
countries in the world in terms of subsidies to the electricity 
industry.

According to Fig. 10, from 2010 to 2013 China and from 
2013 onwards Mexico has devoted the largest share of its 
subsidies to the electricity industry. Despite Iran’s second 
rank in terms of subsidies to the electricity industry, the rel-
ative share of electricity industry subsidies in Iran is far less 
than the six above-mentioned countries, which is illustrated 
in Figs. 11 and 12.

Due to the abundance of Natural Gas in Iran, and 
according to Fig. 11, the share of Natural Gas far exceeds the 
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Table 3: Top 10 Countries Paying Most Subsidies for Electricity in 2018.

N. Country 2010 2011 2012 2013 2014 2015 2016 2017 2018

The top 10 countries in the world are the largest subsidies for the electricity sector - Unit: Real 2018 million USD

1 China 31,617 33,600 24,943 14,453 11,151 7,062 28,196 22,624 24,857

2 Iran 12,978 12,985 17,917 15,425 15,006 12,791 4,963 14,419 16,587

3 Russia 17,228 15,835 16,748 16,737 17,064 16,561 21,641 9,442 14,334

4 Mexico 6,924 5,778 5,911 5,769 5,164 6,786 10,093 11,685 13,502

5 Saudi Arabia 15,204 14,353 14,827 14,138 13,609 13,536 10,701 10,975 12,793

6 Egypt 2,677 3,974 4,353 4,623 3,806 3,682 3,443 8,131 12,137

7 Indonesia 6,418 7,681 7,574 8,712 13,516 8,656 11,549 5,387 7,330

8 Venezuela 2,147 1,587 2,557 6,808 4,546 2,506 2,087 4,667 6,512

9 India 2,992 4,053 3,237 5,471 3,540 2,750 2,614 0 4,351

10 South Africa 0 0 0 0 0 2,684 6,014 5,324 4,158

The top 10 countries in the world are the largest subsidies for the electricity sector - Unit: Percentage

1 China 72 73 66 49 43 35 64 56 56

2 Iran 18 23 19 18 19 25 16 30 24

3 Russia 54 48 51 51 51 48 65 44 38

4 Mexico 42 23 24 40 66 100 93 99 99

5 Saudi Arabia 26 21 20 20 20 24 27 25 29

6 Egypt 18 19 21 22 23 35 43 42 46

7 Indonesia 35 28 21 26 36 47 63 29 23

8 Venezuela 16 12 14 24 17 24 28 30 32

9 India 13 10 7 12 10 14 17 0 17

10 South Africa - - - - - 100 100 100 100

Reference: IEA. 2019b. Fossil-Fuel Subsidies Report.

Table 4: Top 6 countries in the world in terms of subsidies paid to the electricity industry in the last decade.

Country 2010 2011 2012 2013 2014 2015 2016 2017 2018

China 1 1 1 3 5 5 1 1 1

Iran 4 4 2 2 2 3 7 2 2

Russia 2 2 3 1 1 1 2 5 3

Mexico 5 7 7 7 7 6 5 3 4

Saudi Arabia 3 3 4 4 3 2 4 4 5

Indonesia 6 5 5 5 4 4 3 7 7

Reference: IEA. 2019b. Fossil-Fuel Subsidies Report.

10 South Africa 0 0 0 0 0 2,684 6,014 5,324 4,158 

The top 10 countries in the world are the largest subsidies for the electricity sector - Unit: Percentage 

1 China 72 73 66 49 43 35 64 56 56 

2 Iran 18 23 19 18 19 25 16 30 24 

3 Russia 54 48 51 51 51 48 65 44 38 

4 Mexico 42 23 24 40 66 100 93 99 99 

5 Saudi Arabia 26 21 20 20 20 24 27 25 29 
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According to Table 3, in 2018 China, Iran and Russia paid the highest subsidies to the electrical 
industry at 25, 17 and 14 real million dollars, respectively, which is 56, 24 and 38 percent of their 
total subsidies. 
 
 

Table 4: Top 6 countries in the world in terms of subsidies paid to the electricity industry in the last decade. 
Country 2010 2011 2012 2013 2014 2015 2016 2017 2018 

China 1 1 1 3 5 5 1 1 1 

Iran 4 4 2 2 2 3 7 2 2 

Russia 2 2 3 1 1 1 2 5 3 

Mexico 5 7 7 7 7 6 5 3 4 

Saudi Arabia 3 3 4 4 3 2 4 4 5 

Indonesia 6 5 5 5 4 4 3 7 7 

Reference: IEA. 2019b. Fossil-Fuel Subsidies Report. 

China generally ranked first in the world in subsidies to the electricity sector, only temporarily 
falling to third and fifth in 2013-2015 and then returning to first. Iran and Russia are also ranked 
second and third in the world, though in the three years since China's decline from first place, 
Russia has taken first place. According to table 4, the six countries mentioned have always been 
at the top of the list of subsidies to the electrical industry in the world. 

 
Fig. 9: The trend of subsidies paid to the electric industry in the first 6 countries - Data unit: Real 2018 million USD 
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Fig. 9: The trend of subsidies paid to the electric industry in the first 6 countries - Data unit: Real 2018 million USD.
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global average of subsidies paid, and the relative share of the 
oil and electricity sectors is lower than the global average.

According to Fig. 12, the electricity industry is the lowest 
in terms of subsidies compared to the gas and oil sectors. 
Thus, much more support for the two gas (Natural Gas) 
and oil (Diesel Fuel, Mazut and other fuels) sectors, that 
supply most of the power plant’s fuel, indirectly affects the 
electricity industry. Obviously, the sum of direct and indirect 
subsidies constitutes the actual amount of subsidies to the 
electricity industry, and under such widespread subsidies, 
the supply and demand mechanisms in this industry will 
undoubtedly be ineffective and economic theories will lose 

their effectiveness. A rapid increase in energy consumption, 
acceleration of environmental pollution, desire to smuggle 
energy from Iran to neighbouring countries, decreasing 
industrial and economic efficiency and imposing the burden 
of energy subsidies on the government budget were among 
the most significant adverse effects on the Iran economy 
resulting from the pricing of energy carriers at a much 
lower level than the world price. Therefore, the first step in 
reforming the pattern of energy consumption, and especially 
electricity, is to gradually reduce the amount of direct and 
indirect subsidies to the industry. In order to realize the 
supply and demand mechanisms in this industry, efficiency 

Reference: IEA. 2019b. Fossil-Fuel Subsidies Report. 

According to Fig. 9, Iran is always among the first countries in the world in terms of subsidies to 
the electricity industry. 
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Due to the abundance of Natural Gas in Iran, and according to Fig. 11, the share of Natural Gas 
far exceeds the global average of subsidies paid, and the relative share of the oil and electricity 
sectors is lower than the global average. 
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and maximum prosperity in the electricity industry will be 
established according to economic theories.

Social Indicators of Energy Abuse in Iran

The unrealistic prices of electricity produced and the fuels 
consumed in power plants have an adverse effect on the so-
cial indicators that are analysed below. The energy intensity 
index (or TPES per GDP) is calculated by dividing the total 
primary energy consumption index by GDP, which is the 
inverse of energy efficiency. The carbon intensity index is 
also calculated by dividing CO2 emissions by total primary 
energy consumption.

According to Fig. 13, the carbon intensity index over the 
50-year period has been relatively low fluctuating. Carbon  
intensity has changed from 95 (in 1971) to 88 (in 2017), 
Iran’s GDP per population has been on a steady upward 
trend since 1981, and energy intensity has also increased 
substantially.

According to Fig. 14, the energy intensity index for 
Germany, USA and France, as well as for the world average, 

has been declining, which means a tangible increase in 
energy efficiency in the world and advanced economies. At 
the same time, the energy intensity for the Iranian economy 
over the past 50 years has been quite reversed with global 
developments and unfortunately has always increased.

According to Fig. 15, the carbon intensity index for elec-
tricity consumption, despite relative fluctuations, has changed 
from 72.1 (in 2005) to 71.7 (in 2017), which is insignificant.

According to Fig. 16, the energy intensity index for 
electricity consumption, similar to the energy intensity index, 
has an upward trend, which means the continued decline in 
electrical energy efficiency in Iran. (While reducing overall 
energy efficiency) This indicates the need for urgent funda-
mental reform.

ANALYZING THE SUCCESSFUL EXPERIENCES 
OF ELECTRICITY PRICE REFORM IN THE 
WORLD

The strategic role of energy carriers in economic and 

According to Fig. 12, the electricity industry is the lowest in terms of subsidies compared to the 
gas and oil sectors. Thus, much more support for the two gas (Natural Gas) and oil (Diesel Fuel, 
Mazut and other fuels) sectors, that supply most of the power plant's fuel, indirectly affects the 
electricity industry. Obviously, the sum of direct and indirect subsidies constitutes the actual 
amount of subsidies to the electricity industry, and under such widespread subsidies, the supply 
and demand mechanisms in this industry will undoubtedly be ineffective and economic theories 
will lose their effectiveness. A rapid increase in energy consumption, acceleration of 
environmental pollution, desire to smuggle energy from Iran to neighbouring countries, decreasing 
industrial and economic efficiency and imposing the burden of energy subsidies on the government 
budget were among the most significant adverse effects on the Iran economy resulting from the 
pricing of energy carriers at a much lower level than the world price. Therefore, the first step in 
reforming the pattern of energy consumption, and especially electricity, is to gradually reduce the 
amount of direct and indirect subsidies to the industry. In order to realize the supply and demand 
mechanisms in this industry, efficiency and maximum prosperity in the electricity industry will be 
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The unrealistic prices of electricity produced and the fuels consumed in power plants have an 
adverse effect on the social indicators that are analysed below. The energy intensity index (or 
TPES per GDP) is calculated by dividing the total primary energy consumption index by GDP, 
which is the inverse of energy efficiency. The carbon intensity index is also calculated by dividing 
CO2 emissions by total primary energy consumption. 
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social development has made the energy sector one of the 
main focal points for subsidies. However, contrary to the 
original objectives, the granting of subsidies has imposed 
enormous social, economic and environmental costs on 
communities, some of which have only been mentioned. 
Under the 2015 Paris Global Agreement, governments, using 
funds derived from the reduction of energy subsidies, must 
lay the groundwork for massive investment in renewable 
energy and also reduce fossil fuel consumption by setting 
targeted guidelines and laws (Merrill et al. 2017). A review 
of the global experience of reforming energy subsidies in 28 
countries suggests that obstacles to reform, such as lack of 
sufficient information on the actual volume of subsidies, lack 
of government credibility, concerns about the adverse effects 
of subsidies removal on poor households, contradictions with 
the interests of groups benefiting from the current situation, 
as well as the reverse effects of removing subsidies on 
inflation, international competition and domestic energy 
price fluctuations and so on, make the implementation of the 
reform program costly and challenging in many countries 
(Amirkhanlo 2018). The results of electricity subsidy reform 
in different countries are summarized in Table 5.

According to reports from the IMF (2013), Coady et 
al. (2016), Krane (2018) and the IEA (2019b), the strategy 

of adjusting subsidies for the electricity industry may vary 
depending on the circumstances of each country, but there 
are four key components to the success of electricity industry 
reform as a result of the above mentioned studies:

Design a Comprehensive Strategy for Reform

Successful reform always has a clear, long-term reform 
strategy that leads to increased efficiency in energy con-
sumption and supply. There is a strong inverse relationship 
between the volume of subsidies and the quality of services, 
reflecting the diminishing effect of subsidies on investment 
in the sector. People are often reluctant to pay higher prices 
until the quality improves. Reforms in this sector should 
not only seek to increase access and quality of services but 
should also eliminate operational inefficiencies (such as high 
distribution losses and improper collection of bills). Having 
a comprehensive and long-term plan is the main reason for 
the success of reducing electricity subsidies in Armenia, 
Brazil and Kenya.

Keep up with the Gradual Increase in Prices

In the IMF’s comparative studies, the average time required 
for a reform to succeed is 5 years on average, and generally, 
the gradual increase in prices depends on the political and  
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social conditions, the financial position, the social security 
and insurance system, and so on. According to the experi-
ences of Mauritania 2008 and Nigeria 2012, the sharp rise 
in prices can be a serious obstacle to reform. In 7 of the 
28 cases under study (such as Brazil and Peru), they used 
the price step-up approach in the electricity industry and 
initially for high-end subscribers in residential, commercial 
and public services. 

Adopt Political Measures in Line with Reforms

Targeted measures to mitigate the effect of rising prices on 
the poor to win public support are crucial in reforming sub-
sidies. Cash payments to offset the costs of subsidy reform 
can be limited to the consumption of the poorest sections 
of society and conserve government funds because poor 
families typically consume less energy than rich families. 
In Armenia, Brazil, Kenya and Uganda, electricity tariffs 
were kept constant to the minimum level of consumption, 
but for high consumption levels, tariffs increased. In the 
Philippines, very poor families were also subsidized for 
electricity consumption.

Remove Policy from Price Mechanism 

Automated mechanisms are generally used to eliminate 
non-market energy pricing and reduce the adverse effects 
of reform. In South Africa, the Philippines and Turkey, the 
most detailed information about this mechanism and its 
implementation, through government and media policies, 
has been reported. However, in some cases, the adoption of 
such mechanisms has failed due to the significant transfer 
of international prices to consumers.

In order to prevent a sharp rise in domestic prices, the 
main point in the failure of reforms sustainability, a price-

adjusting rule with an automated pricing mechanism can 
be used. Adjustment mechanisms, if backed by appropriate 
macroeconomic policies, can stave off inflationary 
expectations and gradually offset the effects of sharp 
increases in international prices and exchange rates to 
domestic prices to drastically reduce the likelihood of prices 
returning to the pre-reform period.

DISCUSSION AND CONCLUSION

Current patterns of energy production and use, while 
contributing to economic growth, are also a threat to 
environmental sustainability, health, and well-being of 
present and future generations. Therefore, paying attention to 
environmental impacts in economic activities is an important 
necessity (Sajadifar et al. 2016). In the not too distant future, 
the world will face two major crises of environmental pollution 
from fossil fuel combustion and increasing acceleration to 
complete these resources. Two strategies: diversifying the 
energy supply system and energy consumption management, 
are the main solutions (Barimani et al. 2018).

Necessity of Reforming Electricity Generation 
Pattern Through Revision of Production Process and 
Reduction of Fossil Fuel Consumption

The results of this study indicate that due to the low volatility 
of carbon intensity index during 47 years and carbon 
intensity index for electricity consumption during 13 years, 
no significant changes in the energy production process 
and especially electricity in Iran have been done. Due to 
the massive consumption of fossil fuels in power plants, 
the externality costs of power generation has increased 
significantly. The use of strategies adopted in developed 
countries, to account for the externality costs on the price of 

Table 5: Summary and results of reforming electricity subsidies in different countries in the world.

Country Reform episode Reform out-
come

Reform impact IMF-Supported 
Program during the 
reform episode

Conditionality 
on energy  
subsidy reform

Armenia Mid-1990s Successful The electricity sector financial deficit declined from 
22 percent of GDP in 1994 to zero after 2004

Yes Yes

Turkey 1980s Successful Generated additional revenues for maintenance Yes Yes

Philip-
pines

2001 Successful Subsidies declined from 1.5 percent of GDP in 
2004 to zero in 2006

No -

Brazil 1993-2003 Successful 0.7 percent of GDP Yes Yes

Mexico 1999/2001/2002 Unsuccessful not applicable Yes No

Kenya Mid-1990s Successful Subsidies declined from 1.5 percent of GDP in 
2001 to zero in 2008

Yes Yes

Uganda 1999 Successful 2.1 percent of GDP Yes Yes

Reference: IMF. 2013. Case studies on energy subsidy reform: lessons and implications.
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electricity, will certainly justify the production of electricity 
from renewable sources in Iran. On the other hand, the long 
construction time of electricity projects and their dependence 
on the economy has necessitated planning for the future of 
the electricity grid in order to meet timely and economical 
electricity demand. Under Article 50 of the Sixth Economic 
Development Plan of Iran, the government is required to 
raise the share of renewable and clean power plants, with the 
priority of investing in the non-governmental sector and with 
maximum internal capacity utilization, to at least 5% of the 
country’s electricity capacity by the end of the program. But 
there are actually numerous problems in operating it. Analysis 
of Iran’s electricity industry data shows that electricity 
generation from renewable sources (wind, solar, biogas and 
thermal recycling) in Iran has always been negligible (and 
increased to 476.9 MW in 2017, which is only 0.6% of the 
country’s total power capacity), and even after privatization 
and a number of reforms, the index of fundamental reforms 
in electricity production in 2017 has grown to only 7.6%, 
which can be worrying. However, in highly successful 
countries such as Iceland, Switzerland, Norway, Sweden and 
Luxembourg, over 90% of electricity production comes from 
sources other than fossil fuels. Hydropower plants in these 
countries have the highest electricity production and, after 
hydropower, each of these countries has invested heavily 
in one or some renewable resources to suit their needs. 
Hydropower plants (due to power generation through dam 
construction, flood control, agricultural and potable water 
supply, reduced fuel consumption, environmental pollution, 
ease of use, poor domestic consumption, quick stop and 
start, grid frequency control, poor maintenance cost and 
easier power plant construction) are the most favoured and, 
for these reasons, the dominant part of successful countries. 
Iran’s hydropower capacity has increased by 372 MW in 
2017, and it is planned to increase 1313 MW to hydropower 
plants by 2022. However, the share of hydropower plants 
in electricity production has actually been declining for the 
last three decades. Comparison of the index of fundamental 
reforms in electricity production with 30 sample countries 
as well as the results of Razini et al. (2011), Sajadifar et al. 
(2016) and Kachoi & Amidpour (2016) studies, the necessity 
of revising the process of electricity generation and reduction 
of fossil fuel consumption can be confirmed and emphasized. 
The use of alternative (renewable) energy sources, while 
reducing dependence on an energy carrier and diversifying 
the energy supply system, has both the advantages of energy 
saving and the reduction of energy pollution.

Necessity of Reforming the Pattern of Electricity 
Consumption Through Price Management and 
Targeted Reduction of Subsidies

Electricity has been one of the strategic inputs of production 
in any country whose long-term growth depends on the abil-
ity of power plants to supply electricity efficiently. Paying 
large direct and indirect subsidies to Iran’s power industry, 
while reducing tangible efficiency, makes fuel power plants 
enter the process of production at an unrealistic and lower 
price as well as makes electricity available to the end con-
sumer at a lower price than the actual level. As such, large 
industries and power producers have no economic incentive 
to invest and plan to save on fossil fuel or electricity as feed. 
The only significant and applicable government policy is the 
extensive effort to replace Natural Gas with other fossil fuels 
as shown in Fig. 7. Finally, the end user of electricity in all 
sectors, given the fact that it receives electricity far below 
its actual cost, has no incentive to invest and use modern 
technology to reduce electricity consumption. According to 
Kiani et al. (2017), the main problem of the government, in 
general, is the unwillingness of the people to pay the extra 
costs due to the replacement of renewable energies with 
other energies and even the lack of optimal participation in 
the implementation of government programs in this regard. 
Paying for subsidies makes it even worse that, unfortunately, 
in 2018, Iran has paid the most subsidies in the world.

The study of the energy intensity and energy intensity 
for electricity consumption and their undesirable trend in 
Iran can indicate worrisome in the area of socio-economic 
effects of abuse and increase inefficiency for both energy and 
electricity. The energy intensity in Iran, with a continuous 
upward trend, has risen from about 24 (in 1971) to a very 
alarming 157 (in 2017). However, the steady decline in this 
index over the same period for average world economy and 
developed countries indicates the degree of deterioration 
and the need for quick corrective action. According to Asadi 
et al. (2016), lower fuel prices of power plants and lower 
electricity prices have led to uneconomic and relatively 
higher electricity consumption, which means the need for 
higher electricity generation and imposing heavy subsidy 
costs on the government. And given that the electricity gen-
eration process is also based on the wider use of fossil fuels, 
more use of fossil fuels means imposing a second subsidy 
pressure on the state (imposing more subsidies on gas and 
oil sectors as indirect subsidies for the electricity industry) 
and creating wider pollution due to the greater use of fossil 
fuels. Therefore, this is contrary to the goals of sustainable 
development. This issue, along with Iran’s unfavourable 
global rank in providing large subsidies, the increasing 
trend of energy intensity and CO2 emissions in Iran and the 
results of studies by Majdzadeh Tabatabaei et al. (2016) 
and Gholipour Khatir et al. (2018), emphasizes the need to 
accelerate the implementation of reforms in the subsidies and 
the pattern of energy consumption (particularly electricity). 
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Implementation of electricity consumption management, 
by promoting energy efficiency, guarantees optimum and 
economical utilization of it and will lead to the reduction of 
energy pollution in Iran.

POLICY SUGGESTIONS

The need to create efficiency and increase productivity in 
the energy consumption pattern and its production process 
concurrently is of particular importance in order to achieve 
sustainable development, and the following suggestions 
should be taken seriously:

 1. Reducing subsidies in the electricity sector alone cannot 
be effective, because power plants get fuel from both 
gas and oil derivatives sectors, which have much more 
subsidies. Therefore, the reduction of subsidies in the 
form of a comprehensive plan will be formulated in all 
three sections and special attention will be paid to the 
links between these three sections. The government’s 
policy of late 2019 to begin lowering the subsidy on 
Gasoline alone may not be optimal, as reforming the 
price of one energy carrier will cause double disruption 
of market mechanism and investment to replace other 
(relatively cheap) energy carriers.

 2. Heavy investment in sustainable development by the 
government is crucial. Worryingly, the inefficient use 
of the revenue generated by the reduction of subsidies 
and the use of this revenue to cover current expenditures 
and the government’s budget deficit cannot be effective 
at all. For example, the production of hybrid cars alone 
cannot mean less Gasoline and Diesel Fuel consump-
tion, but also according to Merrill et al. (2017), heavy 
infrastructure investment such as the creation of a major 
hybrid vehicle manufacturing structure, the creation 
of car charging stations, the transfer of transportation 
system from fossil fuel consumption to electricity, and 
several important incentive investments and policies 
should be made by the government.

 3. Due to the heavy cost of building renewable power 
plants and the study of Kiani et al. (2017) on the neces-
sity of government action in this regard, while reducing 
subsidies, resources should be utilized to improve the 
electricity generation process. In the absence of this 
improvement, all policies in the area of sustainable 
development can lead to failure. In the example above: 
by investing heavily in hybrid cars and transferring 
their fuel from fossil fuels to electricity, the direct 
consumption of fossil fuels in cars and transportation 
system will decrease and electricity consumption will 
increase sharply. However, if the electricity generation 
process continues to be associated with greater use of 

fossil fuels, there will again be an increase in the use of 
fossil fuels to generate more electricity. This phenom-
enon means getting caught in a vicious cycle.

 4. The second strategic solution for the heavy cost of 
transferring the electricity generation process from fossil 
fuels to renewables is to exploit the potential in hydro-
power. Unfortunately, unlike the successful experiences 
in developed countries, the share of hydropower plants 
in electricity production in Iran has been declining, 
which can be clearly deduced by comparing the index 
of fundamental reforms in electricity production with 
the 30 countries in Table 2. Accordingly, the govern-
ment should formulate an efficient plan to increase the 
tangible utilization of hydropower plants and build new 
ones.

 5. Given the unsuccessful implementation of the subsidy 
reform plan in Iran in the last decade and the recent 
government planning to re-enforce it, it is crucial to 
take advantage of successful countries’ experience in 
reforming the electricity industry and paying attention 
to the four key components mentioned. Cross-section-
al increasing energy prices (motivated by price gaps 
between home and abroad) may not be an efficient 
activity, because, according to some countries’ expe-
riences, after a while and for various reasons, subsidies 
generally return to pre-reform conditions. Therefore the 
implementation of the price-adjusting rule, along with the 
automated pricing mechanism and the specific role of the 
government in the remote control of this mechanism, is of 
particular importance in ensuring the success of energy 
price reform. This should definitely be used in Iran.
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ABSTRACT

The insecticidal activity of the Diatomaceous Earth (DE) of Sig was assessed against the Dermestes 
haemorrhoidalis, which is the main pest affecting wheat stored in Blida, a central region of Algeria 
and one of the four cereal regions managed by the Algerian Inter-branch Cereals Office (AICO). The 
formulation was tested at two different doses: 500 and 1000 ppm against adults of the species. The 
bioassays were carried out in 1-litre glass jars containing soft wheat with an average moisture content 
of 60% mixed with diatomaceous earth and maintained at 27°C and 70% of humidity. The effectiveness 
of the treatment was assessed by recording adult mortality after 2, 7 and 14 days. Sig’s diatomite 
showed significant insecticidal activity against Dermestes haemorrhoidalis after only two days of 
treatment with both doses 500 and 1000 ppm. After 14 days, average mortality was more than 95% 
even at 500 ppm. Furthermore, electron microscopy of the diatomite particle from Sig (Algeria) reveals 
the architecture of the frustule.  It shows a porous and brittle siliceous shell made largely of diatomite 
“skeletons”. This research work allowed getting insights into the mechanism of action of diatomite on 
the Dermestes haemorrhoidalis. On the other hand, the identification of diatomite of Sig was performed 
by X-ray diffraction and infrared.   

INTRODUCTION

Chemical pesticides are widely used around the world. Their 
negative impact on animal and plant health has been widely 
highlighted in the literature (Testud & Grillet 2007, Hazarika 
2011, Ghorab & Khalil 2016, Richardson et al. 2019). 
Metabolites from carbamates and phosphines, which are 
toxic substances, persist in nature in large quantities (Meiniel 
1977, Steeve 2013, Lotti & Moritto 2005, Martin-Reina et 
al. 2017). The control of insects that destroy stored food 
still relies on chemicals, but following the growing concerns 
regarding the issue, a renewed interest in Diatomaceous 
Earth (DE) has been shown in recent years in the field of 
applied sciences (Ebadollahi & Sadeghi 2018, Athanassiou 
et al. 2016). This is particularly the case for the disinfection 
of premises and protection of stored food (Banks & Fields 
1995, Bridgeman 1998, Desmarchelier et al. 1992, Korunić 
et al. 2016). Indeed, DE has long been used to protect the 
stored grain. These fossils give, after extraction, crushing and 
grinding, a fine powder primarily composed of amorphous 
silicon dioxide (SiO2) with a small amount of aluminium, 
iron, magnesium, CaO and sodium oxide. The highly porous, 

inert and sharp architecture of the frustules of the DE is used 
for its abrasive and desiccating properties (Quarles & Winn 
1996, Korunić et al. 2016).

The insecticidal activity of DE is essentially attributed 
to dehydration of the insect provoked by damage to the 
cuticle layers of the integument. The DE particles are 
trapped on the insect’s body and absorb lipids in the waxy 
layer of the epicuticle causing degradation of the exoskeleton 
(Ebeling 1971, Korunić et al. 2016, Mewis & Ulrichs 2001). 

However, insecticidal efficiency depends significantly 
upon the physical, chemical and morphological characteris-
tics of the diatomite species in DE (Korunić et al. 2016, Rojht 
et al. 2010) and particle size (Korunić 2013, Subramanyam 
& Roesli 2000). It also depends upon the resistance of the 
host insects (Aoues et al. 2017). 

The use of DE to control food pests offers a number of 
advantages: it does not leave chemical residues, has low 
toxicity, is inexpensive and can be easily disposed (Korunić 
et al. 2016). DE has been used to treat wheat contaminated 
with C. ferrugineus. It has also been used for the elimination 
of Sitophilus oryzae and red flour beetle Tribolium castaneum 
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Herbst from rice and wheat (Korunic et al. 2016). 

The objective of this paper is to describe the physico-
chemical analysis of Sig’s DE and to carry out a preliminary 
test regarding pest control potential on food pests under 
natural storage conditions in the hot and humid region of 
Blida, Algeria.

MATERIALS AND METHODS

Preparation of the Samples

The diatomite used in this work is a raw Algerian white 
diatomite from the National Company of Mining Products 
Non-Ferrous and Useful Substances (ENOF) deposit located 
at 5 Kms from southeast of the city of Sig in the Wilaya 
(province) of Mascara, hereafter referred to as diatomite of 
Sig (DTS). The collected diatomite samples were crushed 
and dried, ground as finely as possible and sieved to a particle 
size less than 63 µm. The obtained products were subject to 
physicochemical, spectroscopic and structural characteriza-
tion, and used in all the experiments.

White grains used in the experiments were first sieved 
to remove impurities and then stored hermetically in glass 
jars at room temperature.

An experimental unit consisted of a glass jar contain-
ing 1 kg of soft wheat, to which DTS powder was added 
and then carefully hand-mixed. Fifty (50) adult insects  

(Dermestes haemorrhoidalis), Dermestidae family and  
Beetles order, 2 weeks old on average, was introduced 
into the jar. The same procedure was followed for each  
concentration of DTS with an interval of 2, 7 and 14 days 
of exposure.

An additional jar containing untreated wheat was used 
(as control sample) for each series of tests. Three treated 
samples: 500 ppm, 1000 ppm and control (untreated) 
were used for each time interval. After 2, 7 and 14 days 
of exposure, the contents of the jars were screened, living 
and dead insects were collected and counted. Mortality is 
expressed as a percentage of adult deaths out of the total 
number of beetles found in each jar. The experiments were 
carried out from May to July 2019.

The Dermestes haemorrhoidalis adults used for the 
experiments were obtained from a wheat stock in the region 
of Blida. The insects were kept under the same infestation 
conditions at a temperature of 25 ± 1 °C and relative humidity 
(RH) of %60 on average. Identification of the pest was carried 
out using a key developed by Oleobel and Tran, (1993). The 
species are stored food beetles: black beetle of the pantry 
(Dermestes haemorrhoidalis) (Fig. 1). 

Characterization of DTS 

The X-ray diffraction (XRD) analysis of the DTS powder 
was carried out using a BRUKER D8 ADVANCE Eco, 

5 
 

 

Fig. 1: SEM observation of untreated Dermestes haemorrhoidalis, A, C and E: dorsal 

side, B and D: ventral side, F: Dorsolateral face showing cuticular thoracic depressions 

surrounding the sensory bristles. 

Characterization of DTS  

The X-ray diffraction (XRD) analysis of the DTS powder was carried out using a 

BRUKER D8 ADVANCE Eco, equipped with a Cu anticathode (λ= 1.5418 Å) generating 

a power of 40 mA, 45 KV and mode 2 THETA, scanning area [3.0001- 89.999482°], a 

step of 0.020171°, time per step: 0.5 s. Software for the acquisition and processing of data 

are respectively: Data Collector and High Score Plus of PANalytical. 

To study the thermal properties of DTS, samples of (2 mg) were measured using the 

SeikoSSC5200 thermal analyser (model 220 TG/DTA) at heating and flow rates of 10-50 

Fig. 1: SEM observation of untreated Dermestes haemorrhoidalis, A, C and E: dorsal side, B and D: ventral side, F: Dorsolateral face showing  
cuticular thoracic depressions surrounding the sensory bristles.
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is ~ 12 µm (Fig. 4), with a specific surface area of 1.61 
m2/g. the average particle diameter is in the range 3,802 -  
34,674 µm; similar results were obtained by Fragoulis et al. 
(2005) where they found a diameter < 30 µm.

The elemental composition of DTS was obtained by 
X-ray Fluorescence (XRF); the fire loss is 7.4% and the 
moisture content is 2.5%. Results of the chemical analysis 
of the material (Table 1) show that the diatomite is largely 
made up of silica, CaO and aluminium oxide. Other elements 
are present but in much smaller amounts.

Fourier Transform Infrared Spectroscopy (FTIR) analysis 
of DTS (Fig. 5) shows the main absorption bands of our un-
treated diatomite are in agreement with the literature (Yuan 
et al. 2004, Caliskan et al. 2011).  Indeed, the wide band in 
the wave number range 3100 - 3500 cm-1 characterizes the 
vibration of the OH group of water contained in the DTS, 
as well as the Si-OH group, which are observed at 3690 and 
3614 cm-1, OH and Si-OH, respectively. The weak vibration 
at 3600 cm-1 indicates the presence of unbound water, i.e. 
free OH. On the other hand, water deformation appears at 
1640 cm-1 (Yuan et al. 2004) while vibrations centred at 
1440, 875 and 712 cm-1 indicate CO2 deformation (Yuan et 
al. 2004, Caliskan et al. 2011). The characteristic peaks of 
the skeleton (Si - O - Si) are located at 1073 and 997 cm-1 
(Caliskan et al. 2011). The band centred at 874 cm-1 corre-
sponds to the elongation vibration of the silanol group (Si-O). 
The peaks at 798 and 713 cm-1 are due to Si-O-H vibrations. 
The absorption peak around 570 cm-1 can be assigned to the 
deformation vibration of the entity Si-O-Si. The intense band 
at 460 cm-1 is relative to the angular vibration of (Si - O - Al) 
and /or (Si - O - Si) (Caliskan et al. 2011).

Results of the simultaneous thermogravimetric analysis 
(TGA) and differential scanning calorimetry (DSC) analysis 
of the DTS are shown in Fig. 6. The evolution of diatomite in 

equipped with a Cu anticathode ( = 1.5418 Å) generating 
a power of 40 mA, 45 KV and mode 2 THETA, scanning 
area [3.0001- 89.999482°], a step of 0.020171°, time per 
step: 0.5 s. Software for the acquisition and processing of 
data are respectively: Data Collector and High Score Plus 
of PANalytical.

To study the thermal properties of DTS, samples of 
(2 mg) were measured using the SeikoSSC5200 thermal 
analyser (model 220 TG/DTA) at heating and flow rates of 
10-50°C/min and 100 mL/min, respectively. Analysis and 
data processing software are TA Instrument Explorer and 
TA Universal Analysis, respectively.

DTS grain scanning electron microscopy was performed 
with a Quanta 250 from FEI and a tungsten filament as an 
electron source. 

The infrared absorption spectra were plotted with a 
BRUKER Alpha type device; the analysis was done in ATR 
mode with a resolution of 2 cm-1 for 24 scans.

The elementary analysis of DTS was carried out with 
Rigaku ZSX Primus II X-ray Fluorescence Spectrometer, 
elementary coverage: 4Be à 92U. Closing window, Rh-anode, 
3 kW or 4 kW, 60 kV. Primary X-ray filter: Al25, Al125, 
Ni40 and Ni400. Heavy Element Detector: Scintillation 
Counter (SC).

The volumetric distribution of DTS was assessed by 
laser granulometry using MALVERN MATERSIZER 2000 
granulometer equipped with Scirocco as a dry dispersion 
accessory; sensitivity normal, absorption 0.1 and obscura-
tion 5,68%.

Statistical Analysis 

ANOVA was used to evaluate the treatment and exposure 
time of DTS on mortality of Dermestes haemorrhoidalis. 
The results are presented as mortality percentage of 
Dermestes haemorrhoidalis at 500 ppm and 1000 ppm of 
DTS, respectively and the exposure time of 2, 7 and 14 days 
respectively.

RESULTS AND DISCUSSION 

Phase quantification of DTS by XRD analysis was 
conducted using MAUD software as illustrated in Fig. 2. 
DTS powder consists of amorphous and crystalline phases. 
The main constituents of crystalline phases are CaCO3, SiO2, 
Al2O3, Fe2O3 on the MAUD database records. The results 
agree with the result obtained by Pokorný et al. (2017).

The SEM of DTS (Fig. 3) shows the pores and the 
cylindrical and/or disc form of this powder. The average size 
of the diatomite particles determined by laser granulometry 
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Fig. 3: SEM observation of the diatomite of Sig (DTS) at different magnifications. 
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Table 1: Chemical composition of diatomite of Sig. 

Constituent and weight %

CO2 Na2O MgO Al2O3 SiO2 P2O5 SO3 K2O CaO TiO2

9.40 0.26 1.27 3.87 64.08 0.16 0.08 0.89 17.64 0.26

Constituent and weight %

MnO Fe2O3 NiO ZnO Rb2O SrO ZrO2 Cl

0.01 1.77 0.01 0.01 0.01 0.05 0.01 0.15

the TGA agrees well with the literature (Meradi et al. 2015, 
Mendioroz et al. 1989). The DTS placed on the balance 

at 15°C with a step of 10°C/min. The spectrum (Fig. 6 A) 
shows a mass loss of 3.31% between 100 and 200°C; water 
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vapours that escape, represent humidity. The mass loss of 
16% between 300 and 700°C corresponds to the decompo-
sition of the organic material and the dehydroxylation of the 
silanol group. The organic material results primarily from 
the impurity content of the deposit produced by chemical 
precipitation, atmospheric contact and environmental condi-
tions, as well as from amorphous silica, the main constituent 
of diatomite. Metal oxides, clays, carbonates may also be 
present (Mendioroz et al. 1989). The literature also reports 
the phenomenon attributed to the dehydroxylation of calcium 
hydroxide (Benkacem et al. 2016).  

As can be seen from the DST results (Fig. 6 B), the 
first endothermic peak at 106.45°C corresponds to water 
desorption whereas the second, at 689.07°C, corresponds 
to the dehydroxylation (Meradi et al. 2015, Mendioroz et 
al. 1989).

The SEM Examination of the cuticular surfaces of the 
Dermestes haemorrhoidalis treated with DTS reveals that 

the dorsal cuticle is evenly covered with fragments of the 
diatomite frustule on the integumentary surface (Fig. 7).

Table 2 shows the percent mortality of Dermestes haem-
orrhoidalis at 500 and 1000 ppm of DTS following exposure 
for 3different periods of time (2, 7 and 14 days). 

The mortality of Dermestes haemorrhoidalis is in agree-
ment with results obtained by Ebeling (1971) and Golob 
(1997). Indeed, a concentration of 1000 ppm generated 
mortality of 56.0±1.15% after 2 days, 78.7±0.67% after 7 
days and 90.7±0.67% within14 days, and is higher than the 
result obtained with 500 ppm with 50.7±0.67% after 2 days, 
56.7±4.37% after 7 days and 80.7±0.67% after 14 days. 

Table 3: Shows that treatment and exposure time of 
Dermestes haemorrhoidalis by DTS gives a very significant 
correlation (P ≤0.001). 

Complete pest annihilation was not observed for two 
reasons:

 1. The high RH (60% on average) caused saturation of the 
DTS and allowed the insect to recover any water loss.

 2. In general, diatomite exhibits an activity consistent with 
its chemical constitution (Athanassiou et al. 2005). 

The diatomite of the regions of Sig Algeria, with 90% 
efficacy against Dermestes haemorrhoidalis and many 
other nuisances, can be considered as an appreciable natural 
insecticide material. Indeed, this non-metallic material offers 
the sought-after advantage of being, available, low cost, and 
-biocompatible. It also possesses excellent physicochemical 
properties such as non-toxicity, lightness, unique structure 
of the pores, porosity, excellent absorption capacity,  
chemical inertness and large available reserves (Sun et al. 
2013). 

Diatomite is an economical and beneficial solution for 
human, animal and plant health.
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This siliceous material is an active structure on the cuticle 
of the Dermestes haemorrhoidalis. Scanning Electron  
Microscopy reveals the dispersion and absorbance prop-
erties of the diatomite on the cuticle.  It also shows the 
abrasive and lacerating effects of the diatomaceous earth. 
This control capacity on Dermestes haemorrhoidalis popu-
lations highlights the ecological advantage of the diatomite 
from Sig.

REFERENCES

Aoues, K., Boutoumi, H. and Benrima, A. 2017. Etat phytosanitaire du 
blé dur locale stocké en Algérie. Rev. Agrobiologia., 7(1): 286-296. 

Athanassiou, C. G., Kavallieratos, N. G., Economou, L. P., Dimizas, C. B., 
Vayias, B. J., Tomanović, S. and Milutinović, M. 2005. Persistence 
and efficacy of three diatomaceous earth formulations against 
Sitophilusoryzae (Coleoptera: Curculionidae) on Wheat and Barley. 
J. Econ. Entomol., 98(4): 1404-1412. 

Athanassiou, C. G., Kavallieratos, N. G., Chiriloaie, A., Vassilakos, T. N., 
Fătu, V., Drosu, S., Ciobanu, M. and Dudoiu, R. 2016.  Efficacy of 
natural diatomaceous earth deposits from Greece and Romania against 
four stored grain beetles: the effect of temperature and relative humidity. 
Bull. Insectology., 69(1): 25-34.

Banks, H.J. and Fields, P. 1995. Physical methods for insect control in 
stored-grain ecosystems. In. Jayas D, White NDG, MuirWE (Eds.), 
Stored-grain ecosystems. New York, USA: Marcel Dekker. pp. 353-
407. 

Benkacem, T., Hamdi, B., Chamayou, A., Balard, H. and Calvet, R. 2016. 
Physicochemical characterization of a diatomaceous upon an acid 
treatment: a focus on surface properties by inverse gas chromatography. 
Powder Technol., 294: 498-507. 

12 
 

 

Fig. 7:  SEM images of Dermestes haemorrhoidalis treated with diatomite of Sig (DTS) 

particles, A: dorsal side, B: Fragments of siliceous frustule in the dorsal fringe of the 

insect, C and D: Cuticular sites on the dorsal surface surrounding sensory bristles 

contaminated with DTS. 

 

Table 2 shows the percent mortality of Dermestes haemorrhoidalis at 500 and 1000 ppm 

of DTS following exposure for 3different periods of time (2, 7 and 14 days).  

The mortality of Dermestes haemorrhoidalis is in agreement with results obtained by 

Ebeling (1971) and Golob (1997). Indeed, a concentration of 1000 ppm generated 

mortality of 56.0±1.15% after 2 days, 78.7±0.67% after 7 days and 90.7±0.67% within14 

days, and is higher than the result obtained with 500 ppm with 50.7±0.67% after 2 days, 

56.7±4.37% after 7 days and 80.7±0.67% after 14 days.  

Table 2: Mean (±SE) percent mortality of Dermestes haemorrhoidalis when exposed to 

diatomite of Sig (DTS) for 2, 7 and 14 days.  

Fig. 7:  SEM images of Dermestes haemorrhoidalis treated with diatomite of Sig (DTS) particles, A: dorsal side, B: Fragments of siliceous frustule in 

the dorsal fringe of the insect, C and D: Cuticular sites on the dorsal surface surrounding sensory bristles contaminated with DTS.

Table 2: Mean (±SE) percent mortality of Dermestes haemorrhoidalis when 
exposed to diatomite of Sig (DTS) for 2, 7 and 14 days. 

Duration of 
exposure 
(days)

Treatment (ppm of DTS) Fdf, P

500 1000

Mortality of Dermestes  
haemorrhoidalis

2 50.7±0.67% 56.0±1.15% 15.71,4, 0.02

7 56.7±4.37% 78.7±0.67% 31.71,4, 0.005

14 80.7±0.67% 90.7±0.67% 100.11,4, <0.001

Table 3: ANOVA table showing the significance of treatment and exposure 
time on mortality of Dermestes haemorrhoidalis. 

Variabledf F, P

Treatment1,12 90.12, < 0.0001

Exposure2,12 195.19, < 0.0001

Treatment*Exposure2,12 12.21, 0.001

CONCLUSION 

The study confirms the natural pest control property of the 
diatomite from Sig (Algeria). The DTS gives satisfactory 
results with a mortality rate of 90% within 14 days on  
Dermestes haemorrhoidalis, the main pest of wheat in the 
region of Blida (Algeria). Physicochemical characterisation 
shows that, by its particular structure, morphology and tex-
ture, our diatomite is naturally endowed to control the pest. 
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ABSTRACT

This study evaluates the performance of tropical subsurface vertical flow constructed wetlands 
(VFCW) having indigenous plants as decentralized ecological treatment systems for municipal 
wastewater treatment combined with biomass production. The VFCW mesocosms were planted with 
lignocellulosic grass species suitable to climatic conditions of Kerala such as Cumbu Napier Hybrid 
grass (Pennisetum purpureum), Gamba grass (Andropogon gayanus) and Palisade grass (Urochloa 
brizantha). The VFCWs were operated at a hydraulic loading rate (HLR) of 0.1md-1 and hydraulic 
retention time (HRT) of 1 day. During the study period, the planted VFCWs attained significant pollutant 
removal efficiency than the control system with an unplanted filter bed. The VFCW planted with 
Cumbu Napier Hybrid grass obtained average removal efficiencies of TSS (89.80%), BOD (89.90%), 
COD (78.10%), Nitrates (69.07%), TN (44.33%), and Phosphates (51.20%).  In the VFCW system 
planted with Palisade grass, the average removal efficiencies observed were Turbidity (98.70%), TSS 
(89.50%), BOD (87.90%), COD (72.70%), Nitrates (62.07%), TN (43%), and Phosphates (47%). The 
treated effluent concentration from both the units conformed to the USEPA guidelines for non-potable 
water reuse standards. The average biomass yield of Cumbu Napier Hybrid grass during the study 
period was found to be significantly higher when compared to Gamba grass and Palisade grass.   

INTRODUCTION

Inadequate access to drinking water and sanitation is one of 
the most ubiquitous challenges faced by humanity in devel-
oping countries. Constructed wetlands (CWs) are decentral-
ized small-scale systems for wastewater treatment having low 
energy and minimal operational requirements (Brix 1994b, 
Gross et al. 2009, Hoffmann et al. 2011, Vasudevan et al. 
2011). CWs are the artificial replica of natural wetlands, 
designed and developed to optimize the functions of plants, 
soil, and the rhizosphere microorganisms that occur in the 
natural wetlands for pollutant removal (Vymazal 2010). As 
it is an eco-friendly treatment process with low energy and 
maintenance requirements and evades the use of chemicals, 
CWs are largely recognized in many countries (Lee et al. 
2009, Vymazal 2011, Avila et al. 2019). Subsurface vertical 
flow CWs are gaining significance as an eco-technological 
wastewater treatment technology and can play a vital role in 
realizing the concepts of ecological sanitation (Langergraber 
& Muellegger 2005, UN-HABITAT 2008, Masi 2009, Hoff-
mann et al. 2011, Pillai &Vijayan 2013). They can also be 
used as onsite flexible treatment systems that can be applied 
at an individual household level or on a community basis 
(Hoffmann et al. 2011).

The choice of plants is a significant aspect in determining 
the pollutant removal efficiency and performance of subsur-
face flow CWs. The plants influence the level of oxygen in 
the wetland bed, enable physical filtration, prevent VFCW 
systems from getting clogged and offer a large surface area 
for microbial colonization (Brix 1994a, 1994b, 1997). The 
most frequently used macrophyte in subsurface flow con-
structed wetlands is Phragmites australis most commonly 
used in Europe, Canada, Australia and parts of Asia and 
Africa. The second most commonly used plant for subsurface 
flow CWs is Typha (e.g. latifolia, domingensis, orientalis and 
glauca) spp. and they are used in North America, Australia, 
Africa, and East Asia. Yet another plant species is Scirpus 
(e.g. lacustris, validus, californicus and acutus) spp. largely 
used in North America, Australia, and New Zealand. Juncus 
effusus and Eleocharis sp. are mostly used in Asia, Europe 
and North America (Vymazal 2011). Moreover, some or-
namental species such as Iris pseudacorus and Canna have 
been experimented in CWs in the tropical and subtropical 
countries (Ling et al. 2009, Abou-Elela & Hellal 2012). The 
efficiency of Cyperus papyrus for the treatment of municipal 
wastewater in subsurface flow CWs has been researched by 
many authors (Perbangkhem & Polprasert 2010, Abou-Elela 
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& Hellal 2012, Avila et al. 2019). The use of Napier grass 
(Pennisetum purpureum) in VFCWs has been reported for 
the treatment of greywater in India (Pillai &Vijayan 2013) 
as well as for swine wastewater treatment in Thailand 
(Klomjek  2016).

The CWs provide an efficient mechanism for the removal 
of nutrients while facilitating a suitable environment for the 
cultivation of grasses, a potential feedstock for ethanol pro-
duction. An integrated approach for combining wastewater 
treatment with biomass productivity in subsurface flow CWs 
can realize environmental pollution control as well as biofuel 
production (Yi Chung et al. 2011). The biomass produced by 
plants provides supplementary values as cattle fodder, biofu-
el, medicines, pulp and paper, soil conditioner and compost. 
In addition, CWs offer environmental benefits such as green 
space, sequestration of carbon dioxide, creation of habitats 
for wildlife and preservation of biodiversity (Kadlec & Wal-
lace 2009, Vymazal 2010, 2011, Perbangkhem & Polprasert 
2010, Hoffmann et al. 2011). Thus, it becomes essential to 
identify local, resilient, and valuable perennial grasses with 
high biomass yield and potential for contaminant removal 
(Pillai & Vijayan 2013). 

Subsurface flow CWs are often significant for devel-
oping countries in tropical regions with warm and humid 
weather throughout the year (Kivaisi 2001, Chelliapan 
et al. 2011, Caselles-Osorio et al. 2011, Almuktar et al. 
2018). The possibility of applying CWs as decentralized 
ecological sanitation systems is substantial in India, but 
the rate of adoption and replication of the technology has 
been extremely slow (Pillai & Nair 2015). This study aims 
to assess the performance of tropical subsurface vertical 
flow constructed wetland (VFCW) mesocosms using native 
grass species for the treatment and reuse of wastewater. The 
VFCW units using different grass species appropriate to the 
tropical conditions of Kerala such as Cumbu Napier Hybrid 
grass (Pennisetum purpureum), Gamba grass (Andropogon 
gayanus) and Palisade grass (Urochloa brizantha) were 
evaluated and compared for their overall performance and 
effectiveness in the treatment and utilization of municipal 
wastewater. The biomass yield from the different planted 
VFCWs was also studied and compared. 

MATERIALS AND METHODS 

Description of the Study Site

This research was conducted in Thiruvananthapuram, the 
capital city of the state of Kerala, which is located on the 
southwestern tropical Malabar coast of India. Though the city 
has a separate sewerage and drainage system, the coverage 
is only about 37% and 50% respectively. In the uncovered 

areas of the city, sewage from households is disposed to 
septic tanks, borehole latrines and community toilets. The 
remaining untreated wastewater gets directly discharged 
into open drains, canals, streams, rivers and other surface 
water bodies. Even though the city has a centralized sewage 
treatment plant (STP) of capacity 107 MLD constructed at 
Muttathara to treat the sewage load of the entire corporation 
area, the inflow to the STP is only 44 MLD. The existing 
gap in the sewerage network of the city is about 63% (TMC 
& KWA 2016).

Characterization of Influent Wastewater

Municipal wastewater used as an influent to the VFCWs 
was obtained from the outlet of the grit chamber of the STP 
located at Muttathara in the district of Thiruvananthapuram. 
The grab samples were collected manually and analysed 
for the following parameters: pH, Temperature, Turbidity, 
Biochemical Oxygen Demand (BOD), Chemical Oxygen De-
mand (COD), Total Suspended Solids (TSS), nitrates, Total 
Nitrogen (TN), phosphates and  heavy metals. The physi-
co-chemical  analysis of the influent and treated samples was 
carried out as per the standard methods. (APHA 2005). The 
influent BOD concentration ranged from 175 mg.L-1 to 192 
mg.L-1, while COD values varied between 390 mg.L-1 and 430 
mg.L-1. The concentration of suspended solids ranged from  
259 mg.L-1  to 302 mg.L-1. The average concentration of 
nitrates, TN and phosphates were 3.37 mg.L-1, 52.6 mg.L-1  
and 13.58 mg.L-1  respectively. The presence of heavy metals 
such as copper, lead, chromium, mercury and cadmium were 
found to be less than 0.01 mg.L-1. The detailed characteri-
zation of the influent municipal wastewater is presented in 
Table 1.

The influent organic loading rate (OLR) used in this 
study varied between 17.5 and 19.2 g BOD5 m

-2d-1  at a 
constant hydraulic loading rate (HLR) of 0.1 md-1. The 

Table 1: Characteristics of influent municipal wastewater.

Parameters Unit Average ± SD

pH - 6.73 ±  0.21

Temperature ° 28 ±  0.79

Turbidity NTU 130 ± 4.03

TSS mg.L-1 279 ± 15.25

BOD mg.L-1 180 ± 5.06

COD mg.L-1 412 ± 13.63

Nitrates mg.L-1 3.37 ± 0.39

Total Nitrogen mg.L-1 52.6 ± 4.54

Phosphates mg.L-1 13.58 ± 0.79

Heavy metals 
(Cu, Cd, Cr, Hg, Pb)

mg.L-1 < 0.01 
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OLR and HLR recommended by Brix and Arias (2005) 
for VFCWs in Denmark were 10-40 g BOD5 m

-2d-1 and  
0.05-0.06 md-1.  Prochaska et  al. (2007) experimented with OLR of  
20-40 g BOD5  m

-2d-1 and HLR 0.08-0.17 md-1 in N. Greece. 
In warm climates, an OLR of 30-35 g BOD5 m

-2d-1  and HLR 
of 0.2 md-1 has been successfully experimented (Hoffmann 
et al. 2011). Stefanakis & Tsihrintzis (2012) used three high 
OLR of 89.9, 105.7 and 180.9 g BOD5 m

-2d-1  at HLR of 
0.19, 0.26 and 0.44 md-1  to treat synthetic wastewater for 
long term in VFCWs. 

VFCW System Configuration

The VFCW systems were constructed in the campus of an 
educational institution in the district of Thiruvananthapuram 
in Kerala. The design criteria of the subsurface VFCWs were 
taken from the constructed wetlands manual (USEPA 2000, 
Kadlec et al. 2000, Brix & Arias 2005, UN-HABITAT 2008). 
The experimental VFCW mesocosms (labelled VFCW1- 
VFCW3) were made of rectangular plastic containers each 
of length 0.65 m, width 0.45 m and depth 0.45 m. To study 
the effect of macrophytes in the removal of contaminants, a 
control VFCW without plants was used. The characteristics 
and design parameters of the VFCW units are presented in 
Table 2.

The depth of filter bed in a subsurface flow CW is 
normally limited to almost the rooting depth of plants so that 
the plants are in constant contact with the influent wastewater 
and can contribute to the treatment process (UN-HABITAT 
2008). In this study, the substrate materials used as filter 
media consisted of gravel, coarse sand, and coco-peat (coir 
fibre pith). The lowest layer of the filter bed was filled with 
a 10 cm thick layer of gravel (porosity= 0.42) of size varying 
from 10 to 20 mm. Above that, a 20 cm thick layer of coarse 
river sand (d10 = 0.3 mm, uniformity coefficient =4, porosity 
=0.39)  was laid followed by an 8 cm thick layer of coco-
peat. The coco-peat used in the study had a pH of 6.2, bulk 
density 0.09 g cm-3, electrical conductivity 0.16 mScm-1 and 
porosity 0.65. In order to prevent any accumulation of water, 
a 2 cm thick gravel layer was placed on the top surface of 

the wetland bed. The VFCW systems were provided with an 
inlet and outlet arrangement. The slope of the bottom bed was 
oriented 1% towards the outlet. The schematic representation 
of the filter bed is illustrated in Fig. 1.

Plant Species 

The fodder grass species used in this study were collected 
from the forage farm of Kerala Agricultural University 
(KAU). The grass species planted in the first (VFCW1) unit 
was Cumbu Napier Hybrid grass (Pennisetum purpureum) 
which is an interspecific hybrid between fodder Cumbu 
(Pennisetum glaucum) and Napier grass (P. purpureum 
Schumach). This hybrid variety termed “CO5” was devel-
oped by KAU and is regarded as a valuable fodder grass 
with high biomass productivity. It can be grown perennially 
in tropical regions and is adapted to the climate of Kerala. 
The grass is reported to have profuse tillering capacity, 
high yield potential, quick regeneration, high leaf to stem 
ratio, high dry matter and crude protein content and is also 
recognized as a potential biofuel crop. The second experi-
mental (VFCW2) system was planted with Gamba Grass 
(Andropogon gayanus) which is a common perennial forage 
grass of the tropical regions with short rhizomes. The third 
experimental  (VFCW3) system was planted with Palisade 
grass (Urochloa brizantha) which is a rhizomatous perennial 
grass and often used as a forage for livestock. The grass is 
best adapted to humid and sub-humid tropics and survives 
drought better than many other tropical species of grasses 
(KAU 2011).

Construction and Operation of VFCW Systems 

The stem cuttings of Cumbu Napier hybrid grass and the slips 
of Gamba and Palisade grass were planted in the wetland 
bed of VFCW1, VFCW2, and VFCW3 respectively. The 
plant density provided was 14 plant stems/m2. Initially, for 
the establishment of the grasses, they were daily watered 

Table 2:  Design Parameters of experimental VFCW units

Parameters Unit Value

Length m 0.65

Width m 0.45

Depth m 0.45

Design flow m3d-1 0.03

Hydraulic Loading Rate m d-1 0.1

Hydraulic Retention Time day 1

Slope % 1

 

 

 

 

 

Fig. 1: Schematic representation of the filter bed profile in the VFCW mesocosms. 
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Fig. 1: Schematic representation of the filter bed profile in the VFCW 
mesocosms.
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with freshwater for 30 days. Thereafter, an acclimatization 
period of 30 days was provided by feeding the VFCW systems 
with municipal wastewater. The treatment of wastewater in 
the control and planted VFCW systems was further contin-
ued for ten months from  March 2019 to December 2019. 
The influent municipal wastewater was initially collected 
in a feeding tank, which was then fed intermittently to the  
VFCWs through the inlet. During the entire treatment period, 
wastewater was fed into the VFCW systems at a HLR of 0.1 
m/day. A distribution pipe with perforations at the bottom was 
used to uniformly distribute the wastewater onto the surface of 
the wetland bed. The wastewater fed on to the surface of the 
bed percolated vertically down through the different layers of 
the filter media and the treated effluent was collected from the 
outlet. Hydraulic retention time (HRT) of 1 day was provided 
in the experimental and control VFCW systems. Between 
successive feeds, a dosing interval of 2 days was given. 

Influent and treated wastewater were sampled monthly 
from the inlet and outlet of the VFCW units and analysed for 
various physical and chemical parameters. During the entire 
operational period, the biomass from the planted VFCW 
systems was harvested four times. The initial harvesting was 
done after 4 months of planting and the subsequent harvests at 
an interval of 2 months.  The grasses were cut approximately 
5 cm above the bed surface. The above-ground biomass 
yield of the grasses from the planted VFCW systems was  
estimated and assessed for their nitrogen and phosphorus 
constituents. 

RESULTS AND DISCUSSION 

Performance and Treatment Efficiency of VFCW 
Systems 

The efficiency of subsurface constructed wetlands can be 

expressed in terms of percent concentration reduction and 
percent mass removal of the pollutants (Kadlec & Wallace 
2009, Stefanakis &Tsihrintzis 2012). In this study, the overall 
performance and treatment efficiency of the different VFCW 
units were analysed on the basis of average influent and ef-
fluent concentrations and percent removal of the pollutants. 
Fig. 2 presents the removal of pollutants (percent removal 
efficiency) in the control and planted VFCWs during the 
entire operational period. The concentrations of the treated 
effluent from the various systems are given in Table 3. 

Turbidity: Turbidity was significantly reduced in the efflu-
ent obtained from the control as well as the planted VFCW 
mesocosms. In all the experimental VFCWs planted with 
Cumbu Napier grass, Gamba grass and Palisade grass, the 
mean turbidity removal efficiency observed was greater than 
97%. The control system without plants obtained a mean 
turbidity removal of 87.84%. The removal of turbidity in the 
various VFCWs during the study period is shown in Fig. 2a. 

Suspended solids: The TSS removal efficiency in the var-
ious VFCW mesocosms with time is shown in Fig.2b. The 
VFCW1 system planted with Cumbu Napier grass had a 
mean TSS removal of 89.80%, whereas for planted systems 
with Gamba grass (VFCW2) and Palisade grass (VFCW3) 
it was observed as 78.45% and 89.50% respectively.  In 
the control system, the removal efficiency observed was 
65.39%. The mean values of concentrations of TSS in the 
final effluent treated using control and planted systems are 
shown in Table 3.

Removal of TSS in CWs can be attributed to sedimenta-
tion, filtration, interception, adsorption and root zone treat-
ment. The voids and media grain structure have a significant 
influence on the trapping of the suspended solids during the 
flow path (Abdelhakeem et al. 2016, Tsihrintzis 2017, Avila 
et al. 2019). The substrate materials such as sand, coco-peat, 

Table 3: Statistical data of concentration of various physico-chemical parameters in the effluent obtained after treatment from the VFCW systems (mean 
value ± standard deviation)

Parameters Unit Treated 
effluent from 
the control 
system

Treated effluent from VFCWs planted with Treated effluent quality standards 
(MoEFCC, India)

Cumbu Napier 
Hybrid grass
(VFCW1)

Gamba grass 
(VFCW2)

Palisade grass
(VFCW3)

Into inland 
surface 
water

On land for 
irrigation 

pH --- 6.9 ± 0.02 7.1 ± 0.32 7 ± 0.12 7.1 ± 0.32 6-9 6-9

Turbidity NTU 15.80 ± 1.02 1.55 ± 0.73 3.03 ±1.54 1.70 ± 1.40 --- ---

TSS mg.L-1 96.67 ± 11.70 28.37±12.15 60.16 ± 13.85 29.18 ±13.10 100 100

BOD mg.L-1 112.67 ± 5.86 18.20 ±13.94 42.56 ± 27.31 21.83 ± 12.19 30 100

COD mg.L-1 267.02± 12.52 90.23 ± 24.19 119.25 ± 45.07 112.54 ± 39.46 250 250

Nitrates mg.L-1 3.17 ± 0.37  1.05 ± 0.66 1.44 ± 0.67 1.29 ± 0.62 10 Not specified

TN mg.L-1 45.42 ± 3.32 29.06 ± 5.05 30.90 ± 5.98 29.75 ± 6.21 --- ---

Phosphates mg.L-1 12.80 ± 0.73 6.61 ± 1.53 7.01 ± 1.63 7.19 ± 1.46 5 Not specified
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Fig. 1: Schematic representation of the filter bed profile in the VFCW mesocosms. 
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Fig. 2: Removal  of various pollutants in the control and planted VFCW systems during the entire operational period  

(a) Turbidity; (b) TSS; (c) BOD; (d) COD; (e) Nitrates; (f) phosphates; (g) TN. 
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Fig. 2: Removal  of various pollutants in the control and planted VFCW systems during the entire operational period  
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Fig. 2: Removal  of various pollutants in the control and planted VFCW systems during the entire operational period  (a) Turbidity; (b) TSS; (c) BOD; 
(d) COD; (e) Nitrates; (f) Phosphates; (g) TN.
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and gravel, as well as the roots of the plants, acted as the 
filters to trap the suspended particles (Brix 1994a, USEPA 
2000). Vertical flow systems are highly efficient in removing 
suspended solids, provided the bed clogging problems are 
managed through a load and rest operation regime (Kadlec 
& Wallace 2009). The removal efficiency obtained from the 
control and planted systems indicated the positive influence 
of plants in the removal of suspended solids.  This signifies 
the role of root zone treatment and filtration by impaction 
of suspended particles in the roots and stems of the plants 
in subsurface flow systems.

Organic matter:  In the control unit, the mean BOD removal 
efficiency observed was only 37.4%. For planted VFCWs, 
the mean removal efficiency of BOD observed was 89.9%, 
76.4%, and 87.9% for systems vegetated with Cumbu Napier 
Hybrid grass, Gamba grass, and Palisade grass respectively 
(Fig. 2c). In the VFCW1 using Cumbu Napier hybrid grass, 
the mean COD removal efficiency was observed as 78.1% 
while the removal efficiency of other systems planted with 
Gamba grass and Palisade grass was 71.1% and 72.7%. 
The control unit attained a mean COD removal of 35.2% 
(Fig. 2d).  In the planted VFCWs, it was observed that the 
performance improvement in the removal of organic matter 
occurred after about 90 days of treatment. This trend contin-
ued with the growth of the plants and stabilized thereafter, 
attaining an almost steady removal rate during the study 
period. 

Attached and suspended bacterial growth is mainly 
responsible for the removal of soluble organic compounds 
which are degraded aerobically and anaerobically.  The 
removal of BOD in the planted VFCW systems occurs due 
to the biodegradation of organic matter that takes place in 
the biofilm together with the roots of plants and stems and 
the surface of the substrate (UN -HABITAT 2008, Avila 
et al. 2019). The intermittent flow regime in the VFCWs 
enables the formation of a vadose zone allowing for diffu-
sion of atmospheric oxygen into the CW media (Kadlec & 
Wallace 2009). 

Nutrient removal: The concentration of nitrates, total ni-
trogen, and phosphates in the influent and treated effluent 
were analysed to determine nutrient removal in the planted 
and control VFCWs. The results showed that the nutrient 
removals in the planted VFCWs were significantly higher 
than that in the control system. This indicated the importance 
of the presence of plants and the uptake of nutrients by them. 
The VFCW1 using Cumbu Napier Hybrid grass attained high 
removal of nitrate, phosphate, and TN in comparison to other 
planted systems. The mean removal efficiencies obtained 
for the VFCW1 system planted with Cumbu Napier hybrid 
grass were: Nitrates (69.07%), Phosphates (51.2%) and TN 

(44.33%). In VFCW2 planted with Gamba grass, the removal 
efficiencies observed were as follows: Nitrates (57.47%), 
Phosphates (48.27%), Total Nitrogen (40.87%).  For the 
VFCW3 system planted with Palisade grass, the mean remov-
al efficiencies observed were: Nitrates (62.07%), Phosphates 
(47%) and TN (43 %).  Removal of nitrates, phosphates and 
TN in the different VFCWs during the treatment period is 
shown in Figs. 2e, 2f and 2g, respectively.  

The processes for nitrogen removal in CWs are varied 
including volatilization of ammonia, nitrification, denitrifi-
cation, plant and microbial uptake, ammonification, nitrate 
reduction to ammonium, anaerobic ammonia oxidation, 
sorption, desorption, burial, and leaching (UN-HABITAT 
2008).  But only very few processes eventually remove TN 
from wastewater while most processes just convert nitrogen 
into its various other forms. The pH values of the effluent 
from the planted systems were just above 7, which indicated 
that conditions were suitable for nitrification within the wet-
land bed. Ammonia gets oxidized to nitrate with the help of 
nitrifying bacteria in the aerobic zones of the VFCWs. The 
oxygen essential for nitrification is supplied by atmospheric 
transmission and leakage from the roots of the plants. In 
vertical flow constructed wetlands, very high nitrification 
proceeds but, due to the absence of entirely anaerobic con-
ditions in the wetland bed,  denitrification is very limited in 
these systems (Vymazal 2007, 2010).

The processes for the removal of phosphorus in construct-
ed wetlands include adsorption, complexation and precipi-
tation, storage, plant uptake (with subsequent harvest) and 
biotic assimilation (UN-HABITAT 2008, Vymazal 2010). 
Removal of phosphorus is generally reported to be low in 
subsurface constructed wetlands unless special media with 
high sorption capacity are used (Vymazal 2007). The results 
obtained show that the removal of phosphates is effective in 
the planted VFCWs when compared to the control system 
(Fig. 2f). 

The grasses were harvested four times during the treat-
ment period and it was observed that during each cutting 
cycle, the removal of nutrients increased with the growth of 
the plant and then slightly declined as the plants reached a 
maturing stage. In order to study the direct contribution of 
plants in nutrient removal, the harvested above-ground bio-
mass was analysed for nitrogen and phosphorus. The average 
nitrogen uptake for Cumbu Napier, Gamba and Palisade 
grass was obtained as 37 g.m-2, 11.12 g.m-2 and 20.5 g.m-2  
whereas, the average phosphorus uptake was 2.7 g.m-2, 0.81 
g.m-2  and 1.2 g.m-2  respectively. This is supported by the 
values reported in the literature for above-ground nitrogen 
ranging from  2-64 g Nm-2  and for phosphorus in the range 
0.01-19 g P m-2 (Vymazal 2007). According to Langergraber 
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(2005), for a subsurface CW treating municipal water, po-
tential nutrient uptake of about 1.9% of the influent nitrogen 
and phosphorus loading can be expected.   

Comparison of Treatment Efficiency 

For all the physical and chemical parameters analysed, the 
planted VFCW mesocosms obtained high removal efficiency 
than the control system without plants. The results indicated 
the significance of plants, their rooting systems and associ-
ated microorganisms. 

In the case of planted vertical flow wetlands, high pol-
lutant removal efficiency was observed in VFCW1 using 
Cumbu Napier Hybrid grass when compared to the systems 
planted with Gamba grass and Palisade grass. The mean 
pollutant removal efficiency of the VFCWs during the entire 
study period is shown in Fig. 3. 

The phytoremediation potential of the different grasses 
can be attributed to their root morphology, tillering rate, ad-
aptation to the polluted environment, regeneration capacity,  
nutrient uptake and biomass productivity. The best removal 
efficiencies were observed in the system planted with 
Cumbu Napier hybrid grass with high nutrient uptake and 
biomass yield.  Both Cumbu Napier Hybrid grass and Pali-
sade grass has tolerated very well the treatment conditions 
showing high vegetative growth and biomass productivity 
when compared to Gamba grass. Cumbu Napier and Pali-
sade grass have a profuse root system, penetrating deep into 
the soil and an abundance of fibrous roots spreading into 
the topsoil horizons. This deep, dense and fibrous rooting 
system can enhance the root zone treatment by facilitating 
more microbial fixation sites, sufficient residence time of 
wastewater, entrapment of suspended particles, large sur-
face area for adsorption of contaminants, assimilation in 

plant tissues and oxygen for the oxidation of organic and 
inorganic matter in the rhizosphere. Whereas, Gamba grass 
has a shallow root system with fibrous roots close to the 
surface and short rhizomes which can be one of the reasons 
for its comparatively low removal of organic matter and 
suspended solids.  The biomass yield of Gamba grass was 
found to be much less when compared to Cumbu Napier 
and Palisade grass (Fig. 5).

Statistical Analysis 

Tukey’s multiple comparison test was used for statistical 
analysis in order to determine significant statistical differenc-
es in the performance and efficiency of wastewater treatment 
between the different groups of treatments (control system, 
VFCW1, VFCW2, and VFCW3). All statistical analyses 
were performed at 0.05 significant levels. The statistical 
analysis was carried out using the software package Graph 
Pad Prism 8.2.1. 

The statistical data of effluent concentration obtained 
after treatment from the control and planted VFCW systems 
is given in Table 3. The box-whisker plots for the effluent 
concentrations of each parameter during the study period are 
shown in Fig. 4 (a,b,c,d,e,f).  The final effluent values were 
compared with the Indian standards of treated effluent quality 
for disposal into inland surface water as well as onto land for 
irrigation (MoEFCC India 2016). Results proved that the final 
effluent concentration from the control and all the planted 
VFCWs reached the Indian standards required for disposal 
onto land for irrigation. The effluent concentration values were 
also compared with the USEPA guidelines for water reuse 
(USEPA 2004). The effluent concentration from VFCW1 and 
VFCW3 conformed to the standards required for non-potable 
reuse of water according to the guidelines given by USEPA.
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According to statistical analysis for the removal of 
suspended solids, organic matter and nutrients, there was a 
significant difference (p<0.05) in the treatment between the 
control system and all the experimental planted VFCW sys-
tems (VFCW1, VFCW2, and VFCW3). Among the planted 

VFCWs, in the removal of TSS, Tukey’s multiple comparison 
results proved that there was a significant difference (p<0.05) 
between VFCW1 and VFCW2 as well as between VFCW2 
and VFCW3. But there was no significant difference (p= 
0.999) between VFCW1 and VFCW3 in the removal of TSS. 
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Similar results were obtained for the removal of BOD 
among the planted systems. The VFCW1 and VFCW3 
removed BOD efficiently, but there was no significant dif-
ference between the two.  Whereas significant difference 
(p<0.05) was observed in the treatment between VFCW1 and 
VFCW2 as well as between VFCW2 and VFCW3. 

There was no significant difference amongst the VFCWs 
planted with different species for the removal of COD, ni-
trates, TN, and phosphates.

Biomass Yield 

During the study period of ten months, the grasses planted 
in the different experimental VFCW systems were harvest-
ed four times. The first cutting was done after 120 days of 
planting and the subsequent cuttings at an interval of 60 
days. The average green biomass yield of Cumbu Napier 
hybrid grass from the four harvests was 4.5 kg.m-2, whereas 
the average green yield of Gamba grass and Palisade grass 
were 1.36 kg.m-2 and 1.91 kg.m-2 respectively. The average 
dry biomass yield of Cumbu Napier hybrid grass, Gamba 
grass, and Palisade grass were obtained as 1.5 kg.m-2, 0.45 
kg.m-2, and 0.64 kg.m-2 respectively. The biomass yield of 
Cumbu Napier Hybrid grass was found to be significantly 
(p<0.05) higher than that of Gamba grass and Palisade grass. 
The average biomass yield of the different grasses obtained 
from four harvests is presented in Fig. 5.  

From the study, it was also observed that the biomass 
yield of all the grasses declined after each cutting cycle. 
This can be due to the restrictions in the space and avail-
ability of nutrients in the VFCW mesocosms as the plant 
grows. In this study, the grasses were grown in the VFCW 
systems without applying any external fertilizer, but the 
plants extracted the required nutrients and water from the 
influent wastewater. This is supported by Klomjek (2016) 
who reported on the feasibility of using Giant Napier grass 
(Pennisetum purpureum cv. King grass) and Dwarf Napier 
grass (Pennisetum purpureum cv. Mott) in vertical flow 
wetlands for the treatment of swine wastewater in Thailand. 
The potential of Napier Bajra Hybrid grass (Pennisetum 
purpureum X Pennisetum typhoides) for greywater treatment 
and its high biomass yield in VFCWs has also been reported 
by Pillai & Vijayan (2013).

CONCLUSIONS 

The study indicated the significance of plant presence and 
the role of root zone treatment in removing the pollutants in 
VFCWs. The planted systems using Cumbu Napier Hybrid 
grass and Palisade grass attained high pollutant removal 
efficiency, though there was no significant statistical differ-

ence between the two. The final effluent from the control 
and planted systems complied with the Indian standards of 
treated effluent quality required for irrigation.  The green 
and dry biomass yield of Cumbu Napier Hybrid grass were 
found to be significantly higher when compared to Gamba 
grass and Palisade grass. 

The VFCWs planted with Cumbu Napier hybrid grass 
and Palisade grass indicated their suitability to be used as 
ecological sanitation systems for the decentralized treat-
ment of municipal wastewater and its reuse with regards 
to subsequent valuable biomass production. In addition to 
improvement in water quality, the plant harvest provides 
value-added materials, which can considerably reduce the 
expenses of treatment. Further investigations are required 
to investigate the bioethanol production potential of these 
lignocellulosic grass species.
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ABSTRACT

Industrialization, urbanisation and agricultural development cause pollution in water bodies due to 
the discharge of wastewater directly or indirectly. The present study aims to assess the water quality 
of water bodies in and around A D Nagar, Badharghat, Dukli and Budhjungnagar Industrial Estates, 
West Tripura during pre-monsoon and post-monsoon in the year 2016 to 2018. Biological parameters 
namely DO, BOD, Total Coliform, Faecal Coliform and COD, Physico-chemical parameters namely pH, 
EC, TDS, Bicarbonates, Chlorides, Sulphates, Total Hardness, Calcium, Magnesium etc. and heavy 
metals were analysed using standard methods as prescribed by APHA. The analysed parameters 
were compared with the standards prescribed by BIS. The BOD values for all the water bodies were 
beyond the prescribed standard limit except the pond located at the southern side of Jutemill, Hapania 
(S-3) during pre-monsoon season. The Total Coliform values for water bodies located at the eastern 
and northern side of Badharghat Industrial Estate were beyond the prescribed standard limit. The 
seasonal variations of water quality have also been observed. Water Quality Index values reflected 
that the 75% of surface water samples were of poor quality and 25% were of good quality in both 
the season. Correlation study revealed that positive and significant correlations between the pairs of 
selected parameters in surface water samples were observed. This study reveals that the surface water 
of these water bodies needs proper treatment before consumption and it also needs to be protected 
from the domestic as well as industrial contamination.   

INTRODUCTION

Freshwater is essential to support the living creature as 
it helps in the growth of the entire living organism. The 
main source of freshwater comprises the lotic (rivers and 
streams) and lentic (ponds and lakes) water bodies. The 
rising population, industrialisation and urbanisation change 
the quality of freshwater. Generally, these resources are 
degrading gradually due to anthropogenic impacts, lack of 
awareness among people and lack of legal and institutional 
framework (Gulia et al. 2017, Pavan & Banerjee 2015). 
The water bodies, especially ponds are generally small 
in size but these are valuable sources of water in rural 
areas for the purpose of domestic, irrigation, fisheries etc. 
The rainwater is one of the main sources of such village 
ponds. The water of ponds is being polluted mainly due 
to discharge of wastes from the residential area, sewage 
outlets, detergents, automobiles oil waste and industrial 
wastewater (Ancy & Shaji 2016). In India, approximately 
70% of water becomes contaminated due to the release of 
domestic sewage and industrial effluents into freshwater 
bodies (Sheetal & Sudan 2017). It is very much important 

to know the quality of water before its consumption since 
the consumption of water containing impurities will cause 
various water-borne diseases. From the literature survey, 
it has been found that there is no water quality report of 
freshwater bodies in and around the A. D. Nagar, Badharghat, 
Dukli and Budhjungnagar industrial estates. Therefore, the 
present study was designed to assess the status and quality 
of selected pond water.

STUDY AREA

The West Tripura district is the largest among the eight 
Districts of Tripura and lies approximately between latitude 
23°16’ to 2414°’ north and longitude 9109°’ to 9147°’ east 
having an area of approximately 983.63 sq. km. and popu-
lation of 9.17 lakhs as per Census India, 2011. The major 
four industrial estates such as A.D. Nagar (8.41 acres), 
Badharghat (20.525 acres), Dukli (45.77 acres) and Bodh-
jungnagar Industrial Estate (535.73 acres) are located in the 
West Tripura District. The three industrial estates such as 
A.D. Nagar, Badharghat, Dukli Industrial Estate are located 
in the urban area nearer to Agartala, State capital and the 
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distance between these estates are very less. The Bodh-
jungnagar Industrial Estate is located in a rural area that is 
far away from the Agartala [TIDC]. The industries such as 
distillery, rubber-based unit, waste recycling units, thermal 
power plants, steel rolling plant, food processing, stone 
crusher, brick kilns, dairy, automobile, pharmaceuticals, 
rubberwood treatment, spices, tyre & tube, hot mix plant, 
latex processing, cattle feed etc. are found in the study areas 
and have high water pollution potential (Singh & Karmakar 
2017). The details of sampling locations and study maps are 
illustrated in Table 1 and Fig. 1 respectively.

MATERIALS AND METHODS

In the present study, the sampling was done during morning 
hour (8 am to 9 am) in the month April-May (pre-monsoon) 
and October-November (post-monsoon) in the year 2016 to 

2018. The water samples were collected in hard polyethene 
bottles of 1.5 litre capacity with stopper. Each bottle was 
washed with 2% nitric acid and then rinsed three times with 
distilled water (Khwaja & Aggarwal 2016). The samples 
were collected from three different points and were mixed to 
prepare an integrated sample. After sample collection, some 
physical, as well as chemical reactions, would change the 
quality of the water sample; therefore to minimize this change 
the samples were preserved as early after the collection. 
The water samples were preserved by adding chemical 
preservatives and by lowering the temperature (Kumar et 
al. 2014). The temperature was measured by thermometer 
immersed directly in the water body. The parameters like pH, 
Electrical Conductivity (EC), Total Dissolved Solids (TDS) 
were measured in situ using the potable HI 98130 Combo pH/ 
EC/ TDS meter (Hanna Instruments). The Dissolved Oxygen 
was fixed instantly on the spot and analysed immediately 

Table 1: Details of sampling locations in and around A D Nagar, Badharghat and Dukli and Budhjungnagar Industrial Estates.

Sample No Locations Latitude Longitude

A D Nagar, Badharghat and Dukli Industrial Estates

S-1 Pond located at eastern side of Badharghat Industrial Estate N 23°47//44/N E 91°16//10/ E

S-2 Pond located at northern side of Badharghat Industrial Estate N 23°47//51/ N E 91°16//12/ E

S-3 Pond located southern side of  Jutemill, Hapania N 23°47//1/ N E 91°16//5/ E

S-4 Pond, Chowhan Para, Dukli N 23°47//3/ N E 91°17//32/ E

Budhjungnagar Industrial Estate

S-5 Community Pond, ADC Birbal Para N 23°53521 N E 91°22741 E

S-6 Pond, Rajchantai N 23°53567 N E 91.22730 E

S-7 Pond, Laxmipur, Dulal Debnath N 23°51724 N E 91°20588 E

S-8 Lake, Rajarband N 23°52550 N E 91°20348 E

food processing, stone crusher, brick kilns, dairy, automobile, pharmaceuticals, rubberwood 

treatment, spices, tyre & tube, hot mix plant, latex processing, cattle feed etc. are found in the 

study areas and have high water pollution potential (Singh & Karmakar 2017). The details of 

sampling locations and study maps are illustrated in Table 1 and Fig. 1 respectively. 

Table 1: Details of sampling locations in and around A D Nagar, Badharghat and Dukli and 
Budhjungnagar Industrial Estates. 
 

Sample 
No 

Locations Latitude Longitude 

A D Nagar, Badharghat and Dukli Industrial Estates 
S-1 Pond located at eastern side of 

Badharghat Industrial Estate 
N 23°47//44/N 

 
E 91°16//10/E 

 
S-2 Pond located at northern side of 

Badharghat Industrial Estate 
N 23°47//51/ N E 91°16//12/ E 

S-3 Pond located southern side of  
Jutemill, Hapania 

N 23°47//1/ N E 91°16//5/ E 

S-4 Pond, Chowhan Para, Dukli N 23°47//3/ N E 91°17//32/ E 
                Budhjungnagar Industrial Estate 

S-5 Community Pond, ADC Birbal 
Para 

N 23°53521 N E 91°22741 E 

S-6 Pond, Rajchantai N 23°53567 N E 91.22730 E 
S-7 Pond, Laxmipur, Dulal Debnath N 23°51724 N E 91°20588 E 
S-8 Lake, Rajarband N 23°52550 N E 91°20348 E 

 

 
 

Fig. 1: Map showing the A D Nagar, Badharghat, Dukli and Budhjungnagar Industrial Estates 
in West Tripura district, India. 

MATERIALS AND METHODS 

In the present study, the sampling was done during morning hour (8 am to 9 am) in the month 

April-May (pre-monsoon) and October-November (post-monsoon) in the year 2016 to 2018. 

Fig. 1: Map showing the A D Nagar, Badharghat, Dukli and Budhjungnagar Industrial Estates in West Tripura district, India.
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as per Wrinkler’s method with Azide modification. BOD 
was measured followed by incubation of BOD bottle at 
21°C for 5 days. COD was determined by the potassium 
dichromate open reflex method. Total Coliform and Faecal 
Coliform were determined by the Multiple Test Tube method. 
Turbidity was measured by a Nepthalo turbidity meter. Total 
Hardness, calcium (Ca) and magnesium (Mg) were measured 
complex-metrically, chloride (Cl-) was measured following 
argento-metric analysis and sulphate (SO4

2-) and phosphate 
was measured by spectrophotometer (Thermo fisher:  
Evolution 201), fluoride (F-) was measured colourimetrically. 
Heavy metals were analysed using atomic absorption 
spectrophotometer (Perkin Elmer AAS 700). The other 
parameters were analysed by using the standard methods 
Prescribed by APHA (APHA 2005). The quantitative 
analytical data are presented in Table 2. Water quality 
indices have been calculated for every selected location  
of the study areas to assess the drinking water quality. 
Correlation analysis was also carried out for the water  
quality data to predict the inter-relationship between the 
parameters.

Water Quality Index: Water Quality Index (WQI) 
represents a large number of water quality data to a single 
numerical value. It signifies the composite influence of 
various water quality parameters on the overall quality of 
water (Ramakrishnaiah et al. 2009). In this study, the water 
quality index has been calculated considering selected 
important parameters. The WQI has been calculated by using 
the standards of drinking water quality recommended by the 
BIS (BIS 1991). Three steps have been followed to calculate 
WQI.  In the first step, selected parameters have been 
assigned a weight (wi) according to its relative importance in 
the assessment of drinking water quality. The weightage has 
been given to the parameters according to their importance 
in water quality assessment. 

In the second step, the relative weight (Wi) is calculated 
with the help of the following equation: 

            n     

 Wi = wi/∑wi  
            i=1

Where, Wi is the relative weight, wi is the weight of each 
parameter and n is the number of parameters. 

In the third step, a quality rating scale (qi) for each 
parameter is calculated by the following equation: 

 qi = (Ci / Si ) × 100

Where, Ci is the concentration of each chemical parame-
ter in each water sample in mg/L, and Si is the Indian drinking 
water standard for each chemical parameter in mg/L. 

Using the relative weight and quality rating scale values 
SI for each parameter is calculated. WQI is thus calculated 
using the equation mentioned below:

 SIi = Wi ∙ qi  …(1)

 WQI = SIi …(2)

Correlation coefficient: Correlation represents the degree 
of mutual relationship among two variables. The correlation 
coefficient (r) is the percentage of difference in the dependent 
variable explained by the independent variables. The positive 
sign or values signify the positive correlation correspondingly 
negative values signify the negative correlation between two 
variables (Magroliya et al. 2018).

The relationship between two parameters was established 
by calculating Karl Pearson’s correlation coefficient, r, by 
using the formula as given
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Correlation coefficient: Correlation represents the degree of mutual relationship among two 
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 …(3) 

Where r = Karl Pearson’s correlation coefficient, y = Dependent variable, x = Independent 

variable and n = Number of Observations. If the correlation coefficient is closed to +1 or –1 

predicts a good relationship between two variables x and y, and the correlation coefficient r = 

0 predicts no relationship between two variables. The correlation between the parameters is 

considered as strong, when it is in the range of +0.8 to 1.0 and - 0.8 to -1.0, moderate when it 

is having a value in the range of +0.5 to 0.8 and -0.5 to -0.8, weak when it is in the range of 

+0.0 to 0.5 and -0.0 to -0.5 (Saxena et al. 2016 and Heydari et al. 2013). 

 …(3)

Where r = Karl Pearson’s correlation coefficient, y = De-
pendent variable, x = Independent variable and n = Number 
of Observations. If the correlation coefficient is closed to +1 
or –1 predicts a good relationship between two variables x 
and y, and the correlation coefficient r = 0 predicts no rela-
tionship between two variables. The correlation between the 
parameters is considered as strong, when it is in the range 
of +0.8 to 1.0 and - 0.8 to -1.0, moderate when it is having a 
value in the range of +0.5 to 0.8 and -0.5 to -0.8, weak when 
it is in the range of +0.0 to 0.5 and -0.0 to -0.5 (Saxena et al. 
2016 and Heydari et al. 2013).

RESULTS AND DISCUSSION

The season-wise minimum, maximum, mean and standard 
deviation values of the water quality parameters are given 
in Table 2. The results were compared with drinking water 
standards [BIS].

The pH values varied between 6.27 to 7.36 with a mean 
of 6.83 during pre-monsoon and 6.01 to 6.86 with a mean 
of 6.39 during post monsoon seasons. The pH value was 
in decreasing trend from pre-monsoon to post-monsoon 
which may be due to the dilution of rainwater (Rashmi 
2016). Electrical conductivity is the ability of an aqueous 
solution to pass electric current which depends on ions and 
their total concentration, mobility and temperature. The EC 
values recorded were in the range of 84.67to 224 μScm-1 
with a mean of 154.17 μScm-1 during pre-monsoon and 
104 to 190.7 μScm-1 with a mean of 153 μScm-1 during 
post-monsoon seasons. The high EC value indicates the 
presence of salts and ions in higher concentration (Bajpai 
et al. 2012). Turbidity is the measure of the light scattered 
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by suspended particles. The clay, silt, organic matter, phy-
toplankton and other microscopic organisms cause turbidity 
in pond water. Turbidity ranged from 33.05 to 197.67 NTU 
and 36.34 to 197.7 during pre-monsoon and post-monsoon 
seasons respectively. The maximum turbidity in water was 
recorded during post monsoon season which may be due 
to accumulation of sand, clay, silt, dung and various other 
pollutants along with rainwater from the surrounding area 
(Kumar et al. 2014). The oxygen can be dissolved in water 
from air or is formed by the photosynthetic organism like 
algae and aquatic plants. The oxygen is poorly soluble gas 

in water and its solubility depend on the temperature of the 
water and its partial pressure. The minimum and maximum 
dissolved oxygen were recorded as 5.18 mg/L and 6.45 mg/L 
respectively during pre-monsoon season. BOD refers to the 
oxygen used by the microorganism in the aerobic oxidation 
of organic matter. Therefore with the increase in the amount 
of organic matter in the water the BOD increases. The BOD 
value ranged between 3.51 to 4.7 and 3.77 to 4.98 during 
pre-monsoon and post-monsoon seasons respectively. The 
BOD values of all the water samples were beyond the stand-
ard limit (BIS: 3 mg/L) in both seasons. The BOD value of 

Table 2: Physico-Chemical Characteristics of Pond water in and around A D Nagar, Badharghat, Dukli and Budhjungnagar Industrial Estate *Units of 
all the parameter are in mg/L except pH, EC (μScm-1) and Turbidity (NTU).

Parameters Pre monsoon Post monsoon

Min Max Mean SD Min Max Mean SD

Temperature 26 27 26.46 ±0.33 25.17 25.38 25.42 ±0.23

pH 6.27 7.36 6.83 ±0.49 6.01 6.86 6.39 ±0.35

EC 84.67 224 154.17 ±50.44 104.7 190.7 153 ±32.64

TSS 16 40 26.67 ±9.27 19.33 42 30.25 ±7.47

TDS 48 134 96.92 ±31.35 66.67 130 97.54 ±22.30

Turbidity 33.05 197.67 84.46 ±53.08 36.34 197.7 88.88 ±51.74

TH 38.86 51.31 44.83 ±4.48 44.85 59.78 51.87 ±4.98

Total N 17.77 41.35 25.86 ±8.05 18.73 43.93 27.45 ±8.19

DO 5.18 6.45 5.75 ±0.38 5.29 6.23 5.66 ±0.29

BOD 3.51 4.7 4.08 ±0.45 3.77 4.98 4.46 ±0.41

COD 24.67 36.67 29.67 ±3.89 28 34.67 31.25 ±2.51

TC 376.7 520 447.92 ±56.96 426.7 540 484.17 ±38.70

FC 220 283.3 255.83 ±24.48 253.3 353.3 298.33 ±38.38

HCO3 25.84 105.1 54.43 ±30.71 29.25 89.26 52.51 ±24.28

Cl 13.7 22 19.44 ±2.72 15.37 25.14 21.35 ±2.96

SO4 10.89 28.77 19.03 ±5.75 13.23 31.19 20.88 ±6.15

PO4 0.14 0.73 0.34 ±0.24 0.2 1.1 0.44 ±0.33

NO3 0.25 2.12 0.99 ±0.74 0.26 2.66 1.21 ±0.98

Na 1.63 25.82 7.18 ±8.85 1.79 29.86 8.11 ±10.13

K 0.55 15.36 3.39 ±5.14 0.62 17.06 3.78 ±0.96

Ca 7.12 9.1 8.24 ±0.75 7.96 10.64 9.39 ±0.98

Mg 4.42 7.23 5.84 ±1.08 5.23 7.97 6.82 ±1.08

F 0.19 0.4 0.30 ±1.08 0.21 0.39 0.32 ±0.07

Fe 0.71 3.41 1.68 ±0.93 0.76 3.39 1.76 ±0.98

Mn 0.1 0.81 0.27 ±0.26 0.12 0.79 0.28 ±0.24

Pb 0.01 0.026 0.02 ±0.01 0.01 0.024 0.02 ±0.01

Cd 0.002 0.007 0.004 ±0.002 0.001 0.01 .0005 ±0.003

As 0.0002 0.019 0.01 ±0.01 0.0004 0.027 0.01 ±0.01

Cu 0.02 0.05 0.03 ±0.01 0.017 0.05 0.03 ±0.01

Zn 0.04 0.45 0.19 ±0.16 0.04 0.4 0.18 ±0.14

Cr 0.02 0.04 0.03 ±0.01 0.017 0.037 0.03 ±0.01
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post monsoon season was more than pre monsoon season 
because of the presence of several microbes in water bodies, 
which accelerate their metabolic activities with the increase 
in concentration (Kumar et al. 2014). The Total Coliform 
numbers per 100 mL of water ranged from 376.7 to 520 and 
426.7 to 540 during pre-monsoon and post monsoon respec-
tively. Total Coliform count was increased from pre-mon-
soon to post-monsoon. The high concentration of organic 
matter of Faecal origin possibly arises from the industrial 
activities as well as residential inhabitants. Total hardness 
values ranged from 38.86 to 51.31 mg/L during pre-mon-
soon and to 44.85 to 59.78 mg/L during post-monsoon. TH 
is used to describe the effect of dissolved minerals (mostly 
calcium and magnesium) determining suitability of water 
for domestic, industrial and drinking purpose attributed to 
the presence of ferrous iron, bicarbonates, sulphates, chlo-
ride and nitrate of calcium and magnesium. High values of 
hardness are probably due to regular addition of large quan-
tities of detergents used by the nearby residential localities 
which drain into the water bodies. The hard water can cause 
indigestion problem and possibilities of forming calcium 
oxalate crystals in urinary tracts (Deepa et al. 2016). Calci-
um and magnesium levels were found increased during post 
monsoon than pre monsoon seasons. The concentration of 
iron in the water samples varies from 0.71 to 3.41 mg/L and 
0.76 to 3.39 mg/L during pre-monsoon and post-monsoon 
respectively. The recorded iron levels in water bodies were 
much higher than BIS standard. The high iron content may 
be due to the influence of rainfall infiltrating and dissolution 
of iron-bearing mineral rocks and soils which are leached 
into these water bodies (Sekar & Suriyakala 2016 and Idoko 
2010). The considerable content of manganese was recorded 
in both seasons. The concentration of other heavy metals 
such as lead, cadmium, arsenic, copper, zinc and chromium 
were within the prescribed BIS standard limits during both 
seasons. The remaining parameters were within the BIS 
standard limit but seasonal variations were observed. 

Water Quality Index: The weights assigned and relative 
weights for each parameter was given in Table 3. The Water 
Quality Index classification and its values have been present-
ed in Table 4 and Table 5 respectively. The seasonal variation 
of WQI and Pie diagram of overall WQI in the study areas 
are shown in Fig. 2 and Fig. 3 respectively.

The WQI values revealed that the surface water quality 
was found as a poor category in almost all sampling sites in 
both seasons. It may be due to the ionic leaching, overex-
ploitation and anthropogenic activities such as discharge of 
effluents from industrial, agricultural and domestic uses (Jena 
et al. 2013). It is observed that 75% of surface water of the 
sampling locations are of poor quality and 25 % of surface 
water are of good quality. This indicates that water samples 

Table 3: Relative weight of selected parameters.

Parameters Standard (BIS) Weight (wi) Relative Weight (Wi)

TDS 500 5 0.052083333

HCO3
-1 200 1 0.010416667

Cl- 250 5 0.052083333

SO4
-2 200 5 0.052083333

NO3
-1 45 5 0.052083333

Ca 75 3 0.03125

Mg 30 3 0.03125

Na - 4 0.041666667

K - 2 0.020833333

Fe 0.3 5 0.052083333

Cr 0.05 5 0.052083333

Pb 0.05 5 0.052083333

Cu 0.05 2 0.020833333

Mn 0.1 5 0.052083333

Cd 0.003 5 0.052083333

Zn 5 1 0.010416667

pH 6.5-8.5 4 0.041666667

As 0.05 5 0.052083333

TH 300 3 0.03125

EC 300 1 0.010416667

F 1.0 5 0.052083333

Temp. 40 1 0.010416667

Turbidity 1 1 0.010416667

BOD 3.0 3 0.03125

DO 5.0 4 0.041666667

PO4 - 1 0.010416667

FC - 5 0.052083333

COD - 2 0.020833333

Swi = 96 SWi = 1 

Table 4: WQI classification and results (Paul et al. 2016).

WQI Value Water Quality

<50 Excellent

50-100 Good

100-200 Poor

200-300 Very Poor

>300 Unsuitable

of the study areas are highly polluted. They are not suitable 
for drinking purposes and other useful human activities. The 
water quality index (WQI) indicates that sampling site S-5 is 
highly polluted compared to others. This site is nearer to the 
Budhjungnagar Industrial estate and receives more industrial 
effluents, wastes and sewage water.
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(+0.8742) and Total Coliform (+0.8742) and HCO3 was 
strongly correlated with Na (+0.8313)). During post mon-
soon DO was moderately negatively correlated with BOD 
(-0.5227) which signifies that BOD increases then DO will 
also decrease (Indu et al. 2015). TDS and EC are positively 
correlated because electrical conductivity is dependent on 
the dissolved ions. EC increases with the high value of TDS 
(Dhamodharan & Shanthakumar 2016). The hardness of 
water samples is positively correlated with the ions namely 
bicarbonate, chloride, sulphate, nitrate, sodium, potassium, 
calcium, and magnesium which determine that the surface 
water of the study areas are hard water (Sen et al. 2011).

CONCLUSION 

The analytical data of water samples reveal that all the pa-
rameters show slight seasonal variations. It has been observed 
that the values of surface quality parameters of the study area 
are higher during the post-monsoon period reflecting the 
effect of monsoon and clearly indicated seasonal variation. 
The water quality indices (WQI) were in the range 74.79 to 
182.93 and it is observed that 75% of surface water of the 
sampling location are of poor quality and 25% of surface 
water is of good quality. The bacteriological load in the water 
bodies was the main reason for its poor water quality. The 
application of the Water Quality Index (WQI) in this study 
has been found very useful in assessing the overall quality 
of water. The correlation study on water quality parameters 
showed that some of the parameters are correlated with each 
other. It is observed that some of the parameters have a posi-
tive or negative correlation between them. This study reveals 
that the surface water of these waterbody areas needs proper 
treatment before consumption. These water bodies need to be 
protected from domestic as well as industrial contamination. 
The promotion of an awareness campaign among industry 
owners as well as local people is required to maintain good 
water quality. The protection, conservation and rejuvenation 
of water bodies must be treated as an important national as 
well as international issue. This study may be used by the 
government policymakers as well as industrial entrepreneurs 
as baseline information regarding surface water quality in the 
industrial areas of the West Tripura district to take pollution 
control measures.
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Table 5: Water quality status based on WQI.

Location 
No.

WQI

Pre  
Monsoon

Water Quality 
status

Post 
Monsoon

Water Quality 
status

S-1 124.18 Poor 122.03 Poor

S-2 135.33 Poor 139.46 Poor

S-3 92.41 Good 90.30 Good

S-4 74.79 Good 80.21 Good

S-5 178.59 Poor 182.93 Poor

S-6 119.60 Poor 123.79 Poor

S-7 116.85 Poor 143.48 Poor

S-8 122.17 Poor 139.37 Poor

Parameters Standard (BIS) Weight (wi) Relative Weight (Wi) 

DO 5.0 4 0.041666667 
PO4 - 1 0.010416667 
FC - 5 0.052083333 

COD - 2 0.020833333 
  Σwi=96  ΣWi=1  

Table 4: WQI classification and results (Paul et al. 2016). 

WQI Value Water Quality 
<50 Excellent 

50-100 Good 
100-200 Poor 
200-300 Very Poor 

>300 Unsuitable 
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Fig. 2: Seasonal variation of WQI. 
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Fig. 2: Seasonal variation of WQI.

 
 

Fig. 3: Pie diagram of Overall WQI. 
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estate and receives more industrial effluents, wastes and sewage water. 

Correlation analysis: The season-wise correlation coefficient (r)values are shown in Table 6 

and Table 7 respectively. During pre-monsoon, Electrical conductivity was strongly correlated 

with TDS (+0.8142). Total Nitrogen was strongly correlated with PO4(+0.8865) and 

NO3(0.9360). HCO3 was strongly correlated with Na (+0.8372) and K (+0.8073). Sodium was 
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BOD was strongly correlated with COD (+0.8742) and Total Coliform (+0.8742) and HCO3 
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Fig. 3: Pie diagram of overall WQI.

Correlation analysis: The season-wise correlation coeffi-
cient (r)values are shown in Table 6 and Table 7 respectively. 
During pre-monsoon, Electrical conductivity was strongly 
correlated with TDS (+0.8142). Total Nitrogen was strongly 
correlated with PO4(+0.8865) and NO3(0.9360). HCO3 was 
strongly correlated with Na (+0.8372) and K (+0.8073). 
Sodium was strongly correlated with K (+0.9750). During 
post monsoon, Electrical conductivity was moderately cor-
related with TDS (+0.6179), HCO3 (+0.6573), Na (+0.5997), 
K (+0.5638) and BOD was strongly correlated with COD 
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ABSTRACT

The aim of this work was to investigate the utilization of waste tire carbons as a low cost adsorbent 
for the removal of cadmium and lead ions from an aqueous solution. Surface functional groups would 
help in getting thorough knowledge about the adsorption capacity of the adsorbent. Thus, activated 
carbons were prepared from waste rubber tyres and characterized by means of field emission scanning 
electron microscopy, energy-dispersive X-ray and Fourier transform infrared spectroscopies. The FTIR 
spectra show that the adsorption peaks are shifted or disappeared and new peaks are formed which 
was due to the adsorption of lead and cadmium onto the adsorbent surface. It is evident that the 
characteristic adsorption peak of O-H stretching vibration was shifted from 3900 and 3075 cm-1 for 
lead and the asymmetrical stretching vibration at 3900 cm-1 was shifted to 3675 cm-1 for cadmium. 
This shift in peak indicates the interaction between metal ions and –OH groups of adsorbent due to 
the presence of alcohols, phenols, and carboxylic acid and which shows the decrease of free hydroxyl 
group content due to the interaction between lead cadmium with –OH groups of the adsorbent. SEM 
micrograph of adsorbent before adsorption is highly heterogeneous and the surface morphology of the 
adsorbent is rough. The pores were completely filled with the metal ions after the adsorption of lead 
and cadmium metals and the pores appear to be smooth. This observation indicates that the metal is 
adsorbed to the functional groups present inside the pores. From the XRD analysis, the CI index for 
raw, lead and cadmium loaded activated carbon of waste tyres were found to be 48.91%, 81%, and 
54.9% respectively. These values clearly showed the increase in crystalline material present in the 
adsorbent after the adsorption of metal ions, which was due to the adsorption of metal ions onto the 
surface of the adsorbent.   

INTRODUCTION

Prosperity may serve victory, but at the same time may also 
serve misfortune. Brisk Industrialization in the early ’70s 
in India has led to prosperity as per economy and in turn, 
has also led to hindrance in waste disposal. Deterioration in 
the environment has created havoc in India. The Industrial 
Revolution marks a major turning point in history; almost 
every aspect of daily life was influenced in some way. In 
particular, average income and population began to exhibit 
unprecedented sustained growth. The future seemed to be a 
catastrophe resulting in many unknown diseases created by 
this Industrial revolution (Akunwa et al. 2014, Nagajyoti et 
al. 2010). Researchers then focus on this to prevent water 
pollution and air pollution for improving the quality of water 
and air. There are several chemical methods for the pre-treat-
ment which may also leave toxic chemicals at the end (Fu 
et al. 2011, Debasree et al. 2014). The chemical pollutant 
not only causes safety hazards and medical threats but also 
disturbs the stability of the environment (Bohli et al. 2013, 

Amuda et al. 2007). Due to their hazardous effects, persis-
tency and accumulation tendency, heavy metals can pose a 
risk to human and environmental health (Ku & Peters 1987, 
Krishnan & Anirudhan 2002). Due to rapid industrialization, 
toxic metal pollution is increasing causing destabilization 
in the ecosystem.  The trace metals present are divided as 
heavy metals and light metals based on their densities (Foo 
& Hameed 2010, Kobya et al. 2005). Toxic heavy metals 
include chromium, cadmium, mercury, silver, lead and tin, 
although several nutrient metals, notably zinc, copper and 
nickel, can also be toxic at elevated concentrations (Mom-
cilovic et al. 2011). If not properly managed, industrial waste-
water is responsible for severe damage to the environment 
and adversely affecting the health of the people.  Some of 
the heavy metal effluents discharged by different industries 
are shown in Table 1 (Venkatesan & Senthilnathan 2013, 
Chowdhury et al. 2012). It is of prime importance to prevent 
the accumulation of heavy metals all above their threshold 
concentrations. Heavy metals that affect the human organs 
are shown in Table 2 (Mona et al. 2014, Umar et al. 2015).
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Among all the heavy metals, Pb (II) and Cd (II) are the 
predominant ones as they are generated from a majority of 
industrial operations such as metal plating industries, elec-
troplating industries, steel making and alloy industries, petro-
chemical industries, refining of ores, and battery production 
(Fu & Wang 2011). In the current years, the need for safe 
and economical methods for the elimination of heavy metals 
from contaminated waters has necessitated research interest 
towards the production of low cost alternatives (Gupta et 
al. 2011a). The search for new technologies involving the 
removal of toxic metals from wastewaters has directed atten-
tion to adsorption, based on the binding capacities of various 
materials. In recent years, research interest in the production 
of low cost activated carbon produced from unused materials 
has grown. Low cost activated carbons prepared from waste 
materials containing acidic groups such as hydroxyls and 
carboxyls were effective in binding metal cations (Girods 
et al. 2011, Gupta et al. 2011b). With this brief introduction 
about heavy metal pollution and importance of the lead and 
cadmium removal in particular from wastewater streams, an 
attempt has been made to study the use of low cost activated 
carbon from waste tyres as an adsorbent to treat the simulated 
metal solutions. In that context, The first aspect is related 
to the characteristics of the adsorbent such as surface area, 
porosity and the number of functional groups (Abdulaziz 
et al. 2013, Umar et al. 2015). The second factor is related 
to the characteristics of metals that are being sorbed; these 
include metal speciation in solution. The objective of the 
present study is to investigate the feasibility of an alterna-
tive, low cost and novel adsorbent for efficient removal of 

cadmium and lead from an aqueous solution. The functional 
groups on the surface of the adsorbents that contribute to the 
adsorption are characterized using Fourier transform infrared 
spectroscopy (FTIR), Scanning Electron Microscope (SEM) 
and X-Ray Diffraction (XRD) analyses.

MATERIALS AND METHODS

Chemicals and Reagents

The chemicals of AR/LR grades supplied by different stand-
ard manufacturing industries are shown in Table 3.

Instrumentation

Orbital shaker, pH Meter with a glass electrode, Filter, An-
alytical Balance, Atomic Absorption Spectrometer (AAS) 
(Perkin Elmer model 400A), FTIR, SEM and XRD.

Preparation of Adsorbents

The adsorbents prepared from waste tyres used in the pres-
ent study were collected in Rajam and Srikakulam, Andhra 
Pradesh, INDIA. The adsorbents were prepared by carboni-
zation and activation of carbonaceous materials by chemical 
activation methods (Juan et al. 2013, Nadeem et al. 2006). 
The dried products of adsorbents were sieved to the desired 

Table 1: Heavy metals present in effluents discharged by different industries.

              Industry Heavy metals present in the effluent

Chloro-alkali Cr, Cd, Cu, Pb, Zn, Hg, Se

Paints and dyes Cr, Cd, Cu, Pb, Zn, Se

Petroleum refinery Cr, Cd, Cu, Pb, Zn

Fertilizers Cr, Cd, Cu, Pb, Zn, Hg, Mn, As

Motor vehicles Cr, Cd, Pb, Zn, Hg, Se

Mining and metallurgy Cr, Cd, Cu, Zn, Hg, Se, As

Table 2: Effect of pollutants on human organs.

Heavy metal 
pollutants

Target organ

Chromium Stomach, lower respiratory system, skin and lungs

Cobalt Liver, kidneys and bones

Cadmium Blood, kidneys, bones and teeth

Nickel Intestines

Lead Blood, brain, bones, kidneys and teeth

Mercury Blood and kidneys

Arsenic Blood and kidneys

Table 3: Chemicals and reagents. 

Reagent Company Purity Grade

Pb(NO3)2 Loba Chemie Pvt. Ltd. Mumbai 99% AR

Cd (NO3)2 S. D. Fine Chem. Pvt. Ltd. 99.5% AR

NaOH Loba Chemie Pvt. Ltd. Mumbai 98% AR

HCl Sarabai Company, India 35% AR

ZnCl2 Fischer Inorganics Ltd. 70% LR

H2O2 S. D. Fine Chem. Pvt. Ltd. 30% AR
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micrographs showed the binding of metal ions on the surface of the 

adsorbents. FTIR analysis indicated the presence of various 

functional groups such as hydroxyl, carboxyl, amino, etc., on the 

surface of the adsorbent which was responsible for the adsorption of 

metals. XRD studies confirmed the crystalline and amorphous 

nature of the adsorbents. 

 

Fig. 1: Activated carbons prepared from waste tires with an average particle size 
of  149 µm. 
 

Fig. 1: Activated carbons prepared from waste tires with an average 
particle size of  149 µm.
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particle size range of 74-177 µm (Fig. 1). SEM micrographs 
showed the binding of metal ions on the surface of the ad-
sorbents. FTIR analysis indicated the presence of various 
functional groups such as hydroxyl, carboxyl, amino, etc., 
on the surface of the adsorbent which was responsible for the 
adsorption of metals. XRD studies confirmed the crystalline 
and amorphous nature of the adsorbents.

RESULTS AND DISCUSSION

SEM analysis of Activated Carbon of Waste tyres 
Adsorbent

SEM is an electron microscope, which provides images of 
the sample surface by scanning it with a high-energy beam 
of electrons. The electron interactions with the atoms of the 
sample produce signals that contain information about the 
topography, morphology, and composition of the sample 
surface. The SEM analysis of activated carbon of waste tyres 
was carried out to study the porosity and surface structure 
of adsorbent. Fig. 2 shows the SEM micrograph of activated 

carbon of waste tyres before adsorption. It is evident from 
the figure that the adsorbent is highly heterogeneous and the 
surface morphology of the adsorbent is rough. It is clear that 
the adsorbent has a considerable number of heterogeneous 
layer pores where there is a good possibility of heavy metal 
being adsorbed. Figs. 3 and 4 show the SEM micrographs 
of activated carbon of waste tyres after adsorption of lead 
and cadmium respectively. It is evident from these figures 
that the surface texture of activated carbon of waste tyres 
was completely changed before and after the adsorption of 
heavy metals. The surface of the metal-loaded adsorbent 
clearly shows that the surface of the adsorbent dosage was 
covered with metal ions. The pores were completely filled 
with the metal ions after the adsorption of lead and cadmium 
metals and the pores appear to be smooth. This observation 
indicates that the metal is adsorbed to the functional groups 
present inside the pores. The surface of the adsorbent became 
smooth after the adsorption of lead and cadmium metals. 
Smoothening of the surface is due to the adsorption of metal 
ions onto the pores of the adsorbent. It may also occur due 
to the decrease in surface heterogeneity of the adsorbent. 

FTIR Analysis of Activated Carbon of Waste tyres 
Adsorbent

The FTIR is an important tool to identify characteristic 
functional groups of the adsorbent, which are capable of 
adsorbing metal ions. The FTIR spectroscopy provides struc-
tural and compositional information on the functional groups 
presented in the sample. The functional groups present in the 
activated carbon of waste tyres were investigated by FTIR 
spectra within the range of 400-4000 cm-1 wave number. 
Figs. 5, 6 and 7 show the band positions in the FTIR spectra 
of the activated carbon of waste tyres before and after lead 
and cadmium adsorption presented in Table 4. The adsorption 
spectra (Fig. 6) displayed a number of adsorption peaks indi-
cating the complex nature of activated carbon of waste tyres 
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Fig. 2: SEM micrographs of activated carbon of waste tires adsorbent before   
            adsorption. 

 

 
 Fig. 3: SEM micrographs of activated carbon of waste tires adsorbent after   
             adsorption with lead. 

 
 
Fig. 4: SEM micrographs of activated carbon of waste tires adsorbent after   
            adsorption with cadmium. 
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Fig. 4: SEM micrographs of activated carbon of waste tires adsorbent 
after  adsorption with cadmium.
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and it was composed of various functional groups which are 
responsible for the binding of lead and cadmium metals. The 
broad peak at 3000 cm-1 corresponds to the C-H, O-H and 
=C-H stretching vibrations of alkanes, aromatic and carbonyl 
acids, thus showing the presence of free hydroxyl groups on 
the adsorbent surface. The peaks at range from 3900 to 3750 
cm-1 are due to the stretching vibration of O-H. The peak at 
2400 cm-1 represents the symmetric C-C stretching of the 
functional group of alkenes present on the adsorbent surface. 
The sharp peak at 1680 cm-1 could be due to the C=C, C=O 
stretching of alkene, carbonyl and amide stretch. The car-
boxylic acid groups take part in the adsorption of metal ions 
from the aqueous solution in addition to the other active sites 
on the carbon surface. The peak at 1680 cm-1 is attributed 
to the graphite’s characteristic sp2 hybridized C=C aromatic 
skeletal stretching. The peak present at 1575 cm-1 represents 
the NH (bending) and NO (stretch) stretching vibration of 
amide and nitro functional groups on the adsorbent surface. 
While the band at 1350 cm-1 corresponds to the C-F, C-N, 
and N-O, was stretching vibrations of alkyl halide, amine 
and nitro functional groups on the adsorbent surface. The 
peaks in the region 1050 and 750 cm-1 were associated with 
adsorption by C-Cl, C-F and C-O groups on the adsorbent 
surface. It is concluded that the prepared activated carbon 
material includes oxygen-containing functional groups that 
provide additional active sites in the adsorption process. The 
FTIR spectra of activated carbon of waste tyres before and 
after adsorption of lead (Fig. 5) shows, some of the adsorption 
peaks are shifted or disappeared and new peaks are formed 
which was due to the adsorption of lead onto the adsorbent 
surface. It is evident from this figure that the characteristic 
adsorption peak of O-H stretching vibration was shifted 
from 3900 and 3075 cm-1 which shows the decrease of free 
hydroxyl group content due to the interaction between lead 
and –OH groups of the adsorbent. The peak C-H stretching 
of alkane at 2860 cm-1 was shifted to 2380 cm-1. The peaks 
at 2400, 1575, 750 cm-1 were shifted to 1740, 1500, 860 
cm-1 due to the presence of carboxyl groups. These changes 
indicate the interaction between the metal ions and the adsor-
bent surface. A new peak was formed at 2100 cm-1 and 1740 
cm-1 which indicates the possible involvement of alkyne and 
ester groups in the adsorption process during the adsorption 
of metal ions onto the surface of the adsorbent surface. It is 
apparent from Fig. 7 that different functional groups could be 
responsible for the adsorption of cadmium. After adsorption 
of cadmium, the asymmetrical stretching vibration at 3900 
cm-1 was shifted to 3675 cm-1. This shift in peak indicates the 
interaction between cadmium and –OH groups of adsorbent 
due to the presence of alcohols, phenols and carboxylic acid. 
A new peak at 2830 cm-1 was observed due to the chemical 
reaction involved in the adsorption process. The peak C=O 

stretch at 1680 cm-1 and 1575 cm-1 were shifted to 1650 
cm-1, and 1500 cm-1 due to the presence of carboxyl groups. 
The peak at 1050 cm-1 was shifted to  -1 and a new peak was 
observed at 2830 cm-1, which indicates the involvement of 
alkyne and ester groups in the adsorption process. The shift in 
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groups in the adsorption process. The shift in peak values could be 

due to the formation of a chemical bond between the functional 

groups present on activated carbon of waste tires and cadmium. 

FTIR spectrum of raw activated carbon of waste tires reveals that 

there was a large number of hydroxyl and carboxyl groups present 

on the surface of the adsorbent, which possibly reacted with metal 

ions in an aqueous solution. These groups may largely contribute to 

the active adsorption sites required for the adsorption of lead and 

cadmium metal ions. All these observations indicated the possible 

involvement of functional groups on the surface of the activated 

carbon of waste tires in the adsorption process. These results also 

indicate that chemisorption could also be involved in the adsorption 

of lead and cadmium metal ions onto the activated carbon of waste 

tires. The FTIR is an important tool to identify characteristic 

functional groups of the adsorbent, which are capable of adsorbing 

metal ions. 

 
 

Fig. 5: FTIR spectra of waste tires activated carbon adsorbent before  
           adsorption. 

 

Fig. 5: FTIR spectra of waste tires activated carbon adsorbent before 
adsorption. 
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Fig. 6: FTIR spectra of activated carbon of waste tires adsorbent   
          after adsorption of lead. 
 

 
Fig. 7: FTIR spectra of activated carbon of waste tires adsorbent  
          after adsorption of cadmium. 

 

Table 4: FTIR spectra of activated carbon of waste tires adsorbent. 
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Diff. Cadmium 
loaded 
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Alcohols 
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free 

Alcohols 
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free 

Alcohols 

Fig. 6: FTIR spectra of activated carbon of waste tires adsorbent  after 
adsorption of lead.
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Fig. 7: FTIR spectra of activated carbon of waste tires adsorbent  
          after adsorption of cadmium. 
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Fig. 7: FTIR spectra of activated carbon of waste tires adsorbent after 
adsorption of cadmium.
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peak values could be due to the formation of a chemical bond 
between the functional groups present on activated carbon of 
waste tyres and cadmium. FTIR spectrum of raw activated 
carbon of waste tyres reveals that there was a large number 
of hydroxyl and carboxyl groups present on the surface of 
the adsorbent, which possibly reacted with metal ions in an 
aqueous solution. These groups may largely contribute to 
the active adsorption sites required for the adsorption of lead 
and cadmium metal ions. All these observations indicated the 
possible involvement of functional groups on the surface of 
the activated carbon of waste tyres in the adsorption process. 
These results also indicate that chemisorption could also be 
involved in the adsorption of lead and cadmium metal ions 
onto the activated carbon of waste tyres. The FTIR is an 
important tool to identify characteristic functional groups 
of the adsorbent, which are capable of adsorbing metal ions.

XRD Analysis of Activated Carbon of Waste tyres 
Adsorbent

The adsorbent can be crystallographically characterized by 
means of X-ray diffraction (XRD). Figs. 8, 9 and 10 show 
the XRD diagram of activated carbon of waste tyres before 
and after adsorption of lead and cadmium ions. The XRD 
pattern of raw adsorbent showed a typical spectrum of 
cellulosic material, with main and secondary peaks at 2θ of 
26.42° and 20.6° respectively. The height of the peak and 
the corresponding position angles are shown in Table 5. The 
main peak at 26.42° corresponds to the 002 crystallographic 
planes and it is taken as indicative of the presence of highly 
organized crystalline cellulose. The secondary peak at 20.6° 

corresponding to the (101) crystal plane and it is a measure 
of a less organized polysaccharide structure. The planes at 

Table 4: FTIR spectra of activated carbon of waste tires adsorbent.

IR frequency range, (cm-1) Type of vibration Functional groups

WTAC Lead loaded Diff. Cadmium loaded Diff.

3900 3900 0 3890 10 OH, Stretch, free Alcohols

3880 3825 55 OH, Stretch, free Alcohols

3870 3750 120 OH, Stretch, free Alcohols

3675 OH, Stretch, free Alcohols

3825 OH, Stretch, free Alcohols

3750 OH, Stretch, free Alcohols

3000 3075 75 3000 0 C-H, Stretch
O-H, Stretch (C=O)
=C-H, Stretch

Alkane/Aromatic/Carbonylacid/
Alkene

2850 2860 10 2850 0 C-H, Stretch
O-H, Stretch
=C-H, Stretch

Alkane/ Carbonyl acid/Aldehydes

2850 2830 C-H, Stretch
O-H, Stretch
=C-H, Stretch

Alkane/ Carbonyl acid/
Aldehydes

2400 2380 -20 2390 10 C=C, stretch Alkene

2100 Stretch Alkyne

1740 C=O, Stretch Carbonyl/Aldehyde/Ester

1680 1650 30 C=C, stretch
C=O, stretch
C=O, stretch

Alkene/Carbonyl/Amide

1575 1500 -75 1500 -75 NH, Bending
NO, Stretch

Amide/ Nitro

1350 C-F, Stretch
C-N, Stretch
N-O, Stretch

Alkyl Halide/Amine/Nitro

1050 1050 1040 0 C –Cl, Stretch,
=C-H, Bending

Alkyl halide/Alkene

750 860 110 750 0 C –F, Stretch,
C-O, Stretch

Alkyl halide/Alcohol
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(002) and (101) indicate the presence of a negative form 
of cellulose found in the natural source that is cellulose-I 
polymorphic form. The presence of cellulose indicates the 
irreversible adsorption of metals through columbic attraction 
since the negative surface change is acquired by cellulose 
on contact with water. The cellulose present in the natural 
materials contains some crystalline oriented zones, which 
give a certain degree of crystallinity in fibre materials. The 
crystallinity of the adsorbent strongly depends on the com-
position of lignin, hemicelluloses and cellulose present in the 
adsorbent. The crystallinity of the material gives the relative 
amount of total crystalline material present in cellulose is 
measured with the help of crystalline index (CI) (Abdulaziz 
et al. 2013). The CI of the adsorbent was determined using 
the following equation, 
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Where, 002I and amI are the intensity of the crystalline peak at ( 002I , 

2θ =24.1°) and amorphous peak ( amI , 2θ =18.33°) of samples 

respectively. The CI index for raw, lead and cadmium loaded 

activated carbon of waste tires were found to be 48.91%, 81% and 

54.9% respectively. These values clearly showed the increase in 

crystalline material present in the adsorbent after the adsorption of 

metal ions, which was due to the adsorption of metal ions onto the 

surface of the adsorbent. These results confirm the SEM 

micrographs of raw, lead and cadmium-loaded adsorbent. It is 

evident from the XRD results that significant differences were 

occurred in the peak intensities for the adsorbent before and after the 

adsorption of lead and cadmium metals. The peaks obtained from 
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Where, I002 and Iam  
are the intensity of the crystalline 

peak at (I002, 2 = 24.1°) and amorphous peak (Iam, 2 = 
18.33°) of samples respectively. The CI index for raw, lead 
and cadmium loaded activated carbon of waste tyres were 
found to be 48.91%, 81% and 54.9% respectively. These val-
ues clearly showed the increase in crystalline material present 

in the adsorbent after the adsorption of metal ions, which was 
due to the adsorption of metal ions onto the surface of the 
adsorbent. These results confirm the SEM micrographs of 
raw, lead and cadmium-loaded adsorbent. It is evident from 
the XRD results that significant differences were occurred 
in the peak intensities for the adsorbent before and after the 
adsorption of lead and cadmium metals. The peaks obtained 
from the samples appeared to be largely amorphous. How-
ever, some peaks are characteristic of cellulose crystallinity. 
The results also indicate that the intensity of the peaks was 
also decreased considerably after the adsorption of lead 
and cadmium metals. This is due to the destruction of the 
crystalline structure of activated carbon of waste tyres with 
the adsorption of metals. The XRD pattern of raw activated 
carbon of waste tyres showed a characteristic peak at a 2 
value of 26.42°. After the adsorption, this peak was slightly 
moved to a lower angle at 26.38° for lead, which indicates 
the adsorption of metal ions onto the surface of activated 
carbon of waste tyres. The secondary peak at 20.6° for raw 
adsorbent was slightly moved to a lower angle of 20.75° 
after the adsorption of lead and cadmium loaded adsorbent 
dosage. The peaks at 25.1, 29.1, 36.3, 42.1, 47.3, 49.8 and 
49.9° corresponding to the peaks height (count/sec) at 
105.4, 102.98, 81.83, 139.2,104.8, 159.88  and 147.51 were 

Table 5: XRD details of activated carbon of waste tires adsorbent   before, 
and after adsorption of lead and cadmium.

Count/
sec

Activated carbon of waste tires (ACWT)

Peak position 
(2) before 
adsorption

Peak position 
(2)  by  lead 
loaded

Peak position 
(2)  by cadmi-
um loaded

76.49 6.1541 18.7319 6.3167

41.53 11.4603 19.6817 19.7253

52.31 19.5149 20.7562 20.6987

239.36 20.6081 25.1464 25.1608

105.44 25.1321 26.3881 26.4291

857.57 26.4276 29.3639 29.3962

102.98 29.1980 31.0904 30.9201

67.44 30.8530 36.2937 36.3522

34.22 33.1397 39.2956 39.3081

81.83 36.3922 42.2949 42.2426

77.67 39.2136 45.5652 45.6479

139.26 42.1841 49.8820 47.4495

38.37 43.0645 54.7764 49.9305

38.55 45.5594 59.7418 54.6937

104.88 47.3470 65.3000 59.7431

159.88 49.8569 68.0305 67.9831

147.51 49.9959 73.3603 75.5485

25.42 54.7354 81.1832 79.7290
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Fig. 8:  XRD of activated carbon of waste tires adsorbent before adsorption. 

 

 
Fig. 9: XRD of activated carbon of waste tires adsorbent after adsorption of   
           lead.  

 
 
Fig. 10: XRD of activated carbon of waste tires adsorbent after adsorption of   
            cadmium. 
 

 

Fig. 8:  XRD of activated carbon of waste tires adsorbent before  
adsorption.
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Fig. 9: XRD of activated carbon of waste tires adsorbent after adsorption of   
           lead.  

 
 
Fig. 10: XRD of activated carbon of waste tires adsorbent after adsorption of   
            cadmium. 
 

 

Fig. 9: XRD of activated carbon of waste tires adsorbent after adsorption 
of lead. 
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slightly changed to 25.1, 29.3, 36.2, 49.8 and 59.7o for lead 
adsorption and 25.16, 36.35, 39.3, 49.9, 59.74 and 67.98° 
for cadmium adsorption. New peaks were also observed 
for lead and cadmium-loaded adsorbent. The shift in peaks, 
disappearance of peaks and formation of new peaks after 
adsorption of lead and cadmium samples was due to the 
chemical reaction involved during the process. Thus, XRD 
results confirmed that significant interactions were occurring 
between metal ions and adsorbent surface. 

CONCLUSIONS

Activated carbon was prepared from waste rubber tyres and 
characterized by means of field emission scanning electron 
microscopy, energy-dispersive X-ray and Fourier transform 
infrared spectroscopies.

The functional groups present on the adsorbent the corre-
sponding infrared absorption frequencies are before adsorp-
tion at optimum conditions show the broad peak at 3000 cm-1 
corresponds to the C-H, O-H and =C-H stretching vibrations 
of alkanes, aromatic and carbonyl acids, thus showing the 
presence of free hydroxyl groups on the adsorbent surface.

It is evident that the characteristic adsorption peak of 
O-H stretching vibration was shifted from 3900 and 3075 
cm-1 for lead and the asymmetrical stretching vibration at 
3900 cm-1 was shifted to 3675 cm-1 for cadmium. This shift 
in peak indicates the interaction between metal ions and –OH 
groups of adsorbent due to the presence of alcohols, phenols 
and carboxylic acid and which shows the decrease of free 
hydroxyl group content due to the interaction between lead 
cadmium with  –OH groups of the adsorbent.

The shift in peak values could be due to the formation of 
a chemical bond between the functional groups present on 
activated carbon of waste tyres with metal ions.

FTIR spectrum of raw activated carbon of waste tyres 
reveals that there was a large number of hydroxyl and car-
boxyl groups present on the surface of the adsorbent, which 
possibly reacted with metal ions in an aqueous solution. 

These results also indicate that chemisorption could also be 
involved in the adsorption of lead and cadmium metal ion 
onto the activated carbon of waste tyres. 

It is clear that the adsorbent has a considerable number of 
heterogeneous layer pores where there is a good possibility 
of heavy metal being adsorbed. The surface of the adsorbent 
became smooth after the adsorption of lead and cadmium 
metals. Smoothening of the surface is due to the adsorption of 
metal ions onto the pores of the adsorbent. It may also occur 
due to the decrease in surface heterogeneity of the adsorbent.

It is evident from the XRD results that significant dif-
ferences were occurred in the peak intensities for the adsor-
bent before and after the adsorption of lead and cadmium 
metals. The peaks obtained from the samples appeared to be 
largely amorphous. However, some peaks are characteristic 
of cellulose crystallinity. The results also indicate that the 
intensity of the peaks was also decreased considerably after 
the adsorption of lead and cadmium metals. This is due to 
the destruction of the crystalline structure of activated carbon 
of waste tyres with the adsorption of metals.
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Fig. 8:  XRD of activated carbon of waste tires adsorbent before adsorption. 
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Fig. 10: XRD of activated carbon of waste tires adsorbent after  
adsorption of cadmium.
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ABSTRACT

Antibiotic resistance is one of the major problems in the medical world, and the sewage waters are the 
primary habitats to harbour antibiotic resistance bacteria (ARB) especially multi-drug resistance (MDR) 
human enteric pathogens. The present study dealt with isolation, identification and characterization of 
human enteric pathogens showing resistance against ten different commonly prescribed antibiotics. 
These bacterial strains were isolated from different sewage treatment plants located in the suburb of 
Delhi. Initially, samples were analysed for the presence of pathogenic human enteric bacteria through 
morphological, biochemical and molecular analysis. Further susceptibility patterns of these isolates 
were studied towards clinically significant antibiotics. Doxycycline and Metronidazole were found to be 
most inert antibiotic as it was ineffective against all isolated enteric pathogens, whereas Meropenem 
was found to be most promising antibiotic. As the resistance of these microorganisms is evolving day 
by day, proper steps should be taken to prevent it.   

INTRODUCTION

Pollution in source water is a problem in developing as 
well as in all developed countries. In the past few decades, 
uncontrolled urbanization has caused a serious pollution 
problem due to the disposal of sewage and industrial effluents 
to water bodies. Effluent wastewater treatment is the process 
of removing contaminants from wastewater and household 
sewage, both runoff (effluents) and domestic. It includes 
physical, chemical, and biological processes to remove 
physical, chemical and biological contaminants. Sewage 
water can be polluted by a wide variety of substances, 
including pathogenic microorganisms, plant nutrients, toxic 
chemicals, sediments, heat oil, and radioactive substances 
(Sharpe 2003, Ishak et al. 2011). Sewage water is one of the 
major sources of human enteric pathogenic bacteria. Sewage 
contains human faeces and therefore contains human enteric 
pathogens i.e. Salmonella enterica, Salmonella enteritidis, 
Salmonella typhimurium, Shigella dysenteriae, Enterobacter 
spp., Vibrio spp. These pathogens are responsible for 
serious gastrointestinal illness which is a significant cause 
of waterborne health epidemics. Gastrointestinal disease 
is considered the third most common cause of death in the 
world (Hellier & Williams 2007). For combating against 

these pathogens, antibiotics are generally used which has 
led to the evolution of multidrug-resistant strains of these 
pathogens. There is a great need to discover novel antibiotics 
due to the wide-spread emergence of resistance among 
pathogenic bacteria against available antibiotics (Goyal et 
al. 2010, Chauhan et al. 2015).

Although the discovery of antimicrobials leads to vari-
ous expectations, it has been influenced by the emergence 
of resistant bacterial strains against antibiotics. It has been 
reported that the irrigation water system also has been con-
taminated by these multidrug-resistant bacteria which have 
a chance to enter in our food chain directly. The presence 
of multidrug-resistant enterobacter and enteric pathogens 
has been regarded as a serious problem for a community 
(Cabrera et al. 2004, Chitnis et al. 2004, Danchaivijitr et al. 
2005). A significant increase of Multiple Antibiotic Resist-
ant (MAR) bacteria is observed in various aquatic systems. 
Human infections caused by such bacteria could be difficult 
to treat with drugs (Chandrasekaran et al. 1998, Dicuonzo et 
al. 2001, Lopes et al. 2005).

The aim of this study was to evaluate the antibiotic 
resistance patterns of human enteric pathogenic bacteria 
which were isolated from different sewage waters from 
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the suburb of Delhi. The study involves; (a) Collection of 
water samples from different sewage treatment plants (b) 
Isolation and identification of human enteric pathogens from 
sewage water samples (c) Determination of susceptibility and 
resistance pattern against ten different antibiotics by agar 
well diffusion assay (d) Interpretation of the data generated 
to determine the antibiotic resistance patterns of the isolated 
bacteria for the benefit of human welfare by increasing 
general awareness among the people.

MATERIALS AND METHODS

(a) Collection of Water Samples 

1lt capacity of bottles was used to collect samples from 10 
sewage treatment plants from different locations of Delhi 
(Table 1). Bottles used were sterilized using gamma radia-
tions. Samples after collection were marked with SW01 to 
SW10. Sample collection and transportation to the laboratory 
were performed aseptically. Samples analysis was done 
within 6 hrs of collection.

(b) Isolation and Identification of Human Enteric 
Pathogens

Detection of Escherichia sp: Membrane filter of 0.45µ was 
passed with 250mL water sample and placed in MacConkey 
broth. Eosin methylene blue agar and Mac Conkey agar were 
streaked for confirmatory identification. Characteristic pink 
colonies on the former and green metallic colonies on the 
latter are observed. Further confirmation was done by Gram’s 
staining and HiMedia IMViC biochemical kit for E. coli as 
per IS: 5887(part-1)1976, Reaffirmed 2018. 

Detection of Salmonella sp: Membrane filter of 0.45µ 
was passed with 250mL water sample and placed in Buffer 
peptone water incubating at 37°C for 24 hours. 10mL of 
Rappaport Vassiliadis medium is inoculated with 0.1mL 

above grown sample and incubated at 42°C for 24 hours. 
Further streaking is done on Brilliant green agar and Bismuth 
sulphide agar where the former is observed for characteristic 
pink colonies and the latter for black metallic sheen colonies 
with H2S. Further confirmation was done by Gram’s staining 
and HiMedia IMViC biochemical kit for Salmonella as per 
IS: 5887(Part-3) 1999, Reaffirmed 2018. 

Detection of Pseudomonas sp: Membrane filter of 0.45µ was 
passed with 250mL water sample and placed in Cetrimide 
broth and then incubated at 37°C for 48 hours. Cetrimide 
agar Plates were streaked and observed for characteristic 
green colonies and further confirmation was done by 
Gram’s staining and Biochemical test as per IS: 13428:2005 
(Annexure-D). 

Detection of Vibrio sp: Membrane filter of 0.45µ was 
passed with 250mL water sample and placed in alkaline 
peptone water and incubated at 37°C for 24 hours. TCBS 
Agar is streaked and further confirmed by HiMedia IMViC 
biochemical kit and Gram’s staining as per IS: 5887(Part-5) 
1976, Reaffirmed 2018. 

Detection of Shigella sp: Membrane filter of 0.45µ was 
passed with 250mL water sample and placed in Nutrient 
broth. Deoxycholate citrate agar is streaked for further con-
firmation and observed for characteristic colonies such as 
small opaque colonies. Further confirmation was done by 
HiMedia IMViC biochemical kit and Gram’s staining for 
Shigella sp as per IS: 5887(part-7)1976, Reaffirmed 2018.

(c) Molecular Identification

Further identification of bacterial isolates using 16srRNA 
sequencing is done. The sequence reaction using the 
Sanger dideoxy sequencing kit was performed following 
the manufacturer’s instructions. Basic Local Alignment 
Search Tool (BLAST) algorithm is used for alignment of 
trimmed nucleotide sequences of different bacterial iso-

Table 1: Microbiological profiling of sewage water.

S.No. Sampling Location Sample Code Pathogen identified with accession number

1. Noida Industrial Effluents SW01 Salmonella enterica, AE006468.2
Escherichia albertii, NR_025569 

2. Badarpur Power out SW02 Pseudomonas stutzeri, NR_113652.1

3. Badarpur Power in SW03 Salmonella typhimurium, AE006468.2

4. Okhla Head SW04 Shigella dysenteriae, NR_026332.1

5. DND Highway SW05 Pseudomonas aeruginosa, NR_117678.1

6. Nizamuddin SW06 Escherichia coli JCM1649, NR_112558.1

7. IP Powerhouse SW07 Escherichia marmotae HT073016, NR_136472.1

8. Rajghat Power House SW08 Pseudomonas fluorescence, NR_113647.1

9. Wazirabad Highway SW09 Vibrio cholerae, NR_119302.1

10. Nijafarbad Industrial Effluents SW10 Pseudomonas baetica, NR_116899.1
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lates provided by the National Centre for Biotechnology 
Information (NCBI).

(d) Antibiotics and their Solutions 

Ten antibiotics like – STREPTOMYCIN (Streptomycin IP, 
Mfd by: Nicolas Piramal India LTD), TETRACYCLINE 
(Tetracycline hydrochloride capsules IP 250mg, Mfd  
by- Cipla limited), AMPICILLIN (Ampicillin hydrochloride 
capsules IP 250mg, Mfd by- Cipla limited), AMOXICILLIN 
(Amoxicillin Trihydrate capsules IP 250mg, Mfd by-
Cipla limited), GENTAMYCIN (Gentamycin IP, Mfd 
by: Nicolas Piramal India LTD), DOXYCYCLINE 
(Doxycycline hydrochloride IP 100mg, Mfd by-Cipla 
limited), CLOXACILLIN (Cloxacillin sodium IP 500mg, 
Mfd by: Nicolas Piramal India LTD), METRONIDAZOLE 
(400mg, Mfd by- Eurolife Health Care), VANCOMYCIN 
(Vancomycin IP, Mfd by-Cipla limited) and MEROPENEM 
(Meropenem buffer sterile USP, Mfd by- Shenzhen Haibin 
pharmaceuticals) were used to check susceptibility and 
resistance pattern of above four bacterial isolates. All these 
antibiotics were obtained from a local pharmacy store and 
a working solution having 10µg/mL concentration of each 
antibiotic was used for the study.

(e) Inoculums Preparation 

24hr old bacterial culture was taken for adjustment 

of 0.5 McFarland density in densitometer to get a  
bacterial population of 1.0 × 108cfu/mL using saline (0.85% 
NaCl)

(f) Agar Well Diffusion Assay (Zone of Inhibition 
Evaluation) 

The antibiotic assay was evaluated by agar well diffusion 
methods. Plates of sterile Muller Hinton Agar (MHA) with 
100µL of each adjusted cultures was punched to 6mm di-
ameter well. 100µL of each antibiotic solution were added 
in wells (Chauhan et al. 2010, Kaushik & Chauhan 2008). 
Plates were incubated at 37oC overnight. Zone of inhibition 
was observed in plates where the diameter of zones was 
calculated using Vernier callipers.

RESULTS AND DISCUSSION

In the present study, ten water samples were collected 
from ten different sewage water treatment plants located 
in Delhi. These samples were analysed for the presence of 
Escherichia sp, Salmonella sp, Pseudomonas sp, Shigella 
sp and Vibrio sp. 

During the study, three different strains of Escherichia 
i.e. Escherichia albertii, Escherichia coli JCM1649 and 
Escherichia marmotae four different strains of Pseudomonas, 
i.e.  Pseudomonas stutzeri, Pseudomonas aeruginosa, 

Antibiotic used % Susceptible pathogens 
Escherichia sp Pseudomonas sp Salmonella sp Shigella sp Vibrio sp 

Streptomycin 100 100 100 100 100 
Gentamycin 100 100 50 NZI 100 
Tetracycline 100 50 50 100 NZI 
Amoxicillin 33 75 100 100 100 
Ampicillin 33 100 100 100 100 
Doxycycline NZI NZI NZI NZI NZI 

Meropenem 100 100 100 100 100 
Vancomycin 33 75 100 NZI 100 
Metronidazole NZI NZI NZI NZI NZI 

Cloxacillin 66 100 100 100 NZI 
NZI: No Zone of Inhibition 

 

Fig. 1: Molecular identification of Escherichia marmotae. 

            
  

  

Fig. 2: Molecular identification of Pseudomonas baetica. 

          

Fig. 1: Molecular identification of Escherichia marmotae.
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Fig. 3: Molecular identification of Shigella dysenteriae. 

          
 

Fig. 4: Molecular identification of Salmonella enteric. 

 

Fig. 2: Molecular identification of Pseudomonas baetica.

 
Fig. 3: Molecular identification of Shigella dysenteriae. 

          
 

Fig. 4: Molecular identification of Salmonella enteric. 

Fig. 3: Molecular identification of Shigella dysenteriae.
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Fig. 5: Molecular identification of Vibrio cholera. 

 
 

Fig. 6: Susceptibility patterns of bacterial isolates against antibiotics. 

        Fig. 4: Molecular identification of Salmonella enterica.

 
 

Fig. 5: Molecular identification of Vibrio cholera. 

 
 

Fig. 6: Susceptibility patterns of bacterial isolates against antibiotics. 

Fig. 5: Molecular identification of Vibrio cholerae.
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Pseudomonas fluorescence and Pseudomonas baetica, two 
different strains of Salmonella, i.e. Salmonella enterica 
and Salmonella typhimurium, one Shigella dysenteriae and 
one Vibrio cholerae was identified Table 1. All the isolated 
strains were identified in this study exhibited 96 to 99% 
sequence similarity to the pathogenic enterobacteriaceae 
sequence available in NCBI database with lowest E-value 
and maximum query coverage and maximum identity. 
The multiple alignment file was then used to create 
phylogram (Fig. 1 to 5). Phylogenetic tree is a diagram that r 
epresents evolutionary relationships among organisms. 
The pattern of branching in a phylogenetic tree shows how  
species or other groups evolved from a series of common 
ancestors. 

Phylogenetic analysis explores the evolutionary re-
lationships between organisms and is a key element for 
microbial studies. The development of phylogenetic trees 
is an important stage in characterizing new pathogens and 

develops new methods of treating various infections. Molec-
ular sequencing technologies and phylogenetic approaches 
can be used to learn more about a new pathogen outbreak. 
This includes finding out about which species the pathogen 
is related to and subsequently the likely source of transmis-
sion. 16S and 23S rRNA gene sequence data reveal a closer 
relationship between Salmonella and Escherichia coli than 
between Salmonella and Citrobacter freundii (Christensen 
& Olsen 1998). Escherichia fergusonii and Escherichia 
albertii are independent and established species (Seong et 
al. 2012, Farmer et al. 1985). However, these species were 
difficult to distinguish from E. coli by 16S rRNA gene based 
phylogenetic analysis. 

The susceptibility patterns of all isolated human enteric 
pathogenic strains were evaluated against ten commonly 
prescribed antibiotics by using an agar well diffusion assay.  
In this study, it is clearly seen that the bacterial isolates show 
non-vulnerability to different antibiotics. The antibiotic 

Table 2: Antibiotic resistance patterns of different pathogens.

Antibiotics 
Used

Zone of inhibition* (in mm)

Escher-
ichia 
albertii

Escher-
ichia 
marmotae

Escheri-
chia coli 
JCM1649

Pseu-
domonas 
stutzeri

Pseu-
domonas 
aeruginosa

Pseu-
domonas 
fluores-
cence

Pseu-
domonas 
baetica

Salmo-
nella 
enter-
ica

Salmo-
nella 
typhimu-
rium

Shigella 
dysente-
riae

Vibrio 
chol-
erae

Streptomycin 21 23 17 17 19 18 21 22 21 14 11

Gentamycin 13 15 14 15 17 15 16 0 20 0 13

Tetracycline 20 18 19 0 0 11 23 17 0 16 0

Amoxicillin 0 0 24 11 19 14 0 20 21 18 17

Ampicillin 0 0 24 12 14 13 15 19 21 20 16

Doxycycline 0 0 0 0 0 0 0 0 0 0 0

Meropenem 22 26 27 25 22 26 29 21 24 28 29

Vancomycin 0 0 18 0 15 17 26 17 19 0 12

Metronidazole 0 0 0 0 0 0 0 0 0 0 0

Cloxacillin 0 26 19 14 12 15 22 20 18 14 0

*Zone of inhibition in mm. Diameter including well diameter of 6.0 mm

Table 3: Percentage of pathogens susceptible to antibiotics.

Antibiotic used % Susceptible pathogens

Escherichia sp Pseudomonas sp Salmonella sp Shigella sp Vibrio sp

Streptomycin 100 100 100 100 100

Gentamycin 100 100 50 NZI 100

Tetracycline 100 50 50 100 NZI

Amoxicillin 33 75 100 100 100

Ampicillin 33 100 100 100 100

Doxycycline NZI NZI NZI NZI NZI

Meropenem 100 100 100 100 100

Vancomycin 33 75 100 NZI 100

Metronidazole NZI NZI NZI NZI NZI

Cloxacillin 66 100 100 100 NZI

NZI: No Zone of Inhibition
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Fig. 7: Zone of inhibition of bacterial isolates against antibiotics. 
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Fig. 6: Susceptibility patterns of bacterial isolates against antibiotics.

resistance patterns in terms of average zones of diameter 
considering 4 plates for bacterial isolates against each of 
ten antibiotics of 10µg/mL concentration were calculated 
and shown in Table 2. The most vulnerable antibiotic was 
found to be Doxycycline and Metronidazole against which 
all eleven isolated human enteric pathogens shows 100% 
resistance (Fig. 6). The percentage of susceptibility against 
antibiotics was demonstrated in Table 3. All three Escherichia 
isolates were shown 100% susceptible against Streptomycin, 
Gentamycin, Tetracycline and Meropenem. Intermediate 
susceptibility was shown by Escherichia i.e. 66% towards 
Cloxacillin. In the case of four Pseudomonas isolates 100% 
susceptible against Streptomycin, Gentamycin, Ampicillin 
and Meropenem. Intermediate susceptibility ranges from 50% 
to 75% towards the rest of antibiotics except Doxycycline 
and Metronidazole. However, two Salmonella isolates have 
shown more susceptibility against six antibiotics used in this 
study. Both Salmonella enteric and Salmonella typhimurium 
have shown 50% susceptibility against Gentamycin and 
Tetracycline. In the case of Shigella dysenteriae and Vibrio 
cholera both have shown 100% resistance against four 
antibiotics. Susceptibility in terms of zone of inhibition 
against antibiotics used in the study was shown in Fig. 7a 
to 7e. Multiple antibiotic resistances have shown by eleven 
human enteric pathogens isolated. Meropenem was found to 

be the most promising antibiotic as all eleven human enteric 
pathogens have shown a high level of susceptibility followed 
by Streptomycin, Ampicillin, Cloxaxillin, Gentamycin, 
Amoxicillin, Tetracycline, Vancomycin and Metronidazole. 
The cumulative effectiveness of the antibiotics as obtained 
in this study is Meropenem > Streptomycin > Ampicillin > 
Cloxaxillin > Gentamycin > Amoxicillin > Tetracycline > 
Vancomycin > Metronidazole. 

Antibiotics are an essential part of combating harmful 
bacterial infections in vivo. During the last few decades, 
infectious diseases have played a significant role in the death 
of millions in developing countries like India. Because of the 
mutagenic nature of bacterial DNA, the rapid multiplication 
of bacterial cells, and the constant transformation of bacte-
rial cells due to plasmid exchange and uptake, pathogenic 
bacteria continue to develop antimicrobial resistance, thus 
rendering certain antibiotics useless (Kaushik et al. 2008). 
It is thus become important to determine the antibiotic resis-
tance pattern of isolated microbes as it is the part of microbial 
monitoring process of the water (Chatterjee et al. 2012). 

The presence of multidrug resistance in human enteric 
pathogens is not uncommon recently, and its severity has 
been expanded from town to village and village to every-
where very rapidly. The rapid development of the antibiotic 
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c) Salmonella enteric against Amoxicillin and Ampicillin 

d) Shigella dysenteriae against Meropenem and Cloxacillin 

                                          

(e) 

e) Vibrio cholerae against Meropenem and Vancomycin 

Mer: Meropenem, Van: Vancomycin, T: Tetracycline, Str: Streptomycin,  

Gen: Gentamycin, Amox: Amoxicillin, Amp: Ampicillin, Clox: Cloxacillin  
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resistant pattern of E. coli, as well as other microorganisms, 
might create a devastating health problem (Chauhan & 
Goyal 2013, Overdevest et al. 2011). Based open these 
study it was found that most of the isolates in the present 
study showed multiple tolerances to antibiotics. Since heavy 
metals are all similar in their toxic mechanism, multiple 
tolerances are common phenomena among heavy metal 
resistant bacteria (Chauhan et al. 2015). In sewage water, 
some substances have the potential to select for antibiotic 
resistance even though they are not antibiotics themselves. 
Heavy metals and biocides are two of them. Exposure to 
heavy metals or biocides results in the selection of bacte-
rial strain also able to resist antibiotics. This shows that 
there is a close association between metal resistance and 
antibiotic resistance.

CONCLUSION

An alarming consequence has been occurred due to the 
widespread emergence of resistance among microorganisms 
against clinically significant antibiotics. It is clearly 
indicated that domestic waste and industrial waste are 
responsible for the development of bacterial resistance 
along with the risk of human health and the environment. 
Regular surveillance of the effluent in industrial sites 
is a must if the risk of disease due to such antibiotic-
resistant organisms is to be avoided. Antibiotic resistance 
development among bacteria is a challenging issue that 
requires the improvement of next-generation treatment 
processes in sewage water treatment plants. The emergence 
of antibiotic resistance among pathogens increases the 
demand for novel treatment strategies. In this study, results 
were indicative of very high antimicrobial resistance 
to Doxycycline and Metronidazole among all bacterial 
isolates involved in our study. The uncontrolled use of 
this antibiotic led to the generation of multi-drug resistant 
strains. The fourth-generation antibiotic i.e. Meropenem 
is found to have significant efficacy and can be considered 
appropriate for the empirical treatment of the above four 
bacterial infections. Alternatives to antibiotics such as 
herbal medicines, probiotics and lytic bacteriophages can 
help to decrease the burden of antimicrobial resistance 
globally. Although the present study can lead to beneficially 
assist in the identification of alternate drug to control these 
multidrug-resistant bacterial strains.
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ABSTRACT

The sorption capacities of the macrofungus viz. Ganoderma lobatum (C0) and its biochar (C400) 
were evaluated for the biosorption of Cu(II) from aqueous solution under different conditions, including 
adsorbent doses, pH of the solution, contact time and initial Cu(II) concentration. The results showed 
that Ganoderma lobatum could be used as an efficient biosorbent for the removal of Cu(II) ions from 
an aqueous solution. The desired biosorbent dose in the case of C0 and C400 for Cu(II) adsorption 
was 4 g/L, and the optimal pH value for biosorption was 8 for Cu(II). The Freundlich isotherm model 
fitted the absorption data of Cu(II) for both C0 and C400 better than the Langmuir isotherm model, and 
the adsorption capacity of C0 was better than C400. Our results indicate that C0 has a higher removal 
efficiency than C400 in adsorbing Cu(II) ions from aqueous solution. Biosorption kinetics were also 
studied using pseudo-first-order and pseudo-second-order models, which showed that the biosorption 
processes of Cu(II) ions based on C0 and C400 were in accordance with the pseudo-second-order 
kinetics.   

INTRODUCTION

Water pollution by heavy metals at low concentrations is 
a worldwide environmental problem. Many methods have 
been widely used to remove these toxic substances (Fomina 
& Gadd 2014). However, these methods have become 
less effective because of low metal concentrations (Wang 
& Chen 2009). Therefore, as an excellent alternative to 
conventional techniques, biosorption has emerged as the 
most promising process for treating pollutants in the aquatic 
environment, especially the removal of low concentrations 
of heavy metals in the aqueous environment, because of its 
high efficiency, low cost, and non-hazardous nature (Javaid 
et al. 2011, Kapoor & Viraraghavan 1995). In recent years, 
macrofungi have attracted attention as biosorbents. Many 
studies have confirmed that copper ions in aqueous solutions 
are effectively adsorbed by the fruit bodies of macrofungi 
such as Pycnoporus sanguineus (Zulfadhly et al. 2001), 
Agaricus macrosporus (Melgar et al. 2007), Pleurotus 
ostreatus (Javaid et al. 2011), Auricularia polytricha (Xinyu 
et al. 2010), and Auricularia polytricha (Yu et al. 2010). 
Moreover, macrofungi grow prolifically and are found in 
many parts of the world (Vimala et al. 2011). They are 
visible in size, tough in texture, and have other physical 
characteristics that are conducive to their development 
as biosorbents without the need for immobilization or 
deployment of a sophisticated reactor configuration, as in 

the case of microorganisms (Muraleedharan et al. 1994). The 
adsorption capacity of macrofungi clearly depends on the 
species (Nagy et al. 2014). To our knowledge, no reports in 
the literature have examined the biosorption of heavy metal 
using the macrofungus Ganoderma lobatum. It is a species 
of wood-decaying fungi in the family Ganodermataceae 
(order Polyporales), widely distributed in China, America 
and Mexico, growing alone or gregariously on decaying 
logs and stumps of various hardwoods. The cap is flat and 
up to 20 cm wide, and the flesh of the cap is dark brown to 
cinnamon-brown, woody.

The aim of the present work was to investigate the bio-
sorption potential of the fruit body of Ganoderma lobatum 
and its biochar for the removal of Cu(II) from an aqueous 
solution. Optimum biosorption conditions were determined 
as a function of the biomass dose, pH, contact time, and 
initial metal concentration. The Langmuir and Freundlich 
models were employed to describe equilibrium isotherms. 
Biosorption mechanisms of Cu(II) onto Ganoderma lobatum 
and its biochar were also evaluated in terms of kinetics.

MATERIALS AND METHODS

Biosorbent Preparation

The macrofungus Ganoderma lobatum was collected from 
Mojiang County, Yunnan Province, China. Fruit bodies were 
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washed 3 times using distilled water, sun-dried for 3 days, 
and then dried in an oven at 80°C for 48 h. The dried fruit 
bodies were ground and then filtered through a 2-mm nylon 
sieve. The dried samples were placed in clean polyethene 
sample bags, labelled C0 for future use, and a portion of the 
dried samples was pyrolyzed in an electrical muffle furnace 
at 400 °C for 4 h under oxygen-limited conditions. After 
cooling to room temperature, they were filtered through a 
2-mm nylon sieve and stored in clean polyethene sample 
bags labelled C400 for future experiments.

Reagents and Equipment

All chemicals used in this study were of analytical grade, 
and deionized water was used for all dilutions. A pH meter 
(Leici, ZD-2) was used to measure pH values in the aque-
ous phase. Cu(II) concentrations in the aqueous phase were 
determined by ICP-OES (VISFA-MPX). Fourier Transform 
Infrared (FT-IR) spectra of C0 and C400 prepared as KBr 
pellets were recorded in the 400-4000 cm−1 region using a 
Varian FT-IR 640 spectrometer.

A stock Cu(II) solution of 1000 mg/L was prepared by 
dissolving 3.8019 g Cu(NO3)2∙3H2O in 1000 mL of deionized 
water. The Cu(NO3)2∙3H2O used in this work was analytical 
grade and was supplied by Sinopharm Chemical Reagent Co., 
Ltd. (China). Stock solutions were used to prepare diluted 
solutions of different working concentrations. HCl (0.1 M) 
and NaOH (0.1 M) volumetric solutions were used to adjust 
the solution pH. 

Batch Biosorption Experiments

The batch biosorption experiments for C0 and C400 were 
carried out in 150-mL stoppered conical flasks containing 0.2 
g of the biosorbent in 50 mL of the Cu(II) solutions (10 mg/L) 
separately at room temperature on a rotary shaker at 100 
rpm. For optimization of the experimental conditions, batch 

studies were performed for different metal concentrations 
(10-200 mg/L), pH (3-10), biosorbent doses (0.4-8 g/L), and 
contact times (10-1440 min). The contents of the flask were 
filtered, and the residual metal concentration in the filtrates 
was determined by ICP-OES (VISFA-MPX). Each sample 
was evaluated three times, and the results are presented as 
average values.

To evaluate the adsorption capacity of Cu(II) onto C0 
and C400, the amount of Cu(II) adsorbed per unit mass of 
C0 and C400 was calculated using the following equation:
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Fig. 1: FT-IR spectrum of the macrofungus (Ganoderma lobatum) (a) and its biochar (b).
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band at approximately 3200-3600 cm−1 could be attributed 
to stretching vibrations of hydroxyl groups (–OH). The peak 
observed at 2925 cm−1 was due to C–H stretching of CH2 
groups. The band at 1639 cm−1 indicated a fingerprint region 
of C=O, C–O, and O–H groups that exist as functional groups 
(Wang & Chen 2009). The bands observed at 1074 cm−1 were 
assigned to C–O stretching of alcohols and carboxylic acids 
(Fig.1a) (Fomina & Gadd 2014). For the calcined C400, the 
absorption bands of various functional groups disappeared, 
indicating that the organic structure of the fungal biomass 
had been decomposed at a high temperature (Fig. 1b). As 
shown in Fig. 1b, the weak bands at approximately 1620 and 
849 cm−1 were attributed to the vibrations of C=C and C–C, 
respectively. FT-IR studies revealed that several functional 
groups, which can bind transition metal ions including Cu(II), 
were present in C0. These functional groups were mainly 
derived from the cellulose, hemicellulose, and lignin of 
the fungal cell wall, as well as some other kinds of organic 
components (Dashtban et al. 2009, Pérez et al. 2002).

Effect of the Adsorbent Dose

The effect of the adsorbent dose on the Cu(II) ion removal 
efficiency is presented in Fig. 2. The removal efficiencies (%) 
were found to increase steeply with increasing concentrations 
of C0 and C400 up to a dose of 4 g/L. The maximum removal 
efficiencies of C0 and C400 respectively were 97.80% and 
96.89% at the adsorbent dose of 4 g/L. However, beyond this 
dose, the increase in removal efficiencies of C0 and C400 
were marginal and became nearly constant. Similar results 
have been reported for metal ion biosorption in an aqueous 
solution by oyster mushroom (Pleurotus platypus) (Vimala 
& Das 2009). Therefore, the optimum adsorbent dose was 
considered to be 4 g/L for further experiments. The above 

results can be explained by the finding that the biosorption 
sites remain unsaturated during the biosorption reaction, 
whereas the number of sites available for biosorption site 
increases by increasing the biosorbent dose (Sar & Tuzen 
2009b). However, a high adsorbent dose results in aggregates 
of adsorbent due to interference between binding sites at a 
higher adsorbent dose or insufficient metal ions in the solu-
tion with respect to available binding sites (Rome & Gadd 
1987). Moreover, protons might combine with metal ions 
for ligands and thereby decrease the interaction of metal 
ions with cell components (Ghorbani et al. 2008, Sağ & 
Kutsal 1996). 

Effect of pH

The effect of initial pH on the removal efficiencies of Cu(II) 
ions onto adsorbent were investigated from pH 3-10 for 
the initial metal concentration of 10 mg/L Cu(II) solution. 
The results for the pH effect on the removal efficiencies of 
Cu(II) are shown in Fig. 3. The removal efficiencies of C0 
and C400 for Cu(II) ions increased from 90% to 97% and 
from 93% to 97%, respectively, as the pH was increased 
from 3 to 8. The maximum removal efficiencies of 97 % 
were found at pH 8 for the two adsorbents. Therefore, 
all the biosorption experiments were carried out at pH 8. 
Previous researchers have indicated that pH is one of the 
most important factors affecting the adsorption of heavy 
metal ions from aqueous solution. This parameter is directly 
related to the competition ability of hydrogen ions with metal 
ions for active sites on the biosorbent surface (Senthilkumar 
et al. 2011, Tsai et al. 2007). Generally, metal biosorption 
involves complex mechanisms of ion-exchange, chelation, 
adsorption by physical forces, and ion entrapment in inter 
and intrafibrillar capillaries and spaces of the cell structural 
network of a biosorbent (Chojnacka et al. 2005). At low 
pH values, protons occupy most of the biosorption sites 
on the biosorbent surface, and fewer copper ions can be 
absorbed because of the electric repulsion with protons on the 
biosorbent. When the pH values increase, biosorbent surfaces 
are more negatively charged, and the biosorption of metal 
ions (positive charge) increases and reaches equilibrium at 
pH 8. Decreases in biosorption at higher pH values (> 8) are 
due to the formation of soluble hydroxylated complexes of 
the metal ions and their competition with the active sites, 
resulting in a repeated decrease in retention (Anayurt et al. 
2009, Sar & Tuzen 2009a). 

The FT-IR spectroscopic analysis showed that the macro-
fungus (C0) had various functional groups, and these groups 
were involved in almost all potential binding mechanisms. 
Moreover, depending on the pH value of the aqueous solu-
tion, these functional groups participate in metal ion binding 
(Sar & Tuzen 2009a). 
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Effect of Contact Time 

The effect of contact time on the removal efficiencies of 
Cu(II) was investigated. The removal efficiencies of Cu(II) 
by the two biosorbents as a function of time are depicted in 
Fig. 4. In the case of Cu(II) removal efficiencies by C0 and 
C400, the removal efficiency reached equilibrium at 480 min, 
which was chosen as contact time for further experiments. 
In the initial stages, the removal efficiencies of Cu(II) by C0 
and C400 increased rapidly due to the abundant availability 
of active binding sites on the biosorbents, and with gradual 
occupancy of these sites, the sorption became less efficient 
at later stages (Costa & Leite 1991). 
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Fig. 3: Effect of the initial pH on the Cu(II) biosorption capacity of the 
macrofungus (Ganoderma lobatum) and its biochar.
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macrofungus (Ganoderma lobatum) and its biochar

The initial concentration of the metal in the solution 
dramatically influenced the equilibrium uptake of Cu(II). 
It was noted that the initial concentration increased the 
sorption of Cu(II), which was generally expected due to the 
equilibrium process (Fig. 5). This increase in uptake capacity 
of the biosorbents (C0 and C400) with the increase in initial 
metal concentrations was due to the higher availability of 
metal ions (copper) for sorption. Moreover, the higher initial 
concentration provided increased driving force to overcome 
all the mass transfer resistance of metal ions between the 
aqueous and solid phase, resulting in a higher probability of 
collision between metal ions and sorbents. This phenome-
non also results in higher metal uptake (Tewari et al. 2005, 
Vimala & Das 2009).

Biosorption Isotherm Models 

Sorption models are often used to predict the maximum 
adsorption capacity of the adsorbent. The Langmuir and 
Freundlich models are the most widely used models for the 
adsorption of metal ions with biomaterials (Febrianto et al. 
2009, Langmuir 1918). The equilibrium adsorption data 
were analysed according to the Langmuir and Freundlich 
adsorption isotherm models. The Langmuir model suggests 
that monolayer sorption on a homogeneous surface occurs 
without interactions between absorbed molecules. In addi-
tion, the model assumes uniform energies of sorption onto the 
surface and no transmigration of the sorbate (Vimala & Das 
2009). The Langmuir model can be written in linear form.
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reported by other researchers is provided in Table 2, and it 
can be concluded that the macrofungus as an effective bio-
sorbent may play an important role in the removal of heavy 
metals from an aqueous environment. 

Biosorption Kinetics

To clarify the biosorption kinetics of Cu(II) ions onto C0 
and C400, two kinetic models, the pseudo-first-order and 
pseudo-second-order model were applied to the experimental 
data. The linear form of the pseudo-first-order rate equation 
is given as follows (Senthilkumar et al. 2011):
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Table 1: Isotherm equations and parameters for Cu(II) biosorption by the macrofungus (Ganoderma lobatum) and its biochar.

Biosorbent Langmuir Freundlich 

Equation qm KL R2 Equation n KF R2

C0 y = 0.0544x + 0.7947 18.38 0.0684 0.9697 y = 0.3345x + 1.2132 2.989 3.364 0.9956

C400 y = 0.0609x + 1.2912 16.42 0.0471 0.9408 y = 0.3822x + 0.8368 2.616 2.308 0.993
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Fig. 6: Linear fitting of the Langmuir (A) and Freundlich (B) isotherms for Cu(II) biosorption of the macrofungus (Ganoderma lobatum) and its  
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Auricularia polytricha 8.36 5 0-250 (Xinyu et al. 2010)

Auricularia polytricha 18.69 6.03-6.56 10-100 (Yu et al. 2010)
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Pleurotus ostreatus 8.06 4.5 20-100 (Javaid et al. 2011)
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Where K1 and K2 are the rate constant of the first-order 
equation (min−1) and second-order equation (g/mg min), 
respectively (Cheung et al. 2001). 

The values of the rate constants and correlation coeffi-
cients for the two models are shown in Table 3. The bio-
sorption mechanisms of Cu(II) ions onto the C0 and C400 
biomass does follow the pseudo-second-order kinetic model 
(Fig. 7). The K2 value of C0 was significantly higher than 
C400. This result indicated that the sorption rate of C0 for 
Cu(II) was greater than C400.

CONCLUSION

The macrofungus as an effective biosorbent of Cu(II) was 
confirmed. The effects of the biosorbent dose, pH, contact 
time, and initial copper ion concentration on the removal 
efficiencies were evaluated. The present results showed that 
the desired biosorbent dose in the case of Ganoderma loba-
tum and its biochar for Cu(II) adsorption was 4 g/L, and the 
pH value for biosorption was found to be 8 for Cu(II). The 
Freundlich isotherm model exhibited a better fit to the sorp-
tion data of Cu(II) for both C0 and C400 than the Langmuir 
isotherm model. The results indicated that C0 had greater 
removal efficiencies for Cu(II) than C400. This finding can 
be interpreted as due to the decomposition of the functional 
groups of C400 during the carbonization process. Equilib-
rium data showed that the biosorption of Cu(II) ions onto 

C0 and C400 effectively followed the pseudo-second-order 
kinetic model. Further research is in progress to explore the 
mechanism underlying the biosorption process. 
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ABSTRACT

In this study, the applicability of electrocoagulation using iron electrodes in real dyeing wastewater 
treatment was assessed based on pollutants removal efficiency, sludge generation, energy consumption 
and operation cost in practice. The effects of current density, pH, conductivity, and reaction time on 
treatment performance were evaluated. The operation cost of electrocoagulation was calculated 
including the energy cost, the iron plate cost, generated sludge treatment cost, and added substances 
cost. The results indicated that the colour, CODcr and TSS removal efficiencies were high and quite 
stable with short reaction time (reached 92.07 ± 1.21%, 65.7 ± 1.47%, and 89.8 ± 1.2%, respectively, 
with only 15 min). Average sludge generation, specific energy consumption, and operation cost were 
determined respectively as 0.645±0.0543 kg/m3, 1.182 kWh/m3 and 0.517 USD/m3. Coagulation-
flocculation using FeSO4 was performed as a control experiment as well. Compared to coagulation-
flocculation, electrocoagulation has the same removal efficiency but has less generated sludge (only 
50%) and little to no added chemicals. Therefore, the operating cost was quite less than the others, with 
only 0.517 USD/m3 instead of 1.99 USD/m3 (equal to 1/3.5).   

INTRODUCTION

The real dyeing wastewater has usually extremely variable 
characteristics depending on the kind of dyes used and 
production capacity according to customer orders. It is highly 
coloured and viscous caused by residual dye and suspended 
solids. It also contains a lot of sodium and chloride ions due 
to high sodium chloride consumption in processing units 
(Hussain et al. 2004). In general, developing countries and 
namely, in Vietnam, the conventional and popular treatment 
method applied in primary treatment to remove colour 
and TSS (Total suspended solid)  in dyeing wastewater 
is coagulation-flocculation-sedimentation. However, the 
amount of generated hazardous sludge and high chemical 
consumption are the biggest problems of this method.  

Electrocoagulation (EC) is well known as the method 
that can remove colour, COD (chemical oxygen demand), 
TSS in the textile wastewater by electrolysis reaction 
using iron or aluminium or stainless steel electrodes. The 
pollutants can be removed by flocculation, adsorption of 
contaminants on flocs, sedimentation and floatation in the 
EC process. Iron electrodes out-performed others (Wang 
et al. 2016). Easy operation, none used chemicals, low 
sludge settling time, and less sludge formation are the main 

advantages of electrocoagulation technology (Khorram & 
Fallah 2018, Chaturvedi & Satish 2013). 

In recent years, most results of the previous studies on 
electrocoagulation using iron or aluminium electrodes to 
remove various dye types in textile wastewater showed 
that the dye and colour removal efficiencies were too high, 
from 83% to 100%. Each dye type in synthetic wastewater 
had a different optimal operating condition when treated 
by the electrocoagulation method. The operating factors 
significantly affected the treatment performance of dyeing 
wastewater such as current density, pH, conductivity, and 
reaction time (Aleboyeh et al. 2008, Arslan-Alaton et al. 
2009, Charroenlarp & Choyphan 2009, Daneshvar et al. 
2003, 2007, Kashefialasl et al. 2006, Khandegar & Saroha 
2013, Khorram & Fallah 2018, Ahmed et al. 2018, Wang 
et al. 2016, Korbahti et al. 2011, Huynh et al. 2016, Parsa 
et al. 2011, Yang & McGarrahan 2005, Yuksel et al. 2013). 
Although the previous studies illustrated that electroco-
agulation was able to remove dye and colour with high 
performance, most of these researches were performed with 
synthetic wastewater containing a specific dye. Therefore, 
it is difficult to apply these results to the general practical 
treatment of real wastewater containing various pollutant’s 
concentration with different kinds of dye. In this study, the 
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electrocoagulation method using iron electrodes to treat the 
real dyeing wastewater from textile manufactory was inves-
tigated. The effect of pH, current density, reaction time, and 
conductivity was evaluated to find out the optimal operating 
condition. The treatment efficiency, sludge generation, 
energy consumption, and operation cost of the EC process 
were determined.  In addition, the coagulation-flocculation 
method using FeSO4 was performed as a control experiment. 
A comparison of the electrocoagulation method and conven-
tional method based on generated sludge, specific energy 
consumption, and operation cost were evaluated to provide 
a scientific basis for selecting and replacing technology in 
the primary treatment of dyeing wastewater.  

MATERIALS AND METHODS

Materials

The real dyeing wastewater was taken every day from the 
output of the equalization tank of the wastewater treatment 
system at Shoelace dyeing manufactory, Ho Chi Minh City, 
Vietnam, during October 1st, 2018 to November 16th, 2018 
(Toan Hung Co., Ltd., Vietnam). The characteristics of real 
dyeing wastewater are presented in Table 1. FeSO4.7H2O 
was used as the coagulant in the control experiment. pH and 
conductivity were controlled by NaOH/H2SO4 and NaCl, 
respectively. FeSO4.7H2O, NaOH/H2SO4 and NaCl were 
procured from Xilong Chemical Co. Ltd., China.

Experimental Set Up and Analysis Methods

The experimental bench scale was set up as shown in Fig. 1. 
In this study, the temperature of wastewater was maintained 
at the same temperature as the coagulation-flocculation tank 
in the wastewater treatment system, in the range of 37oC 
- 40oC by the electrical heater before supplying into the 
reaction tank. 8 litres of the wastewater was supplied into 
a polyacrylic reaction tank (200mm × 200mm × 250mm) 
containing a pair of iron plate electrodes. The dimensions of 
the 5mm thick plate electrodes are 150mm × 200mm. The 
gap between the electrodes is 2.5cm. The electrical current 
was directly supplied from a laboratory DC power supply 
(DC Regulated power supply - QJ3010E, China). 

500 mL sample was taken and removed the deposited 
sludge by settling for 60 min. CODcr, colour, and TSS 
were determined following the Standard Methods for the 
Examination of Water and Wastewater (APHA 1995). The 
mass of generated sludge was evaluated by the determi-
nation method of TSS in the treated wastewater. The pH 
value, temperature, and conductivity were observed by a 
pH meter (Hana, Germany), thermometer (Okaya Handy 
Thermo/T200, Japan), conductivity meter (Hana Model 130, 
Germany), respectively.

Each experiment was repeatedly carried out 3 times and 
experimental results were analyzed by ANOVA with a = 
0.05. Each experiment time was performed with the same 
homogeneous wastewater sample.

Calculation Methods

Removal efficiency, current density, energy consumption, 
and quantity of dissolved iron were calculated as previous 
studies of Huynh et al. (2016) and Chaturvedi & Satish 
(2013) as follow:

The removal efficiency was calculated as
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Where, W: the amount of dissolution of iron electrode (g); 
i: current (A); t: reaction time (s); M: Molecular weight of 
iron; n: number of electrons in oxidation/reduction reaction, 
nFe = 2;  F: Faraday’s constant, 96485 C/mol.

RESULTS AND DISCUSSION

The Effect of Current Density

Current density is the most important factor that affects treat-
ment efficiency and energy consumption in the EC process. 
In this study, the current density was changed in the range of 
12.5 A/m2 - 33.3 A/m2. pH and electrical conductivity were 
controlled in the range of 6.7 - 7 and 2.5 mS/cm, respec-
tively. The reaction time was 20 min. The results indicated 
that current density significantly affected the colour removal 
(P-value: 0.000749). Colour removal efficiency increased 
rapidly from 10.78% to 90.8% when current density rose 
from 12.5 A/m2 to 20.8 A/m2 and approximate 94% with 
a current density of 25 A/m2. When current density was 
continuously increased, colour removal performance was 
slightly increased. It reached nearly 95% when the current 
density rose to 33.3A/m2 (Fig. 2a). The higher current den-
sity led to consuming more energy. Therefore, the suitable 
current density value was chosen based on colour treatment 
efficiency and energy consumption. In this case, the current 
density of 25 A/m2 was chosen.

The Effect of pH

pH is the key parameter in the electrocoagulation process 
(Chafi et al. 2011). It possibly directly affects the removal 
efficiency and chemical consumption to adjust pH before 
and after treatment. In this study, the effect of pH on colour 
removal efficiency was determined with experimental condi-
tions such as pH range from 3 to 9, the current density of 25 
A/m2, the electrical conductivity of 2.5mS/cm, and reaction 
time of 20 min. The ANOVA analysis results showed that the 
effect of pH on colour treatment was significant with P-value 
equal to 2.2×10-7. The observed data is depicted in Fig. 2b. 
The colour removal efficiency rapidly increased when pH 

increased from 3 to 7 and reached 94.07% at pH 7. Then, it 
slightly increased to 95.59% when pH rose from 7 to 9. It 
was caused by an acidic medium, OH- ions generated from 
the cathode reacted with H+ ions led to lack of OH- for iron 
hydroxide formation.  When increasing pH, the presence of 
OH- ions in solution was risen to enhance the formation and 
precipitation processes of iron ions. In addition, Fe2+ was 
generated at anode and oxidized to Fe3+ by Cl2, HOCl, and 
ClO- in acidic, neutral and alkaline mediums, respectively 
(Chafi et al. 2011). HOCl is more effective than others. Pre-
cipitation of Fe(OH)2 starts at pH = 8 and Fe(OH)3 starts at 
pH = 3.5 (Magdalena & Aneta 2011). 

With this actual dyeing wastewater, pH of influent waste-
water nearly equalled to 7, making the optimal pH as 7 for 
treatment by electrocoagulation process using iron electrodes 
because no or little chemicals were used to adjust pH value 
allowing the colour removal efficiency nearly reached the 
optimal value. 

The Effect of Electrical Conductivity

Electrical conductivity was varied at 1.5 mS/cm; 2.0 mS/cm, 
2.5 mS/cm and 3.0 mS/cm. Current density, pH and reaction 
time were fixed at 25 A/m2, 7 and 20 min, respectively. 
Although colour removal efficiency in these experiments 
slightly increased from 92.3% to 93.7% when electrical 
conductivity rose from 1.5 mS/cm to 2.5 mS, ANOVA 
analysis results indicated that electrical conductivity didn’t 
affect significantly the colour removal, P-value of 0.119. 
It was the same with a previous study (Huynh et al. 2016). 
With the same current density input, the voltage was in-
versely proportional to electrical conductivity and followed 
an equation: y = – 2.23x + 16.878 (R2 = 0.9967). So, the 
electrical conductivity directly affected energy consumption. 
Increasing electrical conductivity led to reducing energy 
consumption in the EC process (Huynh et al. 2016). In this 
study, electrical conductivity increased from 1.5 mS/cm to 
3.0 mS/cm, energy consumption decreased 2.14 times. 

The Effect of Reaction Time

Reaction time was surveyed from 5 to 35 min with the current 
density of 25 A/m2, pH 7 and EC of 2.5 mS/cm. The obtained 
results presented in Fig. 2c showed that colour removal 
performance increased markedly in the first 15 min reaction 
time and archived at nearly 91%. Extending reaction time, 
treatment efficiency slowly and trivially increased, reached 
upto 94.5% within 30 min. It is easy to explain because the 
amount of dissolved iron ion generated in the first 15 min 
reaction time was nearly enough for the coagulation and 
flocculation process. When reaction time rose to 35 min, 
colour removal slightly reduced to 93% caused by residual 
iron ions in solution. 
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The Treatment Efficiency by Electrocoagulation 

In order to determine the applicability of this method into 
wastewater treatment with the real condition at the factory, 

the testing was performed with the real wastewater taken in 
different 25 days. The suitable operating parameters were 
obtained as current density of 25 A/m2, non-adjusted pH, 
electrical conductivity of 2.5 mS/cm and 15 min reaction 
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Fig. 2: The average colour removal versus various current density (a), pH value (b) and reaction time (c). 
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time. As depicted in Fig. 3, the results showed that the 
treatment performance was very high and quite stable 
even though the characteristics of wastewater in input flow 
much fluctuated. Namely, during the observed period, the 
pH, colour, CODcr, TSS, and conductivity were in range 
of 6.58 - 7.21, 725 Pt-Co - 2,513 Pt-Co, 415 mg/L - 1,692 
mg/L, 320 mg/L - 478 mg/L and 0.33 mS/cm - 0.78 mS/
cm, respectively. It may be explained as: in the EC process,  
iron hydroxo complexes formed at the anode has 
high adsorption properties, forming strong aggregates 
with pollutants. In addition, the flocculation and  
adsorption capacity was increased when the pollutant 

concentration increased due to the higher contacting 
opportunities between pollutants and coagulants (Kabdasli 
et al. 2014). It may buffer the fluctuation in inlet flow. The 
average treatment efficiency was 92.04 ± 1.21%, 65.71 ± 
1.47% and 89.8 ± 1.2% corresponding to colour, CODcr, 
and TSS removal respectively (Table 2). Compared to the 
discharge standard in Vietnam (QCVN 13:2015/BTNMT, 
column B), the residual colour and TSS in effluent were 
lower but residual CODcr was still too much higher than 
the discharged standard. Therefore, CODcr in the effluent 
of electrocoagulation reaction was continuously treated by 
the next stage.
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The average mass of generated sludge including flotation 
and sedimentation process was 0.645±0.054 g/L (Table 2). 
Specific energy consumption was evaluated by equation (3), 
approximately 1.182 kWh/m3 (Table 2). Iron consumption 
was determined based on the dissolved iron quantity (Eq. 
4) and the total volume of treated wastewater, equal 0.0975 
kg/m3.

Comparisons of Electrocoagulation and Coagulation-
Flocculation

The optimal value of pH and coagulant dose of FeSO4.7H2O 
in the coagulation-flocculation process using the same 
raw wastewater used in the electrocoagulation process 
were determined by Jar-test experiment. The treatment 
performance, sludge generation, and chemical use were 
calculated in coagulation-flocculation as well. With the 
optimal condition, CODcr, TSS and decolourization 
efficiency reached 56.8 ± 2.2%, 82.4 ± 2.9%, and 93 ± 0.6%, 
respectively. Sludge generation was 1.5 ± 0.0419 kg/m3.

The comparison of the electrocoagulation and coagulation-
flocculation based on treatment efficiency, sludge generation, 
energy consumption, chemical use, and operation cost were 
summarized and presented in Table 2. Colour removal 
efficiency was the same in both methods but CODcr and 
TSS treatment performances in the electrocoagulation were 
higher. Sludge generation, chemical use in electrocoagulation 
were quite less than coagulation-flocculation. This is because, 
in electrocoagulation, TSS was mainly removed by flotation 
mechanism so the small flocs formed was immediately 
floated to the surface by many fine bubbles (H2). It did not 
need as much ion iron to form big flocs to settle to the bottom 
as in coagulation-flocculation. Moreover, the coagulant in 
electrocoagulation was directly generated in situ from the 
anode, did not contain impurify materials.  OH- participated 
in the flocculation reaction that was formed from H2O. OH- 
generation had been consumed that buffered the pH of the 
solution during electrocoagulation led to the final pH of 
effluent changed only slightly. Therefore, there was no need 
to add chemical to provide OH- and adjust pH after treating 
it as the traditional chemical coagulation. 

Calculation of the operating cost included the energy 
cost, iron plate cost, generated sludge treatment cost, and 
added substances cost. The results showed that the operation 
cost of electrocoagulation was far much lower than coagula-
tion-flocculation as well, with only 0.517 USD/m3 instead of 
1.99 USD/m3 as in conventional coagulation, approximately 
equal to 1/3.5. The main reasons were because of less gener-
ated sludge and no added chemical in the electrocoagulation 
process (with only small amount of NaCl). 

CONCLUSIONS

This study found the optimal operating parameters for real 
dyeing wastewater treatment by electrocoagulation using 
iron electrodes as follows: current density of 25 A/m2, non-
adjusted pH, electrical conductivity of 2.5mS/cm and 15 
min reaction time. Electrocoagulation using iron electrodes 
may be applied in actual dyeing wastewater treatment of 
shoelace manufactories because it was able to remove 
colour, CODcr, and TSS in the actual dyeing wastewater 
with high performance, archived 93±0.6%, 56.8±2.2%, 
and 82.4±2.9%, respectively. Furthermore, it adapted to the 
various characteristics of influent very well, released less 
generated sludge, and consumed low operating cost. 
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ABSTRACT

Assessment of soil fertility is essential to help identify strategies for sustainable agricultural production 
systems that decrease the negative environmental impact. The objective of this research study is to 
carry out a preliminary assessment of soil fertility status to adopt climate-smart agriculture to address 
the climate change challenges that adversely affect crop productivity and livelihoods of the farming 
community. The research was carried out in Mambattu village, Maduranthakam block of Kanchipuram 
district, Tamil Nadu. A systematic set of twenty geo-referenced soil samples were collected from the 
study village using GPS (Global Positioning System) and analysed for pH, EC, available macro, 
secondary and micronutrients to develop a credible soil fertility index (SFI). The preliminary fertility 
data of Mambattu village revealed that the pH of soil samples varied from acidic to alkaline with about 
40%  as neutral while the electrical conductivity showed non-saline and medium status of Organic 
Carbon (OC). The soil samples were predominantly sufficient in N and some micro nutrients (Fe, Mn), 
while medium in S and B and deficient in P, K, Ca, Mg, Zn and Cu. Results from initial studies indicate 
that practices like site specific nutrient management, green manuring, use of organic inputs, use of 
integrated pest management, seed treatment etc., have a high potential for implementing climate-smart 
agricultural technologies. Soil fertility evaluation can be an efficient tool to improve soil health which can 
positively impact crop productivity and be one of the important climate-smart technologies practices 
adopted by the farmers.   

INTRODUCTION

The rural community in India is dependent on agriculture and 
allied sectors for their livelihoods, either directly as a farmer 
(own or leased lands) or indirectly as an agricultural labourer 
(landless). Thus, the agriculture sector provides employment 
to more than 60% of the Indian population people, which is 
much more than any other economic sector. 

Climate change, which is attributable to the natural 
climate cycle and anthropogenic activities, has adversely 
affected agricultural productivity the world over including 
in India. As large parts of arable land in India are rain-fed, 
agriculture depends on the rainfall. Thus, rainfed agriculture 
as largely practised in India will be adversely affected by 
an increase or decrease in the overall rainfall range but also 
by the shifts in the timing of the rainfall. Due to increased 
variation in the rainfall as a combination of many factors 
including climate change, farm productivity is impacted 
adversely and this has a serious implication on both food 
production and the country’s food security. 

The impact of climate change on water availability will be 
particularly severe for India because large parts of the country 
already suffering from water scarcity, to begin with, and are 
largely dependent on groundwater for irrigation. According 
to Cruz et al. (2007), India’s wetlands and ecosystems are 
severely degraded due to the decline in precipitation and 
increased drought conditions. About 54 percent of India 
faces high to extremely high water stress (Shiao et al. 2015). 

The Climate-Smart Agriculture (CSA), a concept 
initiated by FAO to respond to the combined challenges of 
climate change and their potential threat to food security;  has 
brought out a rich, resourceful and comprehensive approach 
to mitigate the risk of climate change. According to the FAO, 
three main approaches to mitigate climate change include a 
sustainable increase of agricultural productivity, adaptation 
and building resilience to climate change and reduction of 
GHG emissions. Beyond technological solutions, many other 
practices are both cost-effective and have a positive climatic 
impact, such as better manure management, integrated 
crop-livestock management, use of renewable energy, use 
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of legumes or cover crops, improved animal feeding, and 
practices that increase soil carbon (Kalpana et al. 2019).

Soil fertility is one of the important factors affecting the 
yields of the crops. In order to achieve sustainable agriculture 
production, soil characterization for fertility evaluation of a 
particular region or area is important. In recent years, due to 
the imbalanced and inadequate fertilizer use, coupled with 
low efficiency of other inputs, the response (production) 
efficiency of chemical fertilizer nutrients has declined tre-
mendously under intensive agriculture. In fact, poor growth, 
declining yield, pest and disease infestations associated with 
poor soil fertility are the major threats to marginal farmers 
of India (Raghunatha Reddy et al. 2019)

Hence, maintaining soil health and sustaining agricultural 
productivity is a major concern for many farmers. Despite 
good care and a lot of investments, the farmer is not able 
to get a reasonable return. Lack of knowledge on periodic 
soil testing for any nutrient deficiency and seeking the right 
advice from experts are some of the reasons for declining 
soil fertility, agricultural productivity and loss to farmers. 
Though huge information on soil fertility status of soil at the 
district and state level is available, the village level fertility 
evaluation is very low in India. Hence, village level soil 
fertility indexing would be beneficial in understanding the 
distributions of soil properties at the field scale for refining 
agricultural management practices and assessing the impact 
of agriculture on environmental quality (Cambardella et al. 
1994). In addition, maintaining or improving the soil quality 
can provide economic benefits in the form of increased 
productivity, efficient use of inputs, and improvement in 
water and air quality. Assessment of soil quality involves 
measuring physical, chemical and biological soil properties 
and using these measured values to evaluate changes in the 
soil as a result of land-use change or management practices 
(Adolf  2012).

STUDY AREA

Mambattu is a small village/hamlet among the ninety-five 
villages in Vaiyavoor Panchayath, Maduranthakam block, 
in the rural region of Kanchipuram district of Tamil Nadu 
(Fig. 1).  It is surrounded by Lathur block towards north, 
Thirukkazhukunram block towards east, Acharapakkam 
block towards west, Chithamur block towards the south. It 
lies between 12°28’ N and 79° 83’ E and receives an annual 
rainfall of 1228.5 mm and a mean annual temperature of 
38°C. The total geographical area of the taluk is 332.43 
ha, while the total area under cultivation is approximately 
63.271 ha. According to the Census 2011, the village has 
209 families with a total population of 803, with a literacy of 
41%, 55.2% employed individual and 44.8% non-working. 

Of the 55.2% working individual, 6.1% of individuals are 
cultivators (owner or co-owner) and 52.8% are agricultural 
labourers. This emphasizes the need to support agriculture 
through climate agriculture technologies and practices as 
close to 60% of the population is dependent on agriculture 
directly or indirectly for their livelihoods. Maduranthakam 
block is dominated by red soil with sandy loam texture, with 
major crops cultivated include paddy, sugarcane, maize, ragi, 
groundnut and coconut. The major sources of irrigation are 
wells and canal.

The main objective of the study was to explore how 
Climate Smart Agriculture technological innovations could 
solve climate-mediated problems in agriculture at the village 
level. Hence, preliminary work on soil fertility indexing 
studies was undertaken in the study location to understand 
the soil fertility status currently. Reassessment of the impact 
of interventions of the above implemented technology is 
planned to be carried out in the future.

MATERIALS AND METHODS

Collection of Soil Samples

As an initial step, soil samples were collected for assessing 
the health status of the soil. In total,  20 geo-referenced 
surface soil samples from the agricultural fields of the 
research village were collected using GPS (Global 
Positioning System) at 0-30 cm depth by adopting the 
standard procedures of soil sample collection. The collected 
soil samples were air-dried, gently crushed, sieved using a 
2 mm sieve for all analysis except organic matter analysis 
wherein the sample was sieved using a 0.5 mm sieve. The 
processed soil samples were preserved in polythene bags 
for further analysis.

 
Fig. 1: Study Area - Mambattu village, Maduranthakam block, Kanchipuram district, Tamil Nadu, 

India. 

 

 

Fig. 2: Fertility rating of macronutrients. 

 

 

 

Fig. 3: Fertility rating of secondary nutrients. 
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CHEMICAL ANALYSIS OF SOIL SAMPLES

The chemical analysis of the soil samples of all the sites was 
carried out following standard procedures as per the guide 
to laboratory establishment for plant nutrient analysis as 
indicated by FAO (2008) and Tandon (2005).

The Nutrient Index Values were calculated using the 
following formula:

 NIV = [(PH × 3) + (PM × 2) + (PL × 1)]/100

Where, NIV is Nutrient Index Value, PL, PM and PH 
are the percentage of soil samples falling in the category of 
low, medium and high nutrient status and which are given 
weightage of one, two and three respectively (Ramamoorthy 
& Bajaj 1969). The fertility ratings and corresponding index 
values are given in Table 1.

RESULTS AND DISCUSSION

Physico-chemical Properties

The result pertaining to the percent sample category and 
nutrient index of physico chemical properties of Mambattu 
village is given in the Table. 2. The pH is an important 
index of soils that determines the extent of the acidity/ 
alkalinity and directly influences agriculture productivity. 
The pH value reflects the integrated effect of the acid-base 

reactions taking place in the soil system (Mokolobate & 
Haynes 2002). 

The sample soil in the research showed a wide range of 
pH between 5.53-8.51 with a mean value of 6.92. Moreover, 
samples showing acidic, neutral and alkaline pH are 35, 40 
and 25 per cent respectively with fertility index indicating 
neutral pH. Most of the soils require the application of 
organic manures for improvement in the physical condition 
of the soil as well as for improvement in soil health. EC 
(mS/cm) of the research field ranged from 0.04 -0.38 mS/cm 
i.e., less than 0.8 mS/cm, which is within the normal range. 

Organic matter has an essential role in agricultural soil, 
as it supplies plant nutrients, improves the soil structure, 
improves water infiltration and retention, feeds soil 
microflora and fauna, and the retention and cycling of applied 
fertilizer (Johnston 1986). In the study area, organic carbon 
is low in 40% of soils, medium in 40% soils, and high in 
20% of soils. The range of organic carbon in the soil ranges 
between 0.39-1.09 per cent, with an average mean value of 
0.67, which indicates medium fertility index.

Available Macro Nutrients

The results of the percent sample category and nutrient index 
of macronutrients of Mambattu village are furnished in  
Table 3. The nitrate content of the soil ranged from 15.0-39.7 
mg/kg with a mean value of 25.66 mg/kg, where 90 per cent 
soil falls under high, 10 percent under medium with no soil 
sample showing low nitrate category (Fig. 2). Hence, the 
fertility index of nitrate content of Mambattu soil is high. 

The fertility index of phosphorus availability in soils 
revealed that the phosphorus content is low in acidic soil 

Table 1: Fertility Rating Class and Nutrient Index Value.

S. No. Nutrient Index Value

1 Low <1.67

2 Medium 1.67-2.33

3 High >2.33

Table 2: Percent sample category and nutrient index of the physico-chemical properties of Mambattu village.

S. No. Parameters Percent samples Range Mean±SD Nutrient Index Value Fertility Index

1 pH Acidic Neutral Alkaline 5.53- 8.51 6.92±0.55 1.90 Neutral

35 40 25

2 EC (mS/cm) Harmless Normal Harmful 0.04 -0.38 0.15±0.09 1.00 Harmless

100 0 0

3 OC (%) Low Medium High 0.39 – 1.09 0.67±0.19 1.80 Medium

40 40 20

Table 3: Percent sample category and nutrient index of macronutrients of Mambattu village.

S. 
No.

Parameters Percent samples Range Mean±SD Nutrient  
Index Value

Fertility 
IndexLow Medium High

1 Available Nitrogen (mg/kg) 0 10 90 15.0 – 39.7 25.66±5.82 2.90 High

2 Available Phosphorus (Acidic soil) (mg/kg) 100 0 0 8.93 -85.79 28.71±24.70 1.00 Low

3 Available Phosphorus (Alkalin esoil) (mg/kg) 44.4 22.2 33.3 5.81-71.28 24.84±21.32 1.89 Medium

4 Available Potassium (mg/kg) 75 0 25 50.0-257.0 116.10±61.55 1.50 Low



598 Kalpana Palani et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

and medium in alkaline soil. The percent sample category of 
acidic soil shows that the 100% samples fall under the low 
category where phosphorus content ranges from 8.93-85.79 
mg/kg with an average of 28.71 mg/kg. The percent sample 
category of phosphorus content of alkaline soil shows that 
the 44.4, 22.2 and 33.3 percent falls under low, medium and 
high respectively with content ranging between 5.81-71.28 
mg/kg with a mean value of 24.84 mg/kg. Similarly, the 
potassium content of the soil ranged from 50.0-257.0 mg/kg, 
with a mean value of 116.10 mg/kg where the fertility index 
denotes the soil is low in potassium with 75 percent samples 
falling under low and the rest under the high category.

The results are significantly influenced by the farming 
practices of farmers in this region. Most of the farmers are 
using chemical fertilizers-urea and phosphatic fertilizers only, 
which contains concentrated amounts of nitrogen and organic 
carbon, potassium and phosphorus. On the basis of these 
results of the study, the farmers were advised to use integrated 
nutrient management practices to maintain optimum levels of 
all the essential nutrients for plants. Singh & Mishra (2012) 
reported a similar impact in their study that the low to medium 
fertility status for nitrogen, phosphorus, potassium and sulphur 
was due to the imbalanced and insufficient fertilizer use, along 
with low efficiency of other inputs. The response (production) 
efficiency of chemical fertilizer has reduced extremely under 
intensive agriculture (Kalpana et al. 2019).

Available Secondary Nutrients

The results of the percent sample category and fertility index 
of secondary nutrients of Mambattu village are presented 

in Table 4. The fertility index of calcium, magnesium 
and sulphur were low, low and medium respectively. The 
available calcium content of soil ranged from 458-3869 mg/
kg with a mean value of 1492.50 mg/kg, where 70 percent 
of samples come under the low category (Fig. 3). Similarly, 
the magnesium content of the soil ranged from 192-893 mg/
kg with a mean value of 386.20 mg/kg, where 85 percent of 
samples were under the low category. The low category of 
calcium and magnesium in the soil is due to acidic pH. In the 
study village, the pH of the maximum number of samples 
was acidic to near neutral. Hence, these soils require high 
liming material to neutralize the soil acidity and supply Ca 
and Mg. The choice of suitable liming material based on 
the content of soil Ca and Mg is a key to provide crops and 
soils with an adequate quantity of these nutrients. The aim of 
a liming program is to institute preferred soil pH and to sustain 
soil fertility levels with an optimum range of Ca and Mg. 
Other reason for the low levels of Ca might be attributed to the 
continuous addition of acidifying chemical fertilizers. Similar 
results were recorded by Amara et al. (2015). Moreover, 
the sulphur content of the soil ranged between 18.9-60.6  
mg/kg with an average value of 28.21 mg/kg, where  
65 percent of samples falls under the medium category.  
From the results, it is confirmed that the soils of all the 
sites are likely to respond to sulphur fertilization. Similar  
results were also obtained by Kumar et al. (2011).  
The medium levels of available sulphur in the soils of  
the study area might be due to lack of sulphur  
addition and continuous removal of S by crops  
(Balanagoudar 1989).
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Table 4: Percent sample category and nutrient index of secondary nutrients of Mambattu village.

S. No. Parameters Percent samples Range Mean ± SD Nutrient Index 
Value

Fertility 
IndexLow Medium High

1. Available Calcium (mg/kg) 70 5 25 458 - 3869 1492.50 ± 1074.93 1.55 Low

2. Available Magnesium (mg/kg) 85 0 15 192 -893 386.20 ± 207.93 1.30 Low

3. Available Sulfur (mg/kg) 10 65 25 18.9 – 60.6 28.21 ± 9.12 2.15 Medium
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Available Micronutrients

The results of the percent sample category and nutrient 
index of micronutrients of Mambattu village are furnished 
in Table 5. The available zinc content ranged between 0.88-
2.40 mg/kg with a mean value of 1.48 mg/kg, whereas the 
available manganese content of the soil ranged between 
2.26-49.12 mg/kg with a mean value of 19.62 mg/kg. 
Moreover, the available iron content of the soil ranged be-
tween 5.39-167.14 mg/kg with a mean value of 45.01 mg/
kg. Similarly, the available copper content of soil ranged 
between 0.79-3.09 mg/kg with a mean value of 1.89 mg/kg, 
while boron ranged from 0.70-1.20 mg/kg with an average 
value of 0.92 mg/kg. 

From these values, it can be inferred that the maximum 
percent sample category of zinc, manganese, iron, copper 
and boron fall under low, high, high, low and medium cat-
egory respectively (Fig. 4). However, the fertility index of 
micronutrient content of Mambattu soil showed that zinc 
and copper were low, whereas the manganese and boron 
seem to be medium, while the iron was high. Similar results 
were noticed by Pandiaraj et al. (2017). Soils with an acidic 
pH range lead to higher solubility and could result in higher 
availability of Fe content. Thus, acidic soils contain a high 
range of iron, which is supported by the findings of Khadka 
et al. (2016) and Methe et al. (2012). 

CONCLUSION

The soil fertility index of the Mambattu village revealed 
that the pH of the soil varied from acidic to alkaline with a 
major percentage falling under neutral; while the Electrical 
Conductivity, an indicator of the soluble salt content of the 
soil is normal. The organic carbon status is medium. The 
available N, P and K were high, low and low in status, while 
secondary nutrients like Ca, Mg and S were low, low and 
medium status respectively. With regard to micronutrients, 
the soil is sufficient in Fe and Mn, while Zn and Cu are 
deficient and the boron is intermediate. 

Hence, the village is categorized as soil with intermediate 
fertility status. However, for sustaining agriculture 
productivity and improving soil fertility status from sufficient 
to a high level, the most limiting factors controlling the 
soil fertility that were identified suggested corrective and 
conservation practices to achieve long-term sustainable 
production. Thus, the preliminary assessment of the soil 
fertility status of Mambattu village by using a soil index was 
used as one of the key information to improve the strategies 
and effective techniques towards sustainable agriculture. 
This also strengthens the basic information, the ability to 
formulate workable solutions towards sustainable crop 
production and the adoption of best management practices. 

Hence, the approach incorporates the evaluation of cli-
mate-smart technologies, practices, services, and processes 
relevant to local climatic risk management. It also identifies 
opportunities for maximizing adaptation gains associated 
with local knowledge and further development plans. It also 
aims to reach out to farmers to adopt knowledge-based prac-
tices in order to boost fertility status. These may include prac-
tices such as site-specific nutrient management, increased use 
of organic nutrient sources, sustainable land use and cropping 
systems, and appropriate strategic agronomic practices.  In 
future, soil fertility evaluation will be undertaken after two 
or three years in the same village which can be considered 
as an efficient tool to quantify the impact of climate-smart 
technologies provided to the farmers along with other crop 
improvement practices and management strategies to over-
come the challenges of climate change.

Table 5: Percent sample category and nutrient index of micronutrients of Mambattu village.

S. 
No.

Parameters Percent samples Range Mean±SD Nutrient 
Index Value

Fertility 
IndexLow Medium High

1 Available Zinc (mg/kg) 100 0 0 0.88 -2.40 1.48±0.38 1.00 Low

2 Available Manganese (mg/kg) 40 15 45 2.26 -49.12 19.62±14.55 2.05 Medium

3 Available Iron (mg/kg) 10 15 75 5.39 – 167.14 45.01±43.73 2.65 High

4 Available Copper (mg/kg) 80 20 0 0.79 – 3.09 1.89±0.66 1.20 Low

5 Available Boron (mg/kg) 15 85 0 0.70 – 1.20 0.92±0.14 1.85 Medium
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ABSTRACT
Water resource ecological safety is a key factor in regional economic and social development. The 
comprehensive evaluation of water resource ecological safety is an important precondition for realizing 
regional sustainable development with the increasingly serious water ecological crisis. Zhoushan City of 
China was taken as an example, and the pressure–state–response model (PSR) was used to evaluate 
the ecological safety status of regional water resources, improve deficiencies in the existing evaluation 
index system and evaluation method effectively, and put forward three evaluation subsets (18 evaluation 
indexes). An evaluation index system was established based on these indexes to evaluate the water 
resource ecological safety. Combined weights of indexes were calculated using the analytic hierarchy 
process (AHP) and entropy weight method, and water-resource ecological safety indexes were used 
to evaluate the water-resource ecological safety status in Zhoushan City during 2010–2019. Results 
show that the water-resource ecological safety level in Zhoushan City during 2010–2019 presents a 
rising trend and transformed from a serious warning state into a medium warning state as well as a 
relatively safe state and safe state. This transformation indicates that the ecological safety status in 
Zhoushan City gradually improves. The comprehensive evaluation value is the minimum (0.15) under 
the serious warning state in 2013 and the maximum (0.85) under the safe state in 2019. Ammonia 
nitrogen and chemical oxygen demand (COD) emissions in industrial wastewater, total water supply 
throughout the year, and governance area of water and soil loss are the main factors that influence the 
water resource ecological safety in the city. The ecological safety level of regional water resources can 
be effectively elevated through key measures, such as increasing the water resource supply throughout 
the year, reducing the application of pesticides and chemical fertilizers, and reducing the discharge 
of pollutants, including COD and ammonia nitrogen in industrial wastewater. The water resource 
ecological safety evaluation model based on the PSR model and AHP–entropy weight method that 
demonstrates a certain application value can provide a novel idea and method to support the ecological 
safety evaluation of regional water resources.   

INTRODUCTION

Water resources constitute an important material basis for 
human survival and development, and the development 
and utilization have a direct bearing on people’s life, 
production development, and ecological environment. 
Water safety has become a key factor in restricting regional 
social and economic sustainable development with the 
increasing global population, rapid economic development 
and urbanization, and increasingly evident water resource 
security problems, such as water resource shortage, 
water environment pollution, and sudden water pollution 
(Uddameri 2019, Chen et al. 2017). Water resource security 
problems are caused by the mutual influence and restriction 
of water, nature, economy, and society. Such problems have 
attracted considerable attention from global and academic 
communities, making them an important research topic 
in many internal conferences held by governments and 

international organizations. Meanwhile, water resource 
security problems have driven domestic (Chinese) and 
foreign scholars and experts to investigate water resource 
security and related problems from various angles, such 
as water quality evaluation, water-resource ecological 
safety evaluation, water environmental management, and 
sustainable development (Shamir 2017, Cao et al. 2018, 
Zeng et al. 2016, Kourgialas et al. 2018). The quantification 
and evaluation of water resource ecological safety, namely, 
effective evaluation of water safety status of a region or 
drainage basin, constitutes a fundamental and important 
part of water safety research. The results determine the 
scientificity of water resource security evaluation and directly 
guide the follow-up formation of regional water resource 
utilization and management countermeasures. Therefore, 
the objective evaluation of regional water-resource safety 
status is a necessary precondition for facilitating regional 
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comprehensive, coordinated, and sustainable socioeconomic 
development as well as maintaining the continuous virtuous 
cycle of the ecological environment system. Consequently, 
the regional water-resource safety status has become an 
important domestic and foreign research topic in the field 
of water resources. 

Water-resource ecological safety evaluation has become 
a fundamental means for investigating water safety, and 
scholars have achieved certain progress in the water-
resource ecological safety evaluation system and method. 
Hamilton et al. put forward monitoring approaches with an 
extensive scope using hazard analysis and critical control 
point to optimize water-resource safety risk management 
through a simple mechanism and thus ensure the water 
resource ecological safety (Hamilton et al. 2006). Dickson 
et al. established a water security framework for rural, 
remote, or marginalized communities and evaluated water 
safety after discussing dimensions and indexes within the 
framework (Dickson et al. 2016). Norman et al. evaluated 
the water safety status using the index evaluation method and 
carried out an empirical demonstration in one community 
in Canada (Norman et al. 2013). Gain et al. stated that the 
water resource ecological safety depends not only on the 
physical availability of freshwater resources relative to water 
demand but also on social and economic factors, such as 
sound water resource planning and management method, 
the ability of institutions to provide water services, and 
sustainable economic policies (Gain et al. 2016). Jiang et 
al. used the entropy weight method to establish a complete 
evaluation system from living water safety, economic water 
safety, municipal water safety, and ability to prevent water 
disasters; evaluated the water safety status in the Asia–Pacific 
region; and demonstrated the optimal water safety status in 
Australia, New Zealand, Malaysia, and Singapore within the 
Asia-Pacific Region (Jiang et al. 2015). Zhang et al. formed 
a water-safety evaluation index system via the analytic 
hierarchy process (AHP) that can boost the correct evaluation 
of water safety status in Taizhou City and determine chemical 
oxygen demand (COD), river pollution percentage, annual 
precipitation, and municipal water reutilization rate as main 
factors that influence the water safety status in Taizhou 
City (Zhang et al. 2017). Shen et al. established a water 
safety evaluation model through an information entropy-
based fuzzy set, determined the water safety evaluation 
grade by calculating the fuzzy degree of connection and 
confidence criterion, and evaluated the water safety status 
in eight administrative regions of Qinghai Province (Shen 
et al. 2016). Xu et al. used principal component (PCA) and 
grey relational (GRA) analyses to determine 16 ecological 
safety evaluation indexes for oasis groundwater in the arid 
region of Xinjiang and evaluated the groundwater ecological 

safety status of five irrigation canals through the fuzzy 
comprehensive evaluation method (Xu et al. 2018). Xu et 
al. conducted a comprehensive evaluation of water resource 
sustainability in mainland China using three-layer indexes 
of water resource quantity, use intensity, and use efficiency 
and divided China into high, medium, low, and very low 
regions according to comprehensive evaluation values (Xu 
et al. 2019). Bui et al. proposed a technical framework for the 
groundwater-resource ecological safety evaluation based on 
conventional sustainable development evaluation and AHP 
methods (Bui et al. 2019). Although foreign studies on the 
water-resource ecological safety evaluation have achieved 
considerable progress, the following aspects require further 
investigation: (1) the evaluation index system fails to reflect 
correlations among various factors comprehensively and 
underlying reasons that influence the regional water-resource 
ecological safety and (2) most scholars have only used single 
methods to calculate index weights, such as independent 
application of subjective weighting methods (Olivares et 
al., 2020; Ren et al., 2019), AHP or objective weighting 
approaches (Jenifer et al. 2017, Cheng et al. 2019), and 
entropy weight method. However, errors in index weights 
determined by single methods will seriously impact the 
evaluation result.

Therefore, the water-resource ecological safety prob-
lem has gradually become an important topic in domestic 
and foreign academic investigations that have achieved 
certain research progress. The pressure–state–response 
model (PSR) is used in this study to solve problems, such 
as a weak correlation between evaluation indexes and low 
accuracy of index weights because it can reflect correlations 
among evaluation indexes and explore the underlying rea-
sons for changes in the ecological safety status of regional 
water resources. Meanwhile, the AHP–entropy weight 
method can evade errors caused by the independent use of 
objective or subjective weight determination methods and 
accurately evaluate the ecological safety status of regional 
water resources. The ecological safety evaluation method of 
water resources based on the PSR model and AHP–entropy 
weight method in this study will provide a theoretical basis 
for establishing and optimizing the research system of water 
resource ecological safety.

The remainder of this study is organized as follows. The 
study area of the water-resource ecological safety evaluation 
and data sources are described in Section Two. The PSR 
model used in the water-resource ecological safety evaluation 
was analyzed; pressure, state, and influence indexes were 
established; comprehensive index weights were solved, 
and comprehensive evaluation indexes were determined in 
Section Three. The ecological safety evaluation results of 
water resources in Zhoushan City were obtained and the 
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water-resource ecological safety status was analyzed and 
discussed from the four aspects of pressure system, state 
system, response system, and comprehensive evaluations in 
Section Four. Finally, the entire study was summarized and 
conclusions were drawn.

OVERVIEW OF THE STUDY AREA

Zhoushan City is located in the coastal region of Zhejiang 
Province in southeastern China between east longitude of 
121°30′-123°25′ and north latitude of 29°32′-31°04′, with 
a land area of approximately 1,440.12 km2 and a sea area 
of 20,800 km2. The city is on the western side of the west 
and low in the north, with a subtropical monsoon climate. 
Zhoushan is a typical island city and the first to be built 
on islands. Zhoushan Archipelago is the largest in China 
consisting of over 4,000 islands. Adjoining large cities, 
such as Hangzhou and Shanghai, with many geographical 
advantages, Zhoushan City is an important outward sea portal 
and channel in the Yangtze River Delta Economic Belt and 
also a principal port city in China. The geographic location 
of Zhoushan city is shown in Fig. 1.

Zhoushan Archipelago is an island region and intrinsically 
deficient in water resources. Its average annual total quantity 
of water resources is 574,000,000 m3 and per capita quantity 
of water resources is 600 m3, which is only 25.4% that of 
the entire Zhejiang Province, 23.6% that of China, and  
one-twelfth that of the world; hence, the archipelago 

demonstrates the serious shortage of water resources 
(Qiu et al. 2017). The small average annual precipitation 
(1,185.85 mm) and evaporation (1,417.59 mm) from the 
water surface in this region result in a significantly lower 
runoff volume than that of mainland regions at the same 
latitude. Moreover, the average annual runoff depth of 550 
mm is only equivalent to 58% of the average level of the 
entire Zhejiang Province. The water transfer and diversion 
for replenishment are difficult and the freshwater resource 
shortage worsens due to poor water resource share ability 
between islands. Meanwhile, the availability of runoffs 
generated is low and most runoffs are directly discharged 
into the sea due to special landforms within the archipelago, 
such as low hills and mountains. Thus, the total impoundage 
has been insufficient in the archipelago for a long time due 
to the lack of appropriate reservoir sites for the construction 
of water storage facilities and the very small catchment area 
of all reservoirs in this region. Reservoirs may be dried up 
when a drought occurs. After the national-level Zhoushan 
Archipelago New District was established by the State 
Council of China in June 2011, Zhoushan City has been 
elevated to the national strategic level in the country. Water 
resources will become an important supporting factor and 
the water resource ecological safety will suffer extreme 
challenges in the future all-around development themed by 
the marine economy, especially under the background of 
urbanization and high-speed socioeconomic development 
in the city.
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MATERIALS AND METHODS

Research Data

Original data used in this study were derived from Zhejiang 
Statistical Yearbook, Zhoushan Statistical Bulletin of Nation-
al Economy and Social Development, Zhoushan Statistical 
Yearbook, Zhoushan Environmental Conditions Bulletin, 
and Zhoushan Water Resources Bulletin from 2010 to 2019 
along with other existing water resource-related results in 
Zhoushan City. Ten years of water resource data of Zhoushan 
City (2010-2019) were selected to evaluate its water-resource 
ecological safety status.

PSR Model and Evaluation Indexes

The PSR model was initially proposed by Canadian 
statisticians, such as Rapport. This model has gradually been 
applied to studies on various ecological problems and become 
a framework system for the discipline of environmental 
quality assessment with the mutual development of United 
Nations Environment Programs and Organization for 
Economic Cooperation and Development toward the end of 

the twentieth century. The PSR model is commonly used in 
the field of ecological environmental evaluation due to its 
unique comprehensiveness, flexibility, and strong causal logic 
relations in the aspect of index selection (Sun et al. 2019, Shi 
et al. 2018, Bahraminejad et al. 2018, Wang et al. 2018).

The evaluation index system established via the PSR mod-
el includes not only the pressure imposed by human beings 
on the water ecosystem (such as discharge of industrial and 
domestic wastewater and agricultural irrigation) and human 
protection of the water ecosystem (such as popularization of 
water-saving appliances and centralized wastewater treatment) 
but also the status (such as groundwater resource quantity and 
water quality and health status) of water resources themselves. 
Therefore, the PSR model can realize the complete and thor-
ough evaluation of water ecological safety. Water resource 
characteristics of Zhoushan City were combined according to 
index selection principles of pertinence, representativeness, 
dynamics, feasibility, and systematicness to establish the 
ecological-safety evaluation index system of water resources 
consisting of the target, criterion, and index layers based on 
the PSR model, as given in Table 1.

Table 1: Safety evaluation index system of water resources of Zhoushan City.

Target layer Factor layer Index layer Index explanation

Comprehensive 
water resource 
safety index

Pressure P1 Annual total wastewater discharge/10,000 t Annual total wastewater discharge in the evaluation area

P2 Annual total industrial wastewater dis-
charge/10,000 t

Annual total industrial wastewater discharge

P3 Annual COD emission in industrial wastewater/t Annual total COD emission in industrial wastewater

P4 Annual ammonia nitrogen emission in industrial 
wastewater/t

Annual total ammonia nitrogen emission in industrial 
wastewater

P5 Application of agrochemical fertilizers/t Annual total application of chemical fertilizers

P6 Application of agricultural pesticides/t Annual total application of agricultural pesticides

P7 Annual total water consumption/10,000 m3 Annual total water consumption in the evaluation area

State S1 Surface water resource quantity/100 million m3 Total surface water resource quantity in the evaluation area

S2 Groundwater resource quantity/100 million m3 Total groundwater resource quantity in the evaluation area

S3 Per capita water resource quantity/m3 Total water resource quantity/total population in the 
evaluation area

S4 Water qualification rate in water function zone/% Water quality in the evaluation area reaches above Class 
II water quality standard

S5 Water quantity converted from annual precipita-
tion/100 million m3

Water resource quantity converted from annual precipita-
tion in the evaluation area

Response R1 Governance area of water and soil loss/1,000 ha Total governance area of water and soil loss

R2 Water quantity diverted from the mainland/100 
million m3

Annual water quantity diverted from the mainland in the 
evaluation area

R3 Reservoir water storage capacity/10,000 m3 Annual reservoir water storage in the evaluation area

R4 Annual total water supply/10,000 m3 Annual total water supply in the evaluation area

R5 Quota of pollutant discharge fee/10,000 yuan Pollutant discharge fee annually levied in the evaluation 
area

R6 Flood embankment length/km Flood embankment length in the evaluation area
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Determination of Index Weights

Index weight plays a significant role in the ecological safe-
ty evaluation result of water resources. AHP, correlation 
coefficient method, PCA, and entropy weight method are 
primarily used to determine index weights (Mohammad et 
al. 2013, Liu et al. 2019). According to the mode of weight 
assignment, methods can be divided into AHP-represented 
subjective weight and entropy weight-represented objective 
assignment methods. If only one of these methods is used 
in the actual assessment process, the assessment conclu-
sions may be subject to excessively strong subjectivity or 
objectivity restrictions, leading to a certain deviation from 
the actual situation. This problem can be effectively solved 
by calculating comprehensive index weights through the 
AHP-entropy weight method.

AHP-based weight determination: The AHP method was 
first proposed by T. L. Saaty, a famous mathematical spe-
cialist from the American University of Pittsburgh, in his 
famous work The Analytic Hierarchy Process in the 1970s. 
Since then, the AHP method has gradually matured and been 
widely used by Chinese and foreign scholars.

AHP is a decision-making mode of thinking that decom-
poses a complicated problem into component factors, which 
are then combined in a grouped way to form an appropriately 
ordered hierarchical structure according to memberships. 
The importance of every two indexes is then compared via 
expertise to determine the importance ranking (weight value) 
of each factor to the decision-making objective. This process 
is generally carried out in five steps, namely, the establish-
ment of hierarchical structure, construction of importance 
judgment matrix, single hierarchical arrangement of indexes, 
consistency check, and total index ranking (Canan et al. 2018, 
Myronidis et al. 2016).

Weight solving through the entropy weight method: The 
concept of entropy was put forward by the German physicist 
Rudolf Clausius in 1850. Entropy was then introduced by the 
American mathematician Shannon into information theory 
in 1948 to propose the concept of “information entropy,” 
which is the uncertainty measurement of a random variable 
and used to describe the occurrence probability or uncertainty 
of a signal in the information source (Reinaldo et al. 2013,  
Mohamed et al. 2011). High information entropy indicates 
high uncertainty. Information entropy is expressed as follows:
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Where, H(p1, p2,…, pn) is the information entropy and 
pi is the occurrence probability of the event i.

The discrete degree of an evaluation index can be assessed 
using entropy. Small entropy indicates the large information 

quantity provided by this index, high discrete degree, and 
strong influence on the overall objective and weight value. 
Therefore, the entropy weight method, which is an objective 
weighting tool, can be used to determine the weight of each 
index and delete indexes with minimal contribution to the 
evaluation result, while the entropy coefficient is applied to 
correct the weight of each index and finally obtain objective 
index weights (Gu et al. 2020, Chen et al. 2019) and provide 
a basis for the multi-index comprehensive evaluation.

The following initial data factor matrix B = (bij)mxn is 
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Where bij is the evaluation value of the object i at the jth 
index layer. The calculation steps of each index weight are 
as follows:

 1. Calculate pij, which is the ratio of the jth evaluation index 
value under the index i, as follows:
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 2. Calculate entropy Ei of index as follows:
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 3. Calculate the entropy ni (objective weight value) of the 
index i according to Ei as follows:
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Comprehensive weight solving method: The comprehen-
sive index weight zi is generally obtained by integrating pro-
portional, simple multiplication, mean value, and minimum 
relative information entropy methods with AHP-obtained 
subjective wi and entropy weight-determined objective ni 
weights. Simple multiplication and mean value methods were 
selected in this study to solve the comprehensive weight of 
the water-resource ecological safety index with consideration 
for scientific rigour and operation convenience as follows:
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Calculation of Comprehensive Water Ecological Safety Evaluation Index 
The obtained comprehensive weight zi was used to solve the following ecological safety 
evaluation indexes of comprehensive water resources I in Zhoushan City for different years after 
index standardization: 
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Where Yij is the index value after the standardization processing and zi is the comprehensive 
weight value solved. 
Grading of the Water-Resource Ecological Safety Status 
The water-resource ecological safety evaluation is graded to reflect the current water ecological 
safety status. The water ecological safety level should be graded and the evaluation value is then 
associated with the evaluation grade because the comprehensive value of ecological safety 
evaluation of water resources fails to incorporate the water ecological safety status directly.  
Current natural conditions and the social development status in Zhoushan City were combined to 
grade the level of water ecological safety status (Table 2) according to ecological safety 
prewarning criteria and existing research results (Sun et al. 2018, Wang et al. 2019). 

Table 2: Water ecological safety status grade in Zhoushan City.  

Comprehensive index value Water ecological safety status 

0–0.2 Serious warning 

0.2–0.4 Medium warning 

0.4–0.6 Prewarning 

0.6–0.8 Relatively safe 

0.8–1 Safe 

RESULT ANALYSIS AND DISCUSSION  
Research Results 
Subjective and objective weights were solved via AHP and entropy weight method, respectively, 
in the processing and analysis of research data. Equation (5) was then utilized to solve ecological 
safety evaluation indexes of comprehensive weights of water resources (Table 3). 

Table 3: Entropies, subjective weights, objective weights, and comprehensive weights of ecological safety 

evaluation indexes of water resources in Zhoushan City.  
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Calculation of Comprehensive Water Ecological Safety 
Evaluation Index

The obtained comprehensive weight zi was used to solve 
the following ecological safety evaluation indexes of com-
prehensive water resources I in Zhoushan City for different 
years after index standardization:
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Where Yij is the index value after the standardization 
processing and zi is the comprehensive weight value solved.

Grading of the Water-Resource Ecological Safety 
Status

The water-resource ecological safety evaluation is graded 
to reflect the current water ecological safety status. The 

water ecological safety level should be graded and the 
evaluation value is then associated with the evaluation 
grade because the comprehensive value of ecological safety 
evaluation of water resources fails to incorporate the water 
ecological safety status directly.  Current natural conditions 
and the social development status in Zhoushan City were 
combined to grade the level of water ecological safety status  
(Table 2) according to ecological safety prewarning criteria 
and existing research results (Sun et al. 2018, Wang et al. 
2019).

RESULT ANALYSIS AND DISCUSSION 

Research Results

Subjective and objective weights were solved via AHP and 
entropy weight method, respectively, in the processing and 
analysis of research data. Equation (5) was then utilized to 
solve ecological safety evaluation indexes of comprehensive 
weights of water resources (Table 3).

Equation (6) was used to solve comprehensive evalua-
tion values of water resource ecological safety in Zhoushan 
City during 2010-2019. Table 4 presents the assessment of 
ecological safety status grades of water resources according 
to Table 2.

Table 2: Water ecological safety status grade in Zhoushan City. 

Comprehensive index value Water ecological safety status

0–0.2 Serious warning

0.2–0.4 Medium warning

0.4–0.6 Prewarning

0.6–0.8 Relatively safe

0.8–1 Safe

Table 3: Entropies, subjective weights, objective weights, and comprehensive weights of ecological safety evaluation indexes of water resources in 
Zhoushan City. 

Index layer Entropy Ei Subjective weight wi Objective weight ni Comprehensive weight zi

P1 Annual total wastewater discharge/10,000 t 0.7449 0.0156 0.0908 0.024

P2 Annual industrial wastewater discharge/10,000 t 0.8102 0.042 0.0676 0.047

P3 Annual COD emission in industrial wastewater/t 0.704 0.109 0.1054 0.191

P4 Annual ammonia nitrogen emission in industrial 
wastewater/t

0.682 0.1388 0.1132 0.261

P5 Application of agrochemical fertilizer/t 0.8441 0.04 0.0555 0.037

P6 Application of agricultural pesticides/t 0.9225 0.1002 0.0276 0.046

P7 Annual total water consumption/10,000 m3 0.8467 0.0305 0.0546 0.028

S1 Surface water resource quantity/100 million m3 0.8916 0.012 0.0386 0.008

S2 Groundwater resource quantity/100 million m3 0.8902 0.0084 0.0391 0.005

S3 Per capital water resources/m3 0.8759 0.0389 0.0442 0.029

S4 Water qualification rate in water function zone/% 0.8369 0.004 0.0581 0.004

S5 Water quantity converted from annual precipitation/100 
million m3

0.8902 0.0084 0.0391 0.005

R1 Governance area of water and soil loss/1,000 ha 0.893 0.126 0.0381 0.080

R2 Water quantity diverted from the mainland/100 mil-
lion m3

0.8738 0.0495 0.0449 0.037

R3 Reservoir water storage capacity/10,000 m3 0.8641 0.1034 0.0484 0.083

R4 Annual total water supply/10,000 m3 0.891 0.1297 0.0388 0.084

R5 Quota of pollutant discharge fee/10,000 yuan 0.9001 0.0264 0.0356 0.016

R6 Flood embankment length/km 0.8294 0.0172 0.0607 0.017
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DISCUSSION  

 1. Pressure system evaluation: According to the research 
results (Table 4 and Fig. 2), the evaluated value of water 
resource safety pressure in Zhoushan City first reduced 
and then increased during 2010-2019. These values were 
divided into the following phases: the mean value was 
(1) approximately 0.255 during 2010-2011, (2) 0.064 
during 2012-2016, and (3) 0.527 during 2017-2019. 
These findings indicated that the pressure faced by the 
ecological safety system of water resources in Zhoushan 
City presented a declining–increasing–declining trend. 
The water-resource ecological safety pressure from 

2012 was significantly elevated in Zhoushan City, with 
the evaluation value declining from 0.24 to 0.08 mainly 
because the city was accredited as a national-level 
marine development demonstration area, followed by 
large-scale social construction and entrance of various 
industries in a fast development period. Indexes, 
such as total wastewater discharge, annual industrial 
wastewater discharge, and COD and ammonia nitrogen 
emissions in industrial wastewater, continued to 
increase annually or remained at high levels during this 
period of rapid development. Although the consumption 
of agrochemical fertilizers reduced (from 15,697 t to 
11,848 t) and the application of agricultural pesticides 

Table 4: Water safety evaluation results of Zhoushan City during 2010-2019. 

Year Evaluation value Water ecological safety status

Pressure State Response Comprehensive

2010 0.27 0.02 0.01 0.30 Medium warning

2011 0.24 0.01 0.06 0.30 Medium warning

2012 0.08 0.04 0.09 0.21 Medium warning

2013 0.07 0.01 0.08 0.15 Serious warning

2014 0.05 0.01 0.17 0.24 Medium warning

2015 0.05 0.03 0.24 0.32 Medium warning

2016 0.07 0.03 0.22 0.32 Medium warning

2017 0.46 0.02 0.25 0.73 Relatively safe

2018 0.54 0.01 0.27 0.83 Safe

2019 0.58 0.05 0.22 0.85 Safe
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Fig. 2: Variation trend of water resource ecological safety in Zhoushan City (2010-2019). 

Discussion   
(1) Pressure system evaluation: According to the research results (Table 4 and Fig. 2), the 

evaluated value of water resource safety pressure in Zhoushan City first reduced and then 
increased during 2010-2019. These values were divided into the following phases: the mean 
value was (1) approximately 0.255 during 2010-2011, (2) 0.064 during 2012-2016, and (3) 
0.527 during 2017-2019. These findings indicated that the pressure faced by the ecological 
safety system of water resources in Zhoushan City presented a declining–increasing–declining 
trend. The water-resource ecological safety pressure from 2012 was significantly elevated in 
Zhoushan City, with the evaluation value declining from 0.24 to 0.08 mainly because the city 
was accredited as a national-level marine development demonstration area, followed by 
large-scale social construction and entrance of various industries in a fast development period. 
Indexes, such as total wastewater discharge, annual industrial wastewater discharge, and COD 
and ammonia nitrogen emissions in industrial wastewater, continued to increase annually or 
remained at high levels during this period of rapid development. Although the consumption of 
agrochemical fertilizers reduced (from 15,697 t to 11,848 t) and the application of agricultural 
pesticides reduced to a certain degree, the water ecological safety pressure failed to weaken. 
Hence, the pressure borne by water ecology in Zhoushan City during this period, mainly came 
from the indirect water pollution triggered by industrial wastewater discharge and agricultural 
production in human society. 
The evaluation value of water resource ecological pressure in Zhoushan City during 

2016-2019 increased from 0.07 to 0.58, and the pressure tolerated by the water ecosystem in this 
phase gradually remitted mainly because the city experienced a large-scale construction phase 
with a stable social industrial structure. The annual water consumption gradually increased in 
Zhoushan (from 155,450,000 m3 to 162,050,000 m3). However, the industrial wastewater 
discharge (from 22,020,000 t to 11,380,000 t), COD (from 6,466 t to 754 t) and ammonia nitrogen 
(from 238 t to 62 t) emissions in industrial wastewater, and application of agricultural pesticides 
(from 501 t to 444 t) all declined annually and remitted the pressure faced by the water ecological 

Fig. 2: Variation trend of water resource ecological safety in Zhoushan City (2010-2019).
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reduced to a certain degree, the water ecological safety 
pressure failed to weaken. Hence, the pressure borne 
by water ecology in Zhoushan City during this period, 
mainly came from the indirect water pollution triggered 
by industrial wastewater discharge and agricultural 
production in human society.

  The evaluation value of water resource ecological 
pressure in Zhoushan City during 2016-2019 increased 
from 0.07 to 0.58, and the pressure tolerated by the wa-
ter ecosystem in this phase gradually remitted mainly 
because the city experienced a large-scale construction 
phase with a stable social industrial structure. The annu-
al water consumption gradually increased in Zhoushan 
(from 155,450,000 m3 to 162,050,000 m3). However, the 
industrial wastewater discharge (from 22,020,000 t to 
11,380,000 t), COD (from 6,466 t to 754 t) and ammo-
nia nitrogen (from 238 t to 62 t) emissions in industrial 

wastewater, and application of agricultural pesticides 
(from 501 t to 444 t) all declined annually and remitted 
the pressure faced by the water ecological safety in 
Zhoushan City to a certain extent with the progress in 
energy-saving technologies and wastewater treatment 
means. The variation trend chart of the pressure index 
is shown in Fig. 3.

 2. State system evaluation: The state evaluation value 
represents the contribution of the current water resource 
status to water ecological safety. Fig. 4 shows that the 
variation trend of the state evaluation value is unclear 
but slightly fluctuating from 2010 to 2019. Values of the 
water resource ecological state in 2011, 2013, and 2014 
were all 0.01, which was relatively small, while those 
in 2012, 2015, 2016, and 2019 were relatively large at 
0.04, 0.03, 0.03, and 0.05, respectively. The ecological 
safety status value of water resources in Zhoushan City 
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was mainly affected by surface water resource quantity, 
groundwater resource quantity, and water quantity 
converted from annual precipitation, which exerted 
the maximum influence. Water resource quantities 
converted from annual precipitation in the city were 
13.7802, 14.7405, and 17.8481 m3 in 2011, 2013, and 
2014, respectively, during which the city experienced 
three years of minimum precipitation within 2010-
2019, with minimum status evaluation values of water 
resources (0.01). Water resource quantities converted 
from the annual precipitation in Zhoushan City were 
22.6386 and 27.1485 m3 in 2012 and 2019, respectively, 
with large evaluation values (0.04 and 0.05). The 
water qualification rate in the water function zone of 
the city during 2010-2019 was stable and presented an 
increasing trend (from 44% in 2014 to 57% in 2019), 
and water environmental indexes improved to a certain 
extent. Therefore, water resource quantity converted 
from precipitation, surface water resource quantity, 
groundwater resource quantity, and per capita water 
resources, except for the water qualification rate in the 
water function zone, exert certain influences on the 
level of water ecological safety status in Zhoushan City, 
which is an island region.

 3. Response system evaluation: The response evaluation 
value reflects the effort level made by human society to 
the protection of the water ecosystem. Fig. 5 shows that 
the response curve is rapidly rising (from 0.01 in 2010 to 
0.22 in 2019) during 2010–2019, thereby indicating that 
the Zhoushan municipal government made considerable 
efforts into the improvement of the water ecological 

safety level after being made aware of the importance 
of water ecological safety. The municipal government 
applied effective measures for water resource protec-
tion, which reduced not only the water consumption in 
life and production but also enhanced the development 
and utilization of unconventional water resources, such 
as water diversion from the mainland, with the increase 
in the governance area of water and soil loss, reservoir 
water storage capacity, annual total water supply, and 
flood embankment length and the change in pollutant 
discharge fees. Thus, “increasing water sources and 
reducing water consumption” was realized. The gov-
ernance area of water and soil loss increased from 23.46 
ha in 2010 to 56.57 ha in 2019, with a growth rate of 
141.1%. The annual total water supply elevated from 
137,070,000 m3 in 2010 to 162,050,000 m3 in 2019, with 
a growth rate of 18%. The amount of pollutant discharge 
fees increased from RMB 17,690,000 in 2010 to RMB 
30,050,000 in 2019 by 69.9%. The flood embankment 
length increased from 453 km in 2010 to 939 km in 
2019 by 107.3%.

  The response system contributed to achieving the max-
imum progress in the PSR evaluation system and was 
an important link to guaranteeing the water resource 
ecological safety in Zhoushan City during 2010-2019.

 4. Comprehensive evaluation: The results in Table 4 
showed that the water resource ecological safety is 
basically under the medium warning status in Zhoushan 
City during 2010–2016 and comprehensive evaluation 
indexes are 0.3, 0.3, 0.21, 0.15, 0.24, 0.32, and 0.32. 
Compared with that in 2012, the annual precipitation 
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in the city reduced by 34.1% at only 1,186.4 mm in 
2013, which was also the same year that experienced 
minimum precipitation within the study period. The 
reduced precipitation seriously impacted the water 
resource quantity and safety status in the city. Hence, 
the comprehensive evaluation index of water resource 
ecological safety reached the minimum value in 2013 at 
only 0.15 within the 10 years. Comprehensive evaluation 
indexes of water resource ecological safety presented a 
rising trend in Zhoushan at 0.73, 0.83, and 0.85 and the 
overall water ecosystem was under relatively safe and 
safe statuses during 2017-2019. As shown in Fig. 6, the 
general curve of comprehensive evaluation indexes first 
reduced and then increased during 2010-2019. However, 
the general rising trend of the curve indicated that the 
water ecological safety status of Zhoushan City was in 
the process of improvement and optimization.

The water ecological safety status in the city upgraded 
from a medium warning state to a relatively safe state in 
2017 and then realized the transformation from a relatively 
safe state to a safe state in 2018 after reaching the minimum 
point in 2013. Relative to 2010, the pressure system some-
how deteriorated in 2019. However, the deteriorating trend 
was curbed already and the pressure borne by the water 
ecosystem was significantly relieved by the optimization of 
indexes, such as industrial wastewater discharge, COD and 
ammonia nitrogen emissions in industrial wastewater, and 
the application of agricultural pesticides. Notably, wastewa-
ter discharge will continue to be a major problem faced by 
the water ecological safety in Zhoushan. The state system 

fluctuated to some degree because of the effect of the change 
in the water resource quantity converted from precipitation. 
However, indexes, such as water qualification rate, continued 
to steadily progress and the health status of the water ecosys-
tem gradually improved. The improvement of the response 
system primarily caused the upgrading of water ecological 
safety status, governance area of water and soil loss, reservoir 
water storage capacity, annual total water supply, pollutant 
discharge fees, and flood embankment length, which were 
optimized to different degrees. This finding indicated that the 
capability of Zhoushan City in guaranteeing water ecological 
safety was comprehensively enhanced.

CONCLUSION 

The water resource safety evaluation in the island area of 
Zhoushan City in China was taken as the research object 
to clarify influences of factors, such as pressure, state, and 
response on the water resource safety status and reveal their 
mutual relationships. Comprehensive weights of different 
indexes were calculated through the AHP–entropy weight 
method based on the constructed evaluation index system, 
influence degrees of different factors on water resource 
safety status were analyzed via the PSR model, and measures 
facilitating the sustainable utilization of water resources 
were proposed. The following conclusions were drawn from 
this study.

 1. The water ecological safety evaluation of Zhoushan 
City during 2010–2019 demonstrated that the PSR 
model can evade not only the one-sidedness in the 
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evaluation of water resource environmental status 
but also accurately reflect correlations among water 
ecological safety factors starting from the mutual 
influence and association between social development 
and the natural environment. Accordingly, water 
ecological safety can be evaluated through the  
PSR-based evaluation system.

 2. The weight solving method that integrates the AHP and 
entropy weight method avoids not only the subjective 
influence of human preferences but also mitigates the 
limitation of discrepancy with the real situation caused 
by variable data deviations in the entropy weight meth-
od. Hence, this approach can provide a certain reference 
for weight determination.

 3. The subsystem analysis demonstrated that COD and 
ammonia nitrogen emissions are the main influencing 
factors of the pressure subsystem, while water resource 
quantity converted from precipitation and the water 
qualification rate in the water function zone are pri-
mary influencing factors of the state subsystem. The 
water-resource ecological safety level can be effectively 
elevated by increasing the governance area of water and 
soil loss, reservoir water storage capacity, annual total 
water supply, and amount of pollutant discharge fees 
to accelerate reclaimed water engineering construction, 
such as seawater desalination, and develop and utilize 
unconventional water resources.

Therefore, the status of regional water resource safety 
was evaluated using the PSR model; influence degrees of 
pressure, state, and response on the water resource safety 
status were determined, and correlations among different 
influence factors were analyzed to provide a theoretical 
basis for evaluating the regional water-resource safety 
status and formulating water-resource sustainable utiliza-
tion measures. Improving the water resource safety level 
is important to reduce the industrial wastewater discharge, 
enhance the reclaimed water engineering construction, 
and develop and utilize unconventional water resources 
in the island area. Regional water supply and wastewater 
recycling can be the focus of future investigations. Mean-
while, the factor of driving force can be further considered 
in the safety evaluation index system of water resources 
to realize the comprehensive evaluation of water resource 
ecological safety.
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ABSTRACT

The possibility of replacing the inorganic medium with tropical organic fruit waste medium as a nutrient 
supplement was evaluated for the cultivation of Chlorella vulgaris and Haematococcus pluvialis in this 
study. Various concentrations of tropical fruit waste medium such as papaya, pineapple and mango were 
prepared to cultivate microalgae of C. vulgaris and H. pluvialis. The biomass concentration, productivity 
and specific growth rate were determined and compared with those grown in a fully inorganic medium. 
For C. vulgaris, the use of a 20% tropical fruit waste medium was found to yield higher biomass 
concentration (4.133-4.533 g/L) compared with cultivation in a fully inorganic medium (3.400 g/L). For 
H. pluvialis, the use of a 10% mango waste medium was found to yield a similar biomass concentration 
compared with cultivation in a fully inorganic medium (3.400 g/L).  These results unveiled the potential 
of utilizing with tropical organic fruit waste medium as an effective strategy to reduce the cultivation cost 
of microalgae and treat the tropical fruit waste prior to discharge to the environment.   

INTRODUCTION

The economic growth and population growth have rendered 
fast-growing global energy demand. Currently, energy 
generation through fossil fuels combustion is still incumbent 
in most developing countries (International Energy Agency 
2019) albeit they have creaked about many environmental 
problems such as global warming stemming from greenhouse 
gases emission (BP 2019). Besides, overreliance on non-
renewable fossil fuel accelerates resource depletion and 
increases economic burden due to the fluctuating price of 
fossil fuel. Given this scenario, alternative energy sources 
which are sustainable and greener have been proposed. Well-
known biofuel such as biodiesel has been recognized as a 
potential energy source as compared to fossil fuels (Leong 
et al. 2018). 

Biofuels can be derived from renewable sources including 
plant or microalgae (Raheem et al. 2018, Voloshin et al. 2016). 
The latter organisms have gain enormous attention recently 
due to their attractive advantages including high growth rate, 
high oil productivity, great photosynthetic efficiencies and 
less requirement of arable land (Bhalamurugan et al. 2018, 
Thawechai et al. 2016). Apart from the high oil productivity 
for biodiesel, its untapped potential to produce carbohydrate 
and protein can be explored for biogas (Ferreira et al. 2017, 
Tao et al. 2017) and agriculture application (Khatoon et al. 

2010). Despite these advantages, the major challenges for 
scale-up biomass production are high capital and operational 
cost especially cultivation cost and high requirement for 
freshwater (Chia et al. 2018). Thus, more studies are needed 
to evaluate the strategy to remedy this bottleneck. Recently, 
wastewater (Acién Fernández et al. 2018, Ashokkumar et al. 
2019, Wuang et al. 2016) and food waste (Chew et al. 2018, 
Lau et al. 2014, Zhang et al. 2018) have been formulated as 
cultivation medium since they are rich in nutrients which can 
promote microalgae growth while the microalgal growth can 
purify the waste before discharging into water bodies. This 
integration strategy renders a win-win situation by reducing 
environmental pollution and concurrently minimizing the 
cultivation cost of microalgae.  
Tropical fruits are one of the important economic commodities 
in Malaysia. Despite consumed by Malaysian and exported 
to other countries, some tropical fruits are used for industrial 
processing for the production of fruit juice, flavouring and 
canned fruit. The worldwide popularity and demand for 
tropical fruits has shown an increasing trend from time to 
time (Rozhan 2017).  Some tropical fruits such as pineapple 
and durian encompass more than 50% rind and seeds that 
are not consumable. These fruits wastes are rich in moisture 
and organic composition therefore the long-term disposal 
of these fruit wastes to the environment not only results in 
greenhouse gas emission but also environmental pollution 
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(Cheok et al. 2018). Hence, treatment of these fruit wastes 
before disposing of in the environment is necessary. In this 
context, the integration of tropical fruit waste medium for 
the cultivation of microalgae can be a potential strategy to 
solve the aforementioned problems.  

The objective of this preliminary study was to investigate 
the potential of using tropical fruit wastes such as papaya, 
pineapple and mango as nutrient mediums for the cultivation 
of C. vulgaris and H. pluvialis. The optimum concentration 
for three fruit wastes was identified to evaluate the feasibility 
of replacing the inorganic medium with tropical fruit waste 
medium. 

MATERIALS AND METHODS

Microalgae Strain Cultivation 

Microalgae strain of C. vulgaris used in this study was 
derived from a local lake near Inti International University, 
while H. pluvialis used in this study was obtained from 
Algaetech Malaysia. Both microalgae were cultivated 
in a 250 mL conical flask containing 150 mL of Basal’s 
basic medium (BB medium). Microalgae cultures were 
incubated at room temperature under illumination from 
cool-white fluorescent tubes for 16:8 hours of the light-dark 
cycle. During the cultivation, microalgae were manually 
shaken twice each day to prevent microalgal adherence and 
congregation. 

Growth phases of the cells were investigated by 
determining cell density using a haemocytometer (Marienfeld-
Superior, Neubauer) under a light microscope (Eclipse E-100 
LED, Nikon). 

Microalgae Cultivation with Fruit Waste Medium

Tropical organic fruits namely papaya, pineapple and mango 
were purchased from the local market. The fruits were 
washed and cut. The fruit waste including peel and core 
was cut, blended and filtered using a kitchen sieve. Then, 
the Duran bottles containing filtered fruit waste solution 
were heated in a microwave oven at 400 W for 10 minutes. 
The bottles were wrapped with aluminium foil and kept 
in the refrigerator at 4°C to avoid nutrient decomposition. 
To prepare 250 mL of different concentrations (5%, 10%, 
20% and 25%) of papaya, pineapple and mango fruit waste 
mediums, each fruit waste was diluted with deionized 
water. Each diluted fruit waste medium was immediately 
cultivated with 4 mL of 2-days-old C. vulgaris and 4-days-
old H. pluvialis. Microalgae cultivated in BB medium and 
deionized water was used as positive and negative control 
respectively. The microalgae were cultivated at the condition 
as previously described. 

Determination of Microalgae Cell Growth

The dry cell weight (DCW) of the microalgae biomass was 
attained by vacuum filtering 5 mL aliquots of culture using 
pre-weighted mixed cellulose ester membrane filters with 
absorbent pads (0.45 µm pore size, 47 mm in diameter). Each 
loaded filter was dried at 80°C until the weight was constant. 
To obtain the dry cell weight of microalgae, the dry weight 
of the blank membrane filter was subtracted from that of the 
loaded membrane filter. 

The DCW was used to calculate the microalgae growth. 
The biomass concentration, productivity and specific growth 
rate were calculated using the formulas below (Chew et al. 
2018, He et al. 2018):

Biomass concentration, X = (DCWt/volume of aliquots) 
   – (DCW0/volume of aliquots)

Biomass productivity, Pb = (Xf – X0)/(tf  - t0)

Specific growth rate, µ = (ln Xf – ln X0)/(tf - t0)

Where Xf and X0 are the biomass concentration (g/L) 
on days tf and t0 (the end and beginning of the determined 
growth phase respectively).

Statistical Analysis

All experiments were conducted in triplicates and data were 
presented as means ± standard error of the mean.

RESULTS AND DISCUSSION

Prior to microalgae cultivation with tropical fruit waste 
mediums, the growth phase of two microalgae in BBM was 
determined based on the cell count. The results showed that 
the C. vulgaris entered the log phase during the 2nd day and 
then entered the stationary phase during the 4th day while 
H. pluvialis initiated log phase during 1st day and entered 
stationary phase during 8th day. The 2-day-old C. vulgaris 
and 4-day-old H. pluvialis had adequate cell density therefore 
they were inoculated into a 250 mL fruit waste medium. 
The inoculum of high cell density was imperative to ensure 
the survival of microalgae in the new environment (Gani et 
al. 2016).    

Effect of Fruit Waste Medium Concentrations on 
Microalgae Growth

The growth of C. vulgaris and H. pluvialis in papaya, 
pineapple and mango fruit wastes at various dilutions 
and in BB medium are shown in Fig. 1 and Fig. 2. The 
results demonstrate that these two microalgae could grow 
in almost all concentrations (10, 15%, 20% and 25%) of 
papaya, pineapple and mango waste mediums compared 
to microalgae that grew in negative control which is 
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deionised water. Microalgae of C. vulgaris supplemented 
with 20% papaya, pineapple and mango yielded biomass 
concentration of 4.133 g/L, 4.533 g/L and 4.600 g/L 
respectively at the end of 7 days which is higher than the 
BB medium at 2.233 g/L (Table 1). C. vulgaris in 5% 
papaya, pineapple and mango waste did not grow well and 
the biomass concentration was very low, only at 0.667, 
1.100 and 0.533 g/L respectively, while C. vulgaris in 25% 
papaya, pineapple and mango wastes yielded 1.500, 1.400 
and 1.433 g/L respectively. 

As shown in Fig. 2, H. pluvialis was able to grow in all 
concentrations of papaya, pineapple and mango fruit waste 
mediums. H. pluvialis in 10% mango waste yielded biomass 
concentration of 3.400 g/L at the end of 7 days which is 
comparable to positive control at 3.500 g/L. Although other 
concentrations of fruit waste medium yielded biomass 
concentration that lower than BB medium, a slow and 
increasing trend was observed. 

Papaya, pineapple and mango peels have been discovered 
to contain organic carbon, protein, vitamins and trace metals 
(Abdul Aziz et al. 2012, Souza et al. 2016, Siti Roha et 
al.2013, Suchiritha et al. 2017) which can be supplemented 
to support microalgae growth. However, the nutrient 
concentration must be monitored since concentrated nutrient 
would contrarily reduce microalgae growth. For all the 
concentration of fruit waste medium up to 25% including 
the positive control, the C. vulgaris grew rapidly during the 

first 3 days and continued to attenuate slowly until the 7th 
day, indicating the fruit waste medium did not inflect the 
growth phase of C. vulgaris. The continuous decline or slow 
increment of biomass concentration after 3rd day probably 
stemming from the diminishing of nutrients and the cells 
instigated the stationary phase. In Table 1, the results showed 
that C. vulgaris in 20% fruit waste medium gave the highest 
biomass concentration and average biomass productivity 
when compared to BB medium. 

For H. pluvialis, the cells grew slowly in BB medium 
and fruit waste mediums within 7th day. As shown in  
Table 2, H. pluvialis in 5% and 10% fruit waste mediums 
resulted in higher biomass concentration and productivity, 
indicating that lower fruit waste mediums are more 
suitable for H. pluvialis to grow. Compared to H. pluvialis, 
C. vulgaris showed higher biomass concentration and 
biomass productivity. It is probably because of their varied 
metabolisms mode. Besides, compared to C. vulgaris, 
H. pluvialis preferred growing in a low concentration of 
fruit waste medium. The high turbidity of the fruit waste 
medium may force microalgae to grow in heterotrophic 
or mixotrophic mode. Testaments from previous studies 
have revealed C. vulgaris was capable to grow with higher 
biomass concentration in various types of mixotrophic or 
heterotrophic medium (Gao et al. 2019, Lam et al. 2017, 
Li et al. 2019, Melo et al. 2018), whereas not many studies 
have unveiled capability of H. pluvialis in different types of 
mixotrophic medium (Sipaúba-Tavares et al. 2015). Further 

 

Fig. 1: Biomass concentration of C. vulgaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, 

pineapple and mango wastes and in BB medium (n = 3). 

 

 

Fig. 2: Biomass concentration of H. pluviaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, 

pineapple and mango wastes and in BB medium (n = 3). 

For H. pluvialis, the cells grew slowly in BB medium and fruit waste mediums within 7th day. As 

shown in Table 2, H. pluvialis in 5% and 10% fruit waste mediums resulted in higher biomass 

Fig. 1: Biomass concentration of C. vulgaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, pineapple and mango wastes and in BB medium (n = 3).
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Fig. 1: Biomass concentration of C. vulgaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, 

pineapple and mango wastes and in BB medium (n = 3). 

 

 

Fig. 2: Biomass concentration of H. pluviaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, 

pineapple and mango wastes and in BB medium (n = 3). 

For H. pluvialis, the cells grew slowly in BB medium and fruit waste mediums within 7th day. As 

shown in Table 2, H. pluvialis in 5% and 10% fruit waste mediums resulted in higher biomass 

Fig. 2: Biomass concentration of H. pluviaris in (a) 5%, (b) 10%, (c) 20% and (d) 25% papaya, pineapple and mango wastes and in BB medium  
(n = 3).

Table 1: Final dry cell weight (DCW), average biomass productivity (Pb) and average specific growth rates (µ) of C. vulgaris in papaya, pineapple and 
mango waste medium at various concentrations and in BB medium.

Medium DCW (g/L) Pb µ (d-1)

BBM 2.233 ± 0.176 0.172 ± 0.015 0.180 ± 0.022

DW 0.500 ± 0.000 0.022 ± 0.008 0.046 ± 0.003

Papaya 5% 0.667 ± 0.176 0.045 ± 0.013 0.040 ± 0.007

10% 1.100 ± 0.231 0.110 ± 0.013 0.067 ± 0.012

20% 4.133 ± 0.470 0.244 ± 0.047 0.208 ± 0.021

25% 1.667 ± 0.333 0.076 ± 0.006 0.145 ± 0.016

Pineapple 5% 1.100 ± 0.115 0.084 ± 0.015 0.105 ± 0.013

10% 1.233 ± 0.203 0.089 ± 0.009 0.069 ± 0.008

20% 4.533 ± 0.318 0.319 ± 0.009 0.240 ± 0.034

25% 1.733 ± 0.120 0.096 ± 0.005 0.164 ± 0.023

Mango 5% 0.533 ± 0.088 0.025 ± 0.004 0.046 ± 0.007

10% 1.167 ± 0.273 0.113 ± 0.003 0.117 ± 0.004

20% 4.600 ± 0.153 0.308 ± 0.005 0.365 ± 0.006

 25% 1.933 ± 0.030 0.103 ± 0.007 0.101 ± 0.012

research is required to discover the influence of metabolism 
mode on the growth of H. pluvialis. Moreover, C. vulgaris has 
a shorter log phase than H. pluvialis, indicating C. vulgaris 
has faster cell metabolism thereby their cell concentration 
grow quickly. Greater cultivation time is feasibly required 
for H. pluvialis to achieve higher biomass concentration and 
average specific growth rate. 

The average specific growth rates (µ) during 3-7 days’ 
culture are shown in Table 1. The increasing of papaya 
and mango waste medium concentration stimulated µ of C. 
vulgaris to increase until the concentration of 20%.  µ was 
dropped in the concentration of 10% pineapple and then 
increased in the concentration of 20% followed by a decrease 
in the concentration of 25%. µ attained in papaya, pineapple 
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and mango waste mediums with the concentration of 20% 
were higher than in BB medium. 

For H. pluvialis, µ was increased from the concentration 
of 5% to 10% and then decreased in the concentration of 
20% and 25%. These results indicated that fruit waste with 
a concentration of 10% was ideal for H. pluvialis to grow 
compared with other concentrations while it was not opti-
mised as in BB medium. 

This research confirmed that some of the diluted papaya, 
pineapple and mango waste mediums were capable to 
grow these two microalgae. Similar results were reported 
by previous studies (Chew et al. 2018, Heller et al. 2015, 
Lau et al. 2014, Zhang et al. 2018), using food waste as a 
nutrient medium for C. vulgaris. A high concentration of 
food waste exhibited an inhibition effect on cell growth 
while a low concentration of food compost favoured the cell 
growth. In this study, only 20% of fruit waste medium with 
C. vulgaris have higher biomass concentration, productivity 
and specific growth rate than those in BB medium. Whereas 
only H. pluvialis in 10% mango waste medium has similar 
biomass concentration, productivity and specific growth 
rate compared to those in BB medium. Two reasons can 
elucidate this phenomenon. First, a high level of turbidity 
was observed in all fruit waste mediums, and the sediment 
may be a light barrier for microalgae cultivation. The high 
turbidity and sediment hinder the light to penetrate the 
fruit waste medium therefore microalgae were distracted 
from photosynthesis. This can be confirmed by comparing 
pigments colour of microalgae that grew in BB medium 
and fruit waste medium. The cell pigment in the fruit waste 

medium was paler than those grown in the BB medium. 
Furthermore, the fruit product usually has a somewhat acidic 
pH which may not favour most microalgae growth (Difusa 
et al. 2015, Zhang et al. 2014).  

Second, to reduce the cultivation cost, raw and unsterile 
fruit waste was used in the present study. As it was unsterile, 
unknown zooplanktons appeared. The presence of zooplank-
tons competed for nutrient sources thereby reduced the 
number and biomass concentration of algal cells. Besides, 
white fungi appeared in all concentration of papaya waste 
mediums during cultivation. Although combating white fungi 
was attempted to be removed using spatula, it regrew again 
and only white fungi in 20% papaya waste medium that 
growing C. vulgaris was successfully eliminated. 

CONCLUSIONS

In this study, the recycling of nutrients from tropical fruit 
waste medium was investigated by the cultivation of C. 
vulgaris and H. pluvialis using papaya, pineapple and mango 
wastes with different concentrations. The highest biomass 
concentration for C. vulgaris and H. pluvialis was attained 
in 20% fruit waste mediums and 10% mango fruit waste 
respectively. This study demonstrated that papaya, pineapple 
and mango wastes have feasible to cultivate microalgae. 
The utilization of tropical fruit waste medium can be an 
effective strategy to minimize environmental pollution and 
the microalgae cultivation cost. Determination of nutrient 
removal rate and metabolites such as lipids, carbohydrates 
and proteins should be carried out in the future to investigate 
the economic value of this integrated strategy. 

Table 2: Final dry cell weight (DCW), average biomass productivity (Pb) and average specific growth rates (µ) of H. pluviaris in papaya, pineapple and 
mango waste medium at various concentrations and in BB medium.

Medium DCW (g/L) Pb µ (d-1)

BBM 3.400 ± 0.115 0.314 ± 0.013 0.239 ± 0.009

DW 0.000 ± 0.000 0.015 ± 0.006 0.022 ± 0.007

Papaya 5% 1.733 ± 0.067 0.144 ± 0.022 0.102 ± 0.018

10% 1.733 ± 0.133 0.179 ± 0.017 0.133 ± 0.014

20% 1.333 ± 0.115 0.145 ± 0.033 0.090 ± 0.001

25% 1.000 ± 0.200 0.135 ± 0.023 0.046 ± 0.002

Pineapple 5% 2.333 ± 0.240 0.197 ± 0.021 0.125 ± 0.019

10% 1.933 ± 0.176 0.192 ± 0.022 0.111 ± 0.017

20% 1.800 ± 0.200 0.189 ± 0.040 0.077 ± 0.005

25% 1.667 ± 0.115 0.156 ± 0.017 0.062 ± 0.006

Mango 5% 2.533 ± 0.240 0.283 ± 0.027 0.157 ± 0.004

10% 3.400 ± 0.200 0.328 ± 0.022 0.161 ± 0.014

20% 1.733 ± 0.115 0.250 ± 0.026 0.030 ± 0.001

 25% 1.600 ± 0.429 0.161 ± 0.045 0.033 ± 0.010
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ABSTRACT

One of the major challenging problems faced globally is energy security, and new generation researchers’ 
emphasis is on alternative fuels, which could switch the fossil fuels products entirely or moderately. The 
current study focuses on the use of ethanol as an alternative fuel for internal combustion engines. The 
speciality of this fuel is the oxygenated short-chain alcohols. These alcohols may be made through the 
fermentation of biomass, hence this fuel comes under a renewable source of energy. A four-stroke, 
single-cylinder, water-cooled and naturally aspirated compression ignition diesel engine was selected 
for this research. The above engine tested fuels like diesel, blends of diesel and ethanol. Diesel (D 
100) (v/v), ethanol 5% with the addition of diesel 95% (E 5) (v/v),  ethanol 10% with the addition of 
diesel 90% (E10) (v/v), ethanol 15% with the addition of diesel 85% (E 15) (v/v) and ethanol 20% with 
the addition of diesel 80% (E20) (v/v). The influence of the upturn of ethanol in the diesel delivered a 
decline of nitrogen oxides (NOx), carbon monoxide (CO) and unburnt hydrocarbons (UHC) matched to 
diesel fuel. It concluded that in these test fuels, E15 has higher brake thermal efficiency; E20 has higher 
brake specific fuel consumption. For emissions, E20 is the best blend compared to the remaining test 
fuels.  

INTRODUCTION

In the 19th century, the entire world faced fuel crises due 
to limited petroleum-based fuels and elevation in prices. 
Shipping, moving, power generation and fields of agriculture 
mainly use internal combustion engines only. Petroleum 
and diesel-based fuels increase the emissions like oxides 
of nitrogen, carbon monoxide, total unburnt hydrocarbons, 
soot and particulate matter. These emissions percentage 
increases in the atmosphere and results in several diseases 
in human, animal and plant life. Since fossil fuel engines 
give more emissions, the entire world is following inflexible 
emission regulations. The researchers are focused on finding 
alternative fuels for internal combustion engines (Ribeiro 
et al.  2007, Cheung et al. 2008). Biodiesel is a very good 
alternative to fossil fuels as it easily mix-up with diesel and 
petroleum products. Generally used biodiesels are sunflower, 
Karanja, polanga, neem and jatropha, etc. The aforesaid bio-
diesels can be directly used in internal combustion engines 
without any major changes in the engines. The advantage 
of using these biodiesels is reducing the emissions and 
greenhouse gas discharges, and increase the world farm 

market with village development (Agarwal 2007). With 
new technologies ethanol is produced from corn, leftover 
biomass constituents, barely, molasses and cane (De Caro 
et al. 2001, Kremer & Fachetti 1965). Additives are added 
to internal combustion biodiesel engines to improve the 
mixing properties, reduce the ignition delay and lubricity. 
The main additives for biodiesel based internal combustion 
are oxygenates. The advantage of these oxygenate additives 
is that they improve the cetane number, improves efficiency, 
reduction of emissions, particulate matter and reduce the 
knocking. Generally used oxygenates are butanol, ethanol, 
pentanol and propanol.  One of the analysis (Kumar et al. 
2013) stated that by using a three-way catalytic converter 
system almost all the exhaust gases such as nitrogen oxides, 
unburnt hydrocarbons and carbon monoxide are reduced. 
Exhaust emission analysis was carried out by different meth-
ods such as catalytic converters, exhaust gas recirculation 
(Kumar et al. 2020, 2013, 2012). Ethanol physicochemical 
properties are not suitable as a direct fuel. It has low den-
sity, viscosity and cetane number. The acceptable diesel 
and ethanol blend ratio is 20% that means without major 
changes in the diesel engine, it can operate with all loads. 
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Another way of reducing emissions in internal combustion 
engines is using burnt petro-diesel fuels. The main raw 
materials used for producing ethanol are corn, barley, sugar 
cane and sugar beets, etc. Ethanol has a high-octane rating 
and low emission characteristics; its pros and cons clearly 
explained in the studies by (Schuetzle et al. 2002, Wugao 
& Zhen 2002). The oxygen percentage in ethanol is 34.73% 
by mass that enhances the combustion in diesel engines in 
the test fuel blends. The reduction of emissions of total un-
burnt hydrocarbons and conversion of carbon monoxide to 
carbon dioxide due to extra atom of oxygen in ethanol-diesel 
test fuel blends; even if numerous theories show that NOx 
emissions are reduced due to increased ethanol percentage 
in the diesel-ethanol blends (Khan et al. 2018).  

Ethanol is directly not used as a primary fuel, but blend-
ing with diesel can be used in diesel engines and also used 
in spark-ignition engines as blended fuel. Sophisticated 
engine equipment is required to operate with these test 
fuels (Zhang et al. 2005, Nibin et al. 2005).  Kumar et al. 
2014 conducted experiments on four-stroke diesel engine 
with different biodiesel percentages at a constant speed of 
1500 rpm. At 15% of biodiesel blends, NOx emissions and 
smoke are reduced.  The fumigation system is a major part 
of these types of fuels to blend the required percentage. It is 
observed that internal combustion engine efficiency increases 
and reduction of emissions taking place in a diesel-ethanol 
blend. While increasing the ethanol percentage in blends, 
the brake power, brake specific fuel consumption and brake 
thermal efficiency are enhanced. The engine with the new 
blend as test fuel is kept on running for some time until it 
reaches the constant speed that is 1500 rpm. Then all the 
readings are noted and observed at peak injection pressures 
with a comparative analysis between performances and 
exhaust emissions (Puhan et al. 2009). In a recent research, 
biodiesel has been used as a supplementary amphiphilic 
for making micelles that have non-polar end preoccupied 
with near diesel and glacial bounce on the way to ethanol 
or butanol (Fernando & Hanna 2004). Another separate 
study reports the compression ignition engines with diesel 
and biodiesel as test fuels; the efficiency and pollution 
discharge depend on the fuel nozzle opening pressure, 
valve timing for injection and compression ratio (Kumar 
et al. 2012). In this study, ethanol percentage is increased 
up to 20% with an increment of 5% and compared with 
all the ethanol-blended fuels with diesel. Also, this paper 
establishes a better blending percentage of ethanol with 
diesel for compression ignition engines.  

MATERIALS AND EXPERIMENTAL SET-UP 

Preparation of Test Fuel

Initially, the test fuel prepared for running the diesel engine 
included diesel 95% with ethanol 5% (E 5), diesel 90% 
with ethanol 10% (E10), diesel 85% with ethanol 15% (E 
15) and diesel 80% with ethanol 20% (E20).  Ethanol and 
diesel were purchased from the market and test fuels were 
prepared as the above-mentioned percentages in the chem-
istry lab. The test fuel properties of all the fuels are listed in 
Table 1. Digital bomb calorimeter was used for measuring 
the calorific value of test fuels and viscometers for measuring 
kinematic viscosity. 

Table 2 comprises the properties of test fuels. For ex-
perimental analysis ethanol mixed with diesel in different 
varying proportions like 5% ethanol and 95% diesel, 10% 
ethanol and 90% diesel, 15% ethanol and 85% diesel, and 
20% ethanol and 80% diesel by volume respectively. 

Experimental Test Rig

Fig. 1 shows the diesel engine test rig.  It is a water-cooled, 
natural aspirated, four-stroke single-cylinder computerized 
engine. Full details and specification of the engine are in-
corporated in Table 3.

Experimental Procedure 

The engine was operated with pure diesel as basic and 

Table 1:  Properties of diesel and ethanol fuel (Pinzi et al. 2017).

Properties Diesel 
C12 H23 (C10H20 ~ C 15 H28)

Ethanol
C2H5OH

Calorific value kJ/kg 42510 26800

Cetane Number 50 8

Density, kg/m3 at 20°C 842.4 788

Kinematic viscosity, × 10-2  
m2/s at 20°C

2.8 1.2

Latent heat of evaporation, 
(kJ/kg) 

252 840

Flash point (°C) 79 13.5

Auto ignition temperature 
(°C)

251 420

Oxygen content (wt %) 0 34.8

Table 2:  Properties of test fuel (Kirankumar et al. 2015)

Test Fuel HHV-Higher Heating Value
(MJ/kg)

Density at 15°C, 1bar
(kg/m3)

Diesel 43.4 846

E20 39.01 821

E15 40.35 827

E10 41.22 831

E5 42.08 834
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reference fuel for estimating the brake power, brake specific 
fuel consumption and exhaust gas analysis of other test fuels. 
For the experimental process with all diesel and ethanol 
blends, an individual fuel experiment was run for apiece 
test fuel event, the test rig as shown in Fig. 1. For tests, four 
different loads 25%, 50%, 75% and 100% were considered. 
While testing engine speed, 1000 rpm and compression 
ratio 17:1 was preserved. The cooling water flowing inside 
the engine jackets and calorimeter was attuned at 63°C. The 
diesel engine test rig was on the go and endorsed to track 
for 15-20 minutes to go on steady mode. The diesel machine 
functional constraints such as brake power or brake thermal 
efficiency and brake specific fuel consumption were noted for 
further calculations. By using AVL gas analyser for exhaust 
gases like unburnt hydrocarbons, oxides of nitrogen, carbon 
dioxide and carbon monoxide were also noted.

RESULTS AND DISCUSSION 

Performance Assessment

In this paper performance analysis was studied by the 
parameters such as brake thermal efficiency and brake 
specific fuel consumption. BTE and BSFC against different 
loads were compared for diesel and ethanol blends of 

5%, 10%, 15% and 20%, i.e.  E-5, E-10, E-15 and E-20 
respectively. BTE is more in diesel compared with other 
test fuels. BTE is lower at lower loads for all test fuels and 
increases with increasing the load because the combustion 
of fuel is more and hence increase in heat energy follows the 
increasing of brake thermal efficiency. BSFC is low in diesel 
compared with other blended test fuels. BSFC is higher at 
lower loads for all test fuels and it decreases with an increase 
in load for all test fuels. As the load increases, the fuel rate 
also increases, which means the fuel combustion completed 
in less time. Hence, as the load increases, the brake specific 
fuel consumption decreases for all test and blended fuels.

Brake thermal efficiency:  Fig. 2 explains that the brake 
thermal efficiency (BTE) is one of the most significant 
engine’s performance parameters and indicates how effi-
ciently fuel burnt during combustion can be converted into 
useful work. The variation of brake thermal efficiency with 
load for diesel, biodiesel and its ethanol blends (D100, E-5, 
E-10, E-15 and E20) is shown in Fig. 2. It is observed that 
the brake thermal efficiency of diesel biodiesel and ethanol 
blends increased with increasing load for all type of fuel 
blends. The brake thermal efficiency of E-20 was 22.6 %, 
28.1%, 30.9% and 32.9% at 25%, 50%, 75% and 100% load 
respectively. Furthermore, the BTE of CI engine was found 
to decrease with the increasing share of ethanol. The BTE 
of diesel engine was analysed as 34%, 33.6%, 33.2% and 
32.9% for E-5, E-10, E-15 and E-20 respectively, which is 
lower than D100 fuel (34.5%). This is due to combined effect 
of low caloric value blends, which are accountable for spray 
characteristics leading to inferior air-fuel mixture formation 
and combustion resulting in lower brake thermal efficiency.

Brake specific fuel consumption: The brake specific fuel 
consumption indicates the quantity of fuel supplied to 
the engine per unit of power production. The variation of 
BSFC of different diesel ethanol and biodiesel blends (E-
5, E-10, E15 and E-20) at different load is shown in Fig. 3 

Table 3: Engine specifications.

S. No. Particulars Specifications

1 Make Field marshal Diesel 
engines

2 Rated Brake Power (BHP/kW) 10/7.35110

3 Rated speed (rpm) 1500

4 Number of cylinders One

5 Bore x Stroke (mm) 120x139.7

6 Compression ratio 17:1

7 Cooling System Water Cooled

8 Lubrication System Forced Feed

9 Cubic Capacity 1580 cc

10 Specific Fuel Consumption 265kW hr OR 195 g/
bhp/hr

 

Fig. 1: Photograph of diesel engine test rig. 
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it decreases with an increase in load for all test fuels. As the load increases, the fuel rate also 

increases, which means the fuel combustion completed in less time. Hence, as the load increases, 
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Fig. 2: BTE variation with load for D100, E-5, E-10, E-15 and E-20 at 1500 rpm. 
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compared with base fuel, i.e. diesel. The results revealed 
that BSFC increased with the increasing amount of ethanol 
in fuel blends. Maximum BSFC was observed for E-20 
(0.415 kW/h) in comparison to E-5 (0.389 kW/h), E-10 
(0.398 kW/h), E-15(0.408 kW/h) and D100 (0.379 kW/h) 
at 100% load. Similarly, the BSFC of the engine was found 
to be increasing with increasing load. These data attributed 
in line with reported literature. The reason behind this may 
be a lower calorific value of fuel blends as calorific value 
decrease with the increasing share of ethanol.

Exhaust Emission Assessment

Exhaust gas analyser was used for the analysis of exhaust 
emissions for this study. The main polluted exhaust gas 
emissions are carbon monoxide (CO), carbon dioxide (CO2), 
unburnt hydrocarbons (UHC) and nitrogen oxides (NOx) 
that are taken into account for exhaust gas emission analy-
sis. These exhaust emissions are compared with diesel fuel 
to other test fuels. The observations made in this exhaust 
analysis was that the diesel fuel has a higher value of exhaust 
emissions compared to the other test fuels.  E 20 has lower 
exhaust gas emission values compared to other test fuels and 
E 20 has a lower value of adiabatic flame temperature and the 
most homogenous fuel with respect to other test fuels. The 
cut off ratio of ethanol and diesel is 20% that means diesel 
80% and ethanol 20% gives the best results when compared 
to other ethanol blended test fuels. 

Carbon monoxide: The effect of engine load on CO 
emissions is shown in Fig. 4. The results revealed that 
with increasing load, CO emissions decreased because the 
combustion is more complete as the load increases. Fur-
thermore, CO emissions also decreased with the increasing 
share of ethanol in fuel blends, e.g.  the CO emissions for 
E5, E10, E15 and E20 was 2.32%, 2.27%, 2.22% and 2.18% 
respectively at 100% load in comparison to diesel (2.36%). 
This may be due to the reason that the increasing share of 

ethanol results in higher oxygen in fuel blends which leads 
to complete combustion. 

Carbon dioxide: The variation of CO2 with increasing 
load as shown in Fig. 5. It is observed from the figure that 
the emission of carbon dioxide increases with increasing 
load. This is vice versa of CO emissions and indicates that 
combustion improved with increasing load. Moreover, the 
emission of carbon dioxide decreased with the increasing 
share of ethanol in fuel blends. The emission of CO2 was 
observed as 3.31%, 3.2 %, 3.1%, 2.99% and 3.4% for E-5, 
E-10, E-15 and E-20 respectively at 100% load which was 
lower than diesel (3.4%). This may be due to the reason that 
the oxygenated fuels result in slightly less CO2 emission as 
the biodiesel has less carbon in its molecules and the com-
bustion of ethanol products contain less CO2 and more H2O.

Nitrogen oxide: The variation of NOx emissions with die-
sel-ethanol blends is shown in Fig. 6. The results revealed 
that with increasing load, NOx emission also increased. 
NOx emissions increase in all cases as the load increases 
due to higher combustion temperature. In the case of bio-
diesel-diesel-ethanol blends, ethanol addition reduces NOx 
emissions as compared to diesel fuel.  The NOx emissions 
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Fig. 3: BSFC variation with load for D100, E-5, E-10, E-15 and E-20 at 1500 rpm. 
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Fig. 4: CO variation with load for D100, E-5, E-10, E-15 and E-20 at 1500 rpm. 
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Fig. 5: CO2 variation with load for D100, E-5, E-10, E-15 and E-20 at 1500 rpm. 
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of E-5, E-10, E-15 and E-20 are 107 ppm, 104 ppm, 100 
ppm, and 96 ppm in comparison to diesel (112 ppm). This  
might be because of the cooling effect of ethanol leading 
to lower cylinder combustion temperatures where NOx 
is formed, despite the previously noted higher exhaust 
temperature at low load, but does not contribute to NOx 
production there because of lower exhaust temperatures 
than in-cylinder temperatures.

Unburnt hydrocarbons: The effect of diesel-ethanol bio-
diesel blends on unburn hydrocarbon emissions with the 
variation of load as shown in Fig. 7. The results showed 
that unburn hydrocarbons decreased with increasing load. 
Unburnt hydrocarbons are the results of incomplete com-
bustion. As the load increases, more complete combustion 
is achieved and less UHC is generated. In addition, UHC 
emissions decreased with the increasing amount of ethanol 
in fuel blends. The UHC emissions of E-5, E-10, E-15 and 
E-20 are 12.9 ppm, 12.6 ppm, 12.2 ppm and 11.9 ppm re-
spectively, which was lower than diesel (13.5 ppm). This 
may be due to the presence of more oxygenated fuel which 
leads to complete combustion.

CONCLUSIONS

The present investigation was carried out on a single-cyl-
inder, four strokes, naturally aspirated, water-cooled and 
compression ignition diesel engine at a constant speed of 
1500 rpm.

Brake thermal efficiency was more in diesel fuel com-
pared to ethanol diesel blended fuels. E20 has lower BTE 
with respect to all other fuel samples.

Brake specific fuel consumption was the least in diesel 
fuel compared to other test fuels. E20 has higher BSFC with 
respect to all other blend fuels.

The exhaust emissions such as carbon monoxide, carbon 
dioxide, unburnt hydrocarbons and nitrogen oxides for E-20 
blend was least compared to all other test fuels. 

The above test fuels performance and emission char-
acteristics had a noble effect on the output compared to 
diesel fuel and numerous experimental studies similar to 
and supported our present findings. Further increasing the 
ethanol percentage in diesel fuel, i.e. more than 25% is not 
suggestible because of the following reasons:

 1. Increasing the percentage of ethanol in diesel increases 
the knocking levels. 

 2. Adding of ethanol content more than 20% in diesel, the 
negative effects will occur such as less energy content 
due to which the thermal efficiency decreases because 
of the reduced burning temperatures. 

 3. Using of E 20 fuel increases the saving of  petro diesel 
fuel reserves, hence reduces the depletion of petro diesel 
fuels. The production of E20 fuel increases when the 
international market demands then their cost may reduce 
drastically.

 4. Confrontational effect of humankind if the higher per-
centage of ethanol present in diesel blends.
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ABSTRACT
Energy demand and carbon emission in building construction and utilization have presented an 
increasing trend with urbanization development and improvement of living standard. Improving the 
carbon emission efficiency of the construction industry is a precondition for allocating carbon emission 
reduction objectives and interregional experience exchange over carbon emission reduction. An input-
output index system was first constructed in this study to obtain the carbon emission efficiency of the 
construction industry. Carbon dioxide emission of the construction industry was taken as unexpected 
output, and the super efficiency slack-based measure-data envelopment analysis (SBM–DEA) model 
was used to estimate the carbon emission efficiency of the construction industry in Henan Province, 
China during 2008-2019. Finally, treatment measures were proposed to retard the rising trend of 
carbon emission in the construction industry. Results showed that the mean carbon emission efficiency 
of the construction industry in Henan Province during 2008-2019 is 1.007 and the carbon emission 
efficiency of the construction industry reaches the minimum value of only 0.807 in 2012. The carbon 
emission efficiency of the construction industry in Henan Province demonstrated an overall rising 
trend with a small amplitude during the investigation period. The results of this study can provide a 
reference for exploring the efficiency of the construction industry in Henan Province under carbon 
emission constraint, analyzing and identifying efficiency improvement objectives and methods for the 
construction industry, and facilitating its sustainable development.   

INTRODUCTION

China is in the high-speed development phase of 
industrialization, urbanization, and modernization at 
present. Although the country’s economy maintains a fast 
growth trend, serious and realistic problems, such as high 
energy consumption and emission, still persist. As the pillar 
industry of national economic development that plays a 
crucial role in China’s economic construction process, 
the construction industry has progressed considerably in 
recent years while imposing non-negligible environmental 
stress on economic development. Moreover, this industry 
is closely related to national economic development and 
the improvement of people’s livelihood. The construction 
industry has boosted the national economic development, 
promoted social progress, and provided job opportunities and 
material support to relevant national economic sectors with 
consideration for its industrial characteristics. Meanwhile, 
building energy conservation demonstrates high potential in 
solving the future global energy plight and realizing carbon 
emission reduction. All levels of the Chinese government 
have aggressively supported the development of a low-

carbon economy and promotion of green buildings in the 
construction industry in recent years. Different regions 
have achieved an evident decrease in carbon emission 
intensity and satisfactory progress in energy conservation 
and emission reduction in the construction industry, with a 
substantial decrease in the number of heavy pollution days 
and improved overall air quality. 

The construction industry is a typical energy-intensive 
field characterized by high energy consumption, high 
emission, and low efficiency. As shown in Fig. 1, the gross 
domestic product (GDP) of the construction industry in 
Henan Province, China is steadily increasing from RMB 
282,405,000,000 in 2008 to RMB 1,270,168,000,000 in 
2019, with an annual average growth rate of up to 16.19%. 
However, this industry still maintains an extensive develop-
ment pattern of high input and output that results in inefficient 
resource utilization, increasing pollutant emissions, and 
surplus carbon emission. The development pattern of the 
construction industry in Henan Province must be transformed 
to enhance its efficiency and maintain pace with the rapid 
social development and needs of the general public. The 
production efficiency of this industry must be improved to 
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acquire high output while reducing the cost; reach the optimal 
input-output relation; and use the sustainable, efficient, and 
energy-saving development approach to replace the extensive 
development pattern. 

PAST STUDIES

The current carbon emission of the construction industry 
is mainly calculated from microscopic and macroscopic 
angles. The carbon emission of the construction industry is 
accounted for with a specified area from the macroscopic 
angle. Domestic (Chinese) and foreign scholars have 
analyzed environmental influencing factors by focusing on 
the industrial field as well as technical efficiency, carbon 
emission efficiency, and economic growth of the industry. 
Many methods have been proposed to determine the carbon 
emission efficiency of the construction industry. Cole, R. 
J. provided a detailed calculation method for analyzing the 
energy consumption and greenhouse gas emission induced by 
field construction in the construction industry (Cole 1999). 
Chau et al. evaluated the building efficiency of construction 
companies in Hong Kong and revealed that high technical 
efficiency benefits from cost-effectiveness, large scale, low 
degree of subcontracting of construction companies, and low 
proportion of intermediate input consumption (Chau et al. 
2001). Ramanathan used data envelopment analysis (DEA) to 
examine associations among gross national product (GNP), 
energy consumption, and carbon emission and showed 
that the carbon emission efficiency varies occasionally 
(Ramanathan 2006). Colombier et al. expounded on 
construction energy conservation technology featured by low 
carbon emission and sustainable development considered 
the urban construction industry in China as the study object 
and demonstrated that this technology can reduce the carbon 
emission and decelerate climatic changes (Colombier et 
al. 2009). Fan et al. indicated that building construction 
exerts a very important influence on the environment and 
a considerable amount of energy will be consumed while 

substantial greenhouse gases will be emitted in the production, 
transportation, and installation of construction materials and 
subsequently conducted a case study on greenhouse gas 
emission in building construction; the results showed that 
greenhouse gas emissions of construction materials account 
for 82%–87% of the total (Fan et al. 2010). Monahan et 
al. put forward process-based life cycle assessment (LCA) 
method to estimate carbon emissions of China’s construction 
industry and pointed out that the total energy consumed by 
the industry is 411 million tce in 2016 and construction 
activities of city residential, public, and commercial buildings 
replace rural residences to become the main source of energy 
consumption and emission (Monahan et al. 2011). Acquaye 
et al. identified and analyzed emission “hotspots” in the 
product life cycle using different intervention schemes in 
the supply chain to reduce greenhouse emissions (Acquaye 
et al. 2015). Wang et al. proposed a method for calculating 
emissions in the total life cycle of China’s construction 
industry and introduced multicriteria Gini coefficient as 
an index of emission permit allocation; the results showed 
that the overall emission in China’s construction industry 
is increasing, with the maximum emission amount in the 
building production phase (Wang et al. 2017). Huang et 
al. stated that the construction industry consumes a large 
quantity of nonrenewable energy resources and the total 
CO2 emission of the global construction industry has reached 
5.7 billion tons, which accounts for 23% of the total CO2 
emission from global economic activities in 2009 (Huang 
et al. 2018). Li et al. calculated direct and indirect carbon 
emissions during the building foundation and structural 
construction processes and determined carbon emission 
sources in the two important construction phases (Li et al. 
2017). Cai et al. pointed out that the energy consumption 
of the construction industry is calculated as a dependent-
energy consumption type and should be divided and blended 
into other industries of China’s statistical system and 
subsequently proposed a concrete method for estimating 
the carbon emission of the construction industry (Cai et al. 
2018). Fang et al. demonstrated that the construction industry 
can realize clean and sustainable building production and 
construction and proposed a method for measuring carbon 
emissions in the construction phase due to the difficulty in 
calculating carbon emissions from complicated construction 
processes and numerous participators (Fang et al. 2018). Du 
et al. investigated club convergence and spatial distribution 
dynamics of carbon intensity in China’s construction industry 
during 2005-2014; the results showed that carbon intensities 
of the construction industry in different provinces of China 
present a “convergence club” characteristic during the study 
period; extremely low or high level of convergence club 
indicates strong stability (Du et al. 2018). Zhou et al. showed 

imposing non-negligible environmental stress on economic development. Moreover, this industry 
is closely related to national economic development and the improvement of people’s livelihood. 
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that the construction industry is the primary source of carbon 
emissions in China’s economy and used the superslack-based 
measure-data envelope analysis (super-SBM-DEA) method 
to estimate the total-factor carbon emission efficiency of the 
construction industry during 2003-2016; the results showed 
that the low carbon emission efficiency in China’s construction 
industry presents a declining trend (Zhou et al. 2019). Lu et 
al. critically reviewed and summarized carbon emissions of 
green buildings and proposed a comprehensive life-cycle 
carbon-emission evaluation model (Lu et al. 2020). These 
studies showed that the production in the construction industry 
needs a considerable amount of labour, material, and financial 
inputs, including energy sources and technologies. Studies 
on the efficiency evaluation of the construction industry have 
considered labour force, capital, and technology while neglecting 
environmental factors. Accordingly, the carbon emission of 
the construction industry was taken as the unexpected output 
based on the life cycle theory of the construction industry and 
the slack-based measure-data envelope analysis (SBM-DEA) 
model was used in this study to estimate the carbon emission 
efficiency of the construction industry in Henan Province, China 
during 2008-2019. The SBM-DEA model can scientifically 
and effectively measure the carbon emission efficiency of 
the construction industry in Henan Province to realize energy 
conservation and emission reduction and improve the efficiency 
of the construction industry. This study can provide a theoretical 
basis for relevant departments in the construction industry and 
guidance in the production process of this industry. 

MODEL PROFILE AND INDEX SELECTION 

SBM-DEA Model

The super-efficiency SBM-DEA model developed from the 
DEA method is a nonparametric technical efficiency analysis 
method based on comparisons of evaluation objects. Input 
minimization and output maximization assumptions of the 
traditional DEA model have restricted its application in 
solving problems that consider unexpected outputs. Apart 
from expected outputs, practical production is usually accom-
panied by unexpected outputs, such as pollutant discharge 
and carbon emission. Tone combined the traditional DEA 
method, introduced the slack variable in the objective func-
tion, and proposed the SBM model containing unexpected 
outputs to solve the efficiency evaluation problem effectively 
while considering unexpected outputs (Tone 2001). 

We assume that n decision-making units (DMU) exist 
and each DMU is composed of three parts, namely, m input 
indexes (x), S1 expected outputs (yd), and S2 unexpected out-
puts (yu), which can be expressed by the following matrix: 
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where ρ is the carbon emission efficiency with a value range of 0-1. The efficiency value is 
equal to 1 when S- = Sd = Su = 0, and the carbon emission of this DMU is considered efficient. 
DMUs with an efficiency value of 1 in the last calculation step should be further processed to 
distinguish multiple DMUs with an efficiency of 1. The super-efficiency SBM model is expressed 
as follows: 
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where small inputs and unexpected outputs indicate high expected outputs and efficiency 
value ρ*.  
Index Selection  
The construction of the efficiency evaluation index system for the construction industry must 
incorporate not only the uniqueness of the construction industry but also combine national 
environmental protection policies and stipulations for energy conservation and emission reduction. 
The scientific and reasonableness of input and output indexes are closely related to those of 
follow-up work, such as efficiency evaluation. First, theory constantly differs from practice. 
Specifically, subjective factors affect input and output indexes selected and the constructed index 
system. The efficiency of the constructed index system varies due to the different preferences of 
people. Second, if the evaluation index system used is unreasonable, then the obtained result will 
remarkably deviate from the true value. The efficiency evaluation of the construction industry is 
affected by traditional factors, such as capital, equipment, and labour force. Finally, energy 
consumption and carbon emission also influence the construction industry because of the 
international situation and policies regarding energy conservation, emission reduction, and 
experimental protection. Hence, these factors must be considered in the selection of input and 
output indexes. The input-output index system shown in Table 1 is established by combining 
index systems in the existing literature and the data accessibility of the construction industry in 
Henan Province.  

Table 1: Input-Output index system. 
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Index Selection 

The construction of the efficiency evaluation index system 
for the construction industry must incorporate not only the 
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uniqueness of the construction industry but also combine 
national environmental protection policies and stipulations 
for energy conservation and emission reduction. The sci-
entific and reasonableness of input and output indexes are 
closely related to those of follow-up work, such as efficiency 
evaluation. First, theory constantly differs from practice. Spe-
cifically, subjective factors affect input and output indexes 
selected and the constructed index system. The efficiency 
of the constructed index system varies due to the different 
preferences of people. Second, if the evaluation index system 
used is unreasonable, then the obtained result will remarkably 
deviate from the true value. The efficiency evaluation of 
the construction industry is affected by traditional factors, 
such as capital, equipment, and labour force. Finally, energy 
consumption and carbon emission also influence the con-
struction industry because of the international situation and 
policies regarding energy conservation, emission reduction, 
and experimental protection. Hence, these factors must be 
considered in the selection of input and output indexes. The 
input-output index system shown in Table 1 is established 
by combining index systems in the existing literature and 
the data accessibility of the construction industry in Henan 
Province. 

The labour-intensive construction industry highly pro-
motes China’s economic development and provides many 
employment positions to employees of construction enter-
prises (X1) (Table 1). The quantity of employee inputs can 
reflect the industry’s development status. The efficiency level 
of the construction industry analyzed through the number of 
employees can measure the effectiveness of inputs. The la-
bour productivity of construction enterprises (X2) calculated 
according to the gross output value of this industry measures 
the output quantity under the given labour input. The ratio 
of gross output value to quantity of employees in a specific 
period is generally defined as labour productivity. This index 
reflects the improvement or degradation of efficiency based 
on the increase or decrease in the output value of construction 

products caused by the labour input in different periods. 
Labour productivity represents technological progress. All 
kinds of materials, including mechanical production facil-
ities and construction components, must be inputted in the 
production process of the construction industry to measure 
the technical equipment rate of construction enterprises 
(X3). The input of construction materials can reflect the 
efficiency status of the construction industry. However, the 
selection of construction materials to reflect the efficiency 
of the construction industry is not universally applicable 
because processes and management concepts used as well 
as the input quantity varies in each region. The index of total 
profits and taxes of construction enterprises (Y2) is used 
to investigate profits and taxes. Y2 sums profits and taxes 
to reflect all actual profits generated in different regions in 
the corresponding period and the quantized value of social 
obligations as well as manifests social benefits from the 
construction industry. Y2 is the index used to measure the 
output of the construction industry directly and represent 
construction products produced by the construction industry 
in one period in the form of total currency. The total output 
value of the construction industry in different regions can 
appropriately reflect the market occupancy and economic 
benefit of the construction industry in a specific region. The 
house construction area of the construction industry (Y3) 
reflects the total area output of building construction in the 
investigation period as an index directly used to measure the 
output of the construction industry. CO2 emission (Y4) is 
an unexpected output index generated by energy use in the 
construction industry. Y4, which was taken as the unexpected 
output in the SBM-DEA model in this study, is an important 
index used to measure the carbon emission efficiency of the 
construction industry.

All index and other data for the investigation period of 
2008-2019 were derived from China statistical database. 
The CO2 emission was calculated following Guidelines for 
National Greenhouse Gas Inventories. 

Table 1: Input-Output index system.

Index type Index (unit) Index code

Input Employees of construction enterprises (10,000 people) X1

Input Labour productivity of construction enterprises calculated according to the gross output value of the construction 
industry (yuan/person)

X2

Input Technical equipment rate of construction enterprises (yuan/person) X3

Output Total profits and taxes of construction enterprises (¥ 100 million) Y1

Output Gross income of construction enterprises (¥ 100 million) Y2

Output House construction area of the construction industry (10,000 m2) Y3

Unexpected output CO2 emission (10,000 tons) Y4
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RESULT ANALYSIS 

Correlation coefficients among seven input and seven output 
indexes of the construction industry in Henan Province are 
listed in Table 2.

Table 2 presents that seven variables are highly corre-
lated. The carbon emission efficiency of the construction 
industry in Henan Province during 2008-2019 was estimated 
using Formulas (1)–(4). Fig. 2 shows the 2008-2019 values 
calculated using DEA-SOLVER PRO software. 

Fig. 2 shows the declining overall efficiency after 
the CO2 emission is taken as an unexpected output and 
included as an evaluation index for the construction 
industry in Henan Province. This finding indicated that the 
efficiency of the construction industry is affected by energy 
conservation and emission reduction policies. However, 
with ever-deepened importance attached by the nation and 
people to the environment, the efficiency evaluation of the 
construction industry that neglects environmental factors 
failed to conform with the practical situation. The carbon 
emission efficiency in Henan Province declined from 1.059 
to 1.009 during 2008–2009 likely because the growth rate 

of the gross output value was small under the influence of 
the financial crisis in 2008. The increase of carbon emission 
efficiency from 1.010 to 1.011 during 2009-2010 showed 
a slow-growth trend likely due to the increase of the gross 
output value of the construction industry among inputs and 
outputs. Preparations for the “12th Five-Year Plan” in 2011 
were conducted in the previous year. Energy conservation 
and emission reduction policies were carried out, and Henan 
Province achieved satisfactory progress in developing the 
construction industry under the controlled carbon emission. 
The efficiency value declined again in 2012 and reached the 
minimum value of 0.807 during the investigation period. 
This finding indicated that “Central Plains Economic Zone 
Planning” promoted the urbanization construction in Henan 
Province and drove the rapid development of the construction 
industry. However, the province failed to achieve the timely 
transformation to adapt to such development speed and 
requirements, and the past production pattern unsuccessfully 
maintained the effective status of the construction industry. 
However, the increase of efficiency again in 2013 manifested 
that the adaptability of the construction industry in Henan 
Province to the development was slightly enhanced, timely 
adjustments were performed after the efficiency dropped, 

Table 2: Correlation coefficients among seven input and seven output indexes

X1 X2 X3 Y1 Y2 Y3 Y4

X1 1 0.857 0.257 0.957 0.934 0.916 0.949

X2 0.857 1 0.373 0.93 0.961 0.954 0.888

X3 0.257 0.373 1 0.326 0.422 0.507 0.431

Y1 0.957 0.93 0.326 1 0.986 0.971 0.97

Y2 0.934 0.961 0.422 0.986 1 0.991 0.956

Y3 0.916 0.954 0.507 0.971 0.991 1 0.953

Y4 0.949 0.888 0.431 0.97 0.956 0.953 1

in Henan Province are listed in Table 2. 
Table 2: Correlation coefficients among seven input and seven output indexes 
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Table 2 presents that seven variables are highly correlated. The carbon emission efficiency of 
the construction industry in Henan Province during 2008-2019 was estimated using Formulas 
(1)–(4). Fig. 2 shows the 2008-2019 values calculated using DEA-SOLVER PRO software.  
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Fig. 2: Carbon emission efficiency of the construction industry in Henan Province During 2008-2019. 

Fig. 2 shows the declining overall efficiency after the CO2 emission is taken as an unexpected 
output and included as an evaluation index for the construction industry in Henan Province. This 
finding indicated that the efficiency of the construction industry is affected by energy conservation 
and emission reduction policies. However, with ever-deepened importance attached by the nation 
and people to the environment, the efficiency evaluation of the construction industry that neglects 
environmental factors failed to conform with the practical situation. The carbon emission 
efficiency in Henan Province declined from 1.059 to 1.009 during 2008–2009 likely because the 
growth rate of the gross output value was small under the influence of the financial crisis in 2008. 
The increase of carbon emission efficiency from 1.010 to 1.011 during 2009-2010 showed a 
slow-growth trend likely due to the increase of the gross output value of the construction industry 
among inputs and outputs. Preparations for the “12th Five-Year Plan” in 2011 were conducted in 
the previous year. Energy conservation and emission reduction policies were carried out, and 
Henan Province achieved satisfactory progress in developing the construction industry under the 
controlled carbon emission. The efficiency value declined again in 2012 and reached the minimum 
value of 0.807 during the investigation period. This finding indicated that “Central Plains 
Economic Zone Planning” promoted the urbanization construction in Henan Province and drove 
the rapid development of the construction industry. However, the province failed to achieve the 
timely transformation to adapt to such development speed and requirements, and the past 

Fig. 2: Carbon emission efficiency of the construction industry in Henan Province During 2008-2019.
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and measures were taken to improve the efficiency. The 
carbon emission efficiency reached its peak at 1.094 in 
2018 due to the enhancements applied by the Chinese 
government in environmental protection while developing 
the national economy. Multiple plans were formulated for 
the construction industry to cope with the increasingly 
enhanced environmental protection effectively. Henan 
Province actively carried out national policies to determine 
suitable development patterns. The overall efficiency of 
the construction industry during this process increased, but 
the small increase amplitude reflected a large improvement 
space for the carbon emission efficiency of the construction 
industry in the province. Moreover, measures related 
to energy conservation and emission reduction in the 
construction industry should continue to boost sustainable 
development. 

TREATMENT MEASURES 

Improve the Energy Utilization Efficiency and 
Optimize the Energy Consumption Structure 

China’s construction industry is typically characterized by 
the rapid growth of economic aggregate and continuous 
increase of energy consumption and carbon emission. The 
energy intensity effect inhibits the growth process of carbon 
emission intensity in China’s construction industry. Hence, 
the energy utilization efficiency must be improved to reduce 
the energy intensity effect, enhance the low-carbon con-
sciousness of constructors, reasonably utilize energy sources, 
reduce the low-efficiency utilization and consumption of 
energy sources during the construction process, and pro-
mote their effective and cyclic utilization. The coal-centred 
energy consumption in China determines the unreasonable 
energy consumption structure of the construction industry. 
The carbon emission coefficient of coal is higher and more 
carbon is generated during its utilization process compared 
with those of other energy sources. The energy structure 
plays an inhibitory role in the growth process of carbon 
emission intensity. Thus, the energy consumption structure 
of the construction industry must be further optimized, the 
consumption of structure of various energy sources should 
be reasonably planned, and coal utilization should be applied. 
Moreover, the innovation level of low-carbon technologies 
should be elevated to accelerate the development and utili-
zation of sustainable and green energy sources. 

Optimize the Utilization of Construction Materials and 
Enhance the Scientific and Technological Strength of 
Construction Enterprises 

The high carbon emission of the construction industry is 
mainly ascribed to the large usage amount of construction 

materials. The utilization of green construction materials 
should be promoted to improve energy utilization efficiency 
and reduce carbon emissions effectively. The government 
can encourage construction enterprises to utilize new-type, 
energy-saving, and renewable construction materials as well 
as encourage and support construction material manufac-
turers to produce green construction materials, transform 
relevant applied technologies, and improve the technological 
innovation level and competitiveness of construction enter-
prises in Henan Province further. Furthermore, the recycling 
of construction solid wastes should be reinforced. Technol-
ogies that realize the resource utilization of construction 
wastes should be aggressively developed, with emphasis on 
the treatment and recycling of construction wastes. Produc-
tion technologies and processes of renewable construction 
materials should be updated. Enterprises must be supported 
for technological innovation of green construction materials. 
The design of high-efficiency equipment should be improved 
to solve the recycling problem of construction solid wastes 
effectively and promote the green and energy conservation 
development of the construction industry in Henan Province 
further. The current energy structure of the construction 
industry in Henan Province focuses on coal and petroleum 
utilization, and coal resources play a decisive role in the 
industrialization development of the construction industry. 
Hence, the utilization and innovation of coal desulfuriza-
tion, clean coal, and energy recycling technologies should 
be strengthened to improve the utilization efficiency and 
recycling rate of energy sources, such as coal, substantially. 
The production equipment and processes can be improved 
through low-carbon technological innovation and the devel-
opment of new-type materials that can replace energy sources 
while reducing the utilization rate of fossil fuels. 

Strengthen the Pollutant Discharge Management of 
the Construction Industry and Improve the Resource 
Utilization Efficiency 

The low comprehensive carbon emission efficiency of the 
construction industry in Henan Province indicated that the 
resource utilization efficiency of the industry requires urgent 
improvement and the management level of construction 
remains unchanged. Therefore, the management level of the 
construction industry in Henan Province should be improved 
to enhance resource utilization efficiency. The government 
can first reinforce the guidance of the construction industry 
by optimizing the system. Construction enterprises should 
then improve their management level internally and conduct 
appropriate adjustments in their organizational structure 
depending on actual conditions. Although the comprehensive 
efficiency of the construction industry in Henan Province is 
generally low, the relatively efficient level can be reached 
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by altering the management pattern, adjusting inputs and 
outputs, and introducing relevant technical equipment. 
The input scale of the construction industry in Henan 
Province is enlarged, but the scale efficiency demonstrates 
disproportionate growth. Hence, the scale is independently 
expanded while the sustainable efficiency improvement of 
the construction industry is unrealized. This finding indicated 
that the efficiency improvement of the construction industry 
in Henan Province can be achieved by expanding not only 
its industrial-scale but also transforming the extensive input-
driven economic growth mode, with emphasis on improving 
technologies in the construction industry and elevating 
technological content. 

Enhance the Propaganda of Building Emission 
Reduction Policies and Improve the Autonomous 
Emission Reduction Awareness of the General Public 

The promoting effect of per capita building area is demon-
strated by the improvement of building carbon emission 
efficiency under the enlarged per capita area. However, the 
energy utilization mode of the general public will make a 
difference and acceptable energy utilization behaviour can 
reduce building carbon emissions. The increase of building 
carbon emissions during the urbanization progress due to 
the increasing proportion of urban population indicated 
that the energy utilization mode of the urban population 
must continue to improve. A low-carbon society should 
be continuously advocated, and low-carbon economic de-
velopment should be encouraged. Low-carbon economic 
development can be combined with a low-carbon lifestyle 
to improve population quality, drive the recycling efficiency 
of resources, mitigate the environmental pollution status, 
improve environmental conditions, and reduce building 
carbon emissions. The operation phase of building carbon 
emission during the development process is integrated with 
the energy utilization of the general public, and the energy 
utilization mode and habit directly influence the amount of 
building carbon emissions. Therefore, building emission 
reduction and environmental awareness of people should 
be enhanced continuously, the green energy consumption 
habit must be upheld, and repeated consumption should be 
avoided. Relevant sectors must reinforce the propaganda 
of low-carbon lifestyle, popularize low-carbon knowledge, 
formulate incentive measures for adopting a low-carbon 
lifestyle, and gradually enhance the awareness of public 
autonomous emission reduction in the improvement of public 
autonomous emission reduction awareness. 

CONCLUSION 

The construction industry is one of three major fields that 

generate greenhouse gas emissions worldwide. The propor-
tion of energy consumption in industrial production will 
decline while that of construction energy consumption will 
continue to grow with the continuous progress of industrial 
technologies and the elevation of residential living standard. 
Improving the carbon emission efficiency of the construction 
industry is the precondition for reducing the total carbon 
emissions of the construction industry and promoting the 
reasonable establishment of the building carbon trading 
mechanism. The CO2 emission of the construction industry 
was taken as the unexpected output and then incorporated 
into the super efficiency SBM-DEA model to measure the 
carbon emission efficiency of the construction industry in 
Henan Province, China in the study period of 2008-2019. 
The results showed that the mean carbon emission efficiency 
of the construction industry during 2008-2019 is 1.007 and 
reached the minimum (0.807) in 2012. The carbon emission 
efficiency of the construction industry in Henan Province 
realized an overall rising trend during the investigation peri-
od, but the amplitude was small. Accordingly, the following 
treatment measures were proposed: improve the energy 
utilization efficiency, scientific and technological strength 
of construction enterprises, resource utilization efficiency, 
propaganda of building emission reduction policies, and pub-
lic autonomous emission reduction awareness; optimize the 
energy consumption structure and utilization of construction 
materials; and reinforce the pollutant discharge management 
of the construction industry. An in-depth study can be carried 
out in the future from the following aspects: accounting scope 
of building carbon emission, carbon emission database of the 
construction industry, influencing factors of building carbon 
emission, and digging of the emission reduction potential of 
the construction industry. 

ACKNOWLEDGEMENT

This work was supported by the practice project of new 
engineering research in Henan Province (2020JGLX091), 
the key scientific research project plan of Henan Province 
Colleges and Universities(21B130001).

REFERENCES
Acquaye, A., Dadhich, P., Genovese, A. and Kumar, N. 2015. Developing 

sustainable supply chains in the UK construction industry: a case study. 
International Journal of Production Economics, 164.

Cole, R. J. 1999. Energy and greenhouse gas emissions associated with 
the construction of alternative structural systems. Building and 
Environment, 34(3): 335-348.

Cai, W., Feng, W., Huo, T., Ren, H., Wang, X., Zhang, X. and Zhou, N. 
2018. China’s energy consumption in the building sector: a statistical 
yearbook-energy balance sheet based splitting method. Journal of 
Cleaner Production, 185(JUN.1): 665-679.

Colombier, M. and Li, J. 2009. Managing carbon emissions in china through 
building energy efficiency. Journal of Environmental Management, 



632 Zhang Hui et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

90(8): 2436-2447.
Chau, K. W. and Wang, Y. S. 2001. An assessment of the technical 

efficiency of construction firms in Hong Kong. International Journal 
of Construction Management, 1(1): 21-29.

Du, Q., Lu, X., Wu, M., Xu, Y. and Yu, M. 2018. Club convergence and 
spatial distribution dynamics of carbon intensity in china’s construction 
industry. Natural Hazards, 94: 519-536.

Fan, L., Hui, Y., Lei, Z., Shen, Q. and Wang, Y. 2010. Greenhouse gas 
emissions in building construction: a case study of one Peking in Hong 
Kong. Building and Environment, 45(4): 949-955.

Fang, Y., Li, H., Ma, Z. and Ng, S. T. 2018. Quota-based carbon tracing 
model for construction processes in China. Journal of Cleaner 
Production, 200: 657-666.

Huang, L., Johansen, F., Krigsvoll, G., Liu, Y. and Zhang, X. 2018. Carbon 
emission of global construction sector. Renewable and Sustainable 
Energy Reviews, 81(2):1906-1916.

Li, C. Q., Luo, W., Sandanayake, M., Setunge, S. and Zhang, G. 2017. 
Estimation and comparison of environmental emissions and impacts 
at foundation and structure construction stages of a building-a case 
study. Journal of Cleaner Production, 151: 319-329.

Lu, W., Tam, V., Chen, H. and Du, L. 2020. A holistic review of 
research on carbon emissions of green building construction 
industry. Engineering, Construction and Architectural Management, 
27(5),1065-1092.

Monahan, J. and Powell, J. C. 2011. A comparison of the energy and 
carbon implications of new systems of energy provision in new build 
housing in the UK. Energy Policy, 39(1): 290-298.

Ramanathan, R. 2006. A multi-factor efficiency perspective to the 
relationships among world GDP, energy consumption and carbon 
dioxide emissions. Technological Forecasting. Social Change, 73(5): 
483-494.

Tone, K. 2001. A slacks-based measure of efficiency in data envelopment 
analysis. European Journal of Operational Research, 130(3): 498-509.

Wang, F. and Zhang, X. 2017. Life-cycle carbon emission assessment 
and permit allocation methods: a multi-region case study of china’s 
construction sector. Ecological Indicators, 72: 910-920.

Zhou, Y., Liu, W., Lv, X., Chen, X. and Shen, M. 2019. Investigating 
interior driving factors and cross-industrial linkages of carbon 
emission efficiency in china’s construction industry: based on super-
sbm dea and gvar model. Journal of Cleaner Production, 241: 118322.



Prediction Model of Agricultural Non-point Source Water Pollution Based on 
Grey Correlation Method 
R. Wang*(**)†, F. X. Yang*** and G. M. Qu***
*Environmental Engineering College, Nanjing Polytechnic Institute, Nanjing-210048, China
**College of Environment, Hohai University, Nanjing-210098, China
***School of Chemical Engineering and Material Science, Nanjing Polytechnic Institute, Nanjing-210048, China
†Corresponding author: R.Wang; wangruijs@163.com

ABSTRACT

Accurate prediction of non-point source water pollution is conducive to the prevention and control of rural 
water pollution. To improve the prediction accuracy of agricultural non-point source water pollution and 
achieve timely prevention and control, a prediction model of agricultural non-point source water pollution 
based on the grey correlation method is designed. According to the historical data of agricultural non-
point source water pollution, the influencing factors of water pollution degree are determined by using 
the grey correlation method, and standardized pretreatment is carried out. The pretreatment results are 
transformed into function expression forms, and the original sequences of different influencing factors 
are generated, which are brought into the function table to achieve the results, and the whitening 
differential equation is constructed to measure the concentration of agricultural non-point source water 
pollution. The structure design of the prediction model of agricultural non-point source water pollution 
can realize the prediction of agricultural non-point source water pollution. The results show that the 
prediction model of agricultural non-point source water pollution based on the grey correlation method 
has high prediction accuracy and small prediction error.  

INTRODUCTION

When the control level of point source pollution reaches a 
certain degree, non-point source pollution becomes the main 
reason for water environment pollution. Around the world, 
30-50% of surface water has been affected by non-point 
source pollution. At present, the effective treatment of point 
source pollution has been realized, but the non-point source 
pollution, including nitrate and insecticide, is still in urgent 
need of treatment (Long et al. 2017, Anooob 2017). Nowa-
days, non-point source water pollution has become a major 
threat to human drinking water, which seriously restricts the 
sustainable development of the economy and society. Com-
pared with point source pollution, it is more difficult to study 
and control non-point source pollution. In the control of the 
water environment, it is difficult to fundamentally improve 
the water quality if only point source pollution control is 
carried out, and non-point source pollution research is not 
paid attention to. Water resources are important to support 
and guarantee economic and social development. It is of great 
significance to strengthen the research of non-point source 
pollution for the prevention and control of water pollution. 
It is because non-point source water pollution has such a bad 
impact on society and the economy, as well as the important 

significance of non-point source water pollution control that 
more and more scholars join in the research of non-point 
source water pollution, and have made their achievements 
in related fields.

Non-point source water pollution has attracted the 
attention of many scholars at home and abroad, who have 
taken a variety of methods to carry out relevant research on 
non-point source water pollution. For example, Joy (2018) 
specifically studied a variety of non-point source models. 
To analyze these non-point source pollutants, 10 non-
point source models were studied, and the advantages and 
disadvantages of their analysis of SARS source pollutants 
were tested. According to the results of the study, due to 
the operational limitations in the test and the difficulty in 
the calculation, different models are limited in the analysis 
of non-point source water pollutants. Baiet al.(2018), to 
analyze the characteristics and laws of non-point source 
pollution load transfer, selected the Dongjiang River Basin 
for comprehensive analysis, and the HSPF model was used 
to simulate the spatiotemporal distribution characteristics of 
non-point source pollution load such as BOD, TN and TP 
in the Dongjiang River Basin. The research results show 
that the HSPF model in the Dongjiang River Basin has a 
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better simulation application of its SARS source pollution 
load, which is water for other regions. It provides a way of 
thinking and reference for the measurement of non-point 
source pollution load. Zhanget al.(2018) paid close attention 
to the pollution status of non-point source water. To analyze 
the pollution load of COD, NH3-N and TP in Kaijiang River 
Basin, the three pollution sources in 2015 were estimated by 
using the emission coefficient method for research, which 
were rural living source, livestock breeding source and 
farmland runoff source. According to this method, the total 
amount of COD, NH3-N and TP of rural non-point source 
pollution in Kaijiang River Basin in 2015 is measured, 
which provides scope guidance for the key treatment of 
rural non-point source pollution in the Kaijiang River Basin, 
and provides some guidance for the research in other areas.

The control of non-point source pollution has reached the 
point of urgency. If the rural areas can effectively predict 
and control, it will greatly improve the status of non-point 
source pollution (Dadras et al.2018). It is the most effective 
way to realize the quantification, impact assessment and 
pollution control of non-point source pollution to establish 
a mathematical model to simulate the form and transfer of 
various non-point source pollution loads in time and space.

This paper focuses on how to improve the prediction 
accuracy of agricultural non-point source water pollution 
to achieve timely prevention and control, and designs the 
prediction model of agricultural non-point source water 
pollution based on the grey correlation method. Through 
the structural design of the prediction model of agricultural 
non-point source water pollution, the accurate prediction of 
agricultural non-point source water pollution is realized, and 
the predicted data can be reflected to the relevant departments 
in time, which can be more effective. The importance of us-
ing the model to predict agricultural non-point source water 
pollution can be seen from the effective formulation of the 
next development plan.

DESIGN OF AGRICULTURAL NON-POINT SOURCE 
WATER POLLUTION PREDICTION MODEL

Pretreatment of Agricultural Non-Point Source Water 
Pollution Historical Data

To determine the influencing factors of water pollution 
degree, a certain scale of sample size is needed. To obtain a 
representative and high-quality enough sample set, this paper 
extensively searches the academic dissertations at home and 
abroad studying agricultural non-point source water pollu-
tion, and obtains the historical sample data (Baranov et al. 
2018, Wen et al. 2018) meeting the training requirements 
of the prediction model through a comprehensive analysis 

of research methods, research areas, research conclusions, 
etc. At the same time, the prediction of agricultural non-point 
source water pollution at home and abroad mostly focuses 
on the road, so the prediction model is also established for 
the road runoff. Table 1 gives the historical data sources of 
this prediction model.

Based on the analysis of the research results on the 
influencing factors of agricultural non-point source water 
pollution at home and abroad, the agricultural non-point 
source water pollution is mainly affected by rainfall charac-
teristics, air pollution, traffic flow and other urban functional 
areas (Wang 2017). The influencing factors of the model are 
summarized as shown in Table 2.

The following three points need to be paid attention to 
in the selection of water pollution indexes: first, cod is an 
important index to evaluate the pollution degree and con-
trol of rainfall-runoff and has a significant correlation with 
TN, NH3-N and TP; second, after determining the input 

Table 1: Historical data sources of agricultural non-point source water 
pollution prediction model.

Number Author City Particular 
year

Forecast 
times

1 Wang He Yi Shanghai 2004 6

2 Wang Ye Lei Nanchang 2007-2008 9

3 Mao Yan Jing Chongqing 2009 3

4 Chen Ying Xi’an 2009 36

5 Hao Li Ling Chongqing 2010-2011 13

6 Han Jing Chao Fuzhou 2011-2012 17

7 Chen Zi Yu Guangzhou 2012 4

8 Jiang Yi Zi Shenzhen 2012 7

9 Song Qian Feng Chongqing 2011-2012 7

10 Tian Huan Shenzhen 2014 4

11 Yuan Yan Suzhou 2014 12

12 Wang Zhao Xi’an 2014-2015 13

13 Wang Shan Wuhan 2017 4

Table 2: Influencing factors.

Number Influence factor Unit

X1 Pollution types -

X2 Water pollution intensity mm/h

X3 Peak pollution intensity mm/h

X4 Water pollution duration min

X5 Dry period before water pollution h

X6 Atmospheric dust fall t/km2/ month

X7 PM10 mg/m3

X8 Vehicle flow Vehicle/h

X9 Pollution source -

X10 Functional area -
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(influencing factors) and output (decision variables) of data 
samples required by the model, it should be directly obtained 
from the literature, retrieval, research and other methods to 
supplement the influencing factors of the selected dataset 
(Liouane et al. 2017). Finally, because the agricultural non-
point source water pollution prediction model does not allow 
the missing value to exist in the prediction of new samples, 
the missing information cannot be supplemented by the data 
to be eliminated. Table 3 gives the sample size of the data 
set after data cleaning.

The influencing factors and decision variables, shown 
in Table 1, have different dimensions and dimension units, 
and their numerical values will have different weight effects 
during model operation, resulting in the reduction of model 
convergence speed and the distortion of data analysis results. 
In the support vector machine model, RBF uses the Euclid-
ean distance calculation of sample data, which can avoid 
the variables with larger values in the influencing factors 
and control the variables with smaller values. However, the 
larger numerical difference will still affect the calculation 
of the water pollution prediction model and reduce the con-
vergence speed of the model (Pierre et al. 2017). Therefore, 
to eliminate the dimensional influence among variables, it 
is necessary to standardize the historical data to make the 
different variables comparable. There are two kinds of com-
monly used data standardization methods.

The standardization of the maximum-minimum value 
of the influencing factors, also known as the deviation 
standardization, is a linear transformation of the historical 
original data of the influencing factors of water pollution so 
that the result value is mapped between [0,1]. The conversion 
function is shown in formula (1):
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In the formula, µrepresents the average value of water pollution historical data samples, and 
σrepresents the standard deviation of water pollution historical data samples. The above two 
methods are used to process the historical data of water pollution, and the grey correlation method 
is used to standardize the historical data of water pollution influencing factors. The processing 
results are transformed into function expression forms to generate the original sequence of different 
influencing factors, which are brought into the function expression results to build the whitening 
differential equation, and measure the concentration of agricultural non-point source water pollution, 
to carry out the agricultural treatment design of non-point source water pollution prediction model. 
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Verhulst put forward the water pollution prediction model 
for the first time when he studied the law of biological 
reproduction in 1837 (Wang et al. 2019). The basic idea of the 
model is that the number of biological individuals growing 
exponentially is limited by the surrounding environment, and 
their growth rate gradually slows down, and finally they are 
fixed at a fixed value. This model is mainly used to describe 
the process with saturation state, i.e. “S-type process”. When 
Verhulst adds a limited development item into the linear 
model of agricultural water pollution prediction, it will 
become a Verhulst nonlinear model as follows:

If the original sequence 
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Table 3: Sample size of data set.

Water pollution 
prediction data set

Training sample  
size

Validation sample 
size

EMC 45 20

FF30 45 20
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From the solution of Verhulst equation, we can see that ifa> 0, then      1 0X k k  ; 

if a< 0, then      1 bX k k
a

  , that is, there is an infinite k, which makes    1X k  and 

   1 1X k   fully close, at this time            0 1 11 1 0X k X k X k     .If the original 

prediction data of water pollution history is "s" or part of it is "s", the original prediction data of 
water pollution history can be directly taken as X(1), and its 1-AGO is X(0). The agricultural non-
point source water pollution prediction model is established to directly predict the original data of 
water pollution history. The structure of agricultural non-point source water pollution prediction 
model based on grey correlation method is shown in Fig. 1. 
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history. The structure of agricultural non-point source water 
pollution prediction model based on grey correlation method 
is shown in Fig. 1.

To sum up, on the basis of the grey correlation method, 
the influencing factors of the model are summarized accord-
ing to the historical data sources of agricultural non-point 
source water pollution. The data standardization method is 
used to standardize the historical data of agricultural non-
point source water pollution and complete the pretreatment 
of the historical data of agricultural non-point source water 
pollution. The power model of the point source water pol-
lution prediction model is used to establish the whitening 
differential equation, Through the structural design of agri-
cultural non-point source water pollution prediction model, 
the establishment of agricultural non-point source water pol-
lution prediction model was realized (Alexander et al. 2017).

EXPERIMENTAL ANALYSIS

Experimental Design

In the actual prediction experiment, it is more effective and 
difficult to determine a specific method than other methods, 
while the agricultural non-point source water pollution pre-
diction model has the following two advantages over the 
point source water pollution prediction model.

 1. Agricultural non-point source water pollution prediction 
model has better prediction accuracy and robustness, 
and can reduce a lot of working time. In the early stage 
of prediction, generally all the point source water pollu-
tion prediction models are applied and then compared, 
but it is difficult to find the best prediction model 
through this method.

 2. The uncertainty of the point source water pollution 
prediction model can be dispersed by the combination 
method, so as to improve the accuracy of the prediction 
model.

The prediction value fi (i = 1, 2, …, k) of k models is made 
for a certain prediction object f, and the error of each water 
pollution prediction model is as follows:

 ei = fi – f …(11)

The variance is:
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Grey Correlation Method to Determine the Weight

The key to establish the agricultural non-point source water 
pollution prediction model is how to determine the weight 
of each point source water pollution prediction model. The 
weight determination of common non-point source water 
pollution prediction models includes grey correlation meth-
od, arithmetic average method, standard deviation method 
and simple weighting method. These weighting methods are 
briefly introduced below.

(1) Traditional Weight Determination Method

Arithmetic average method: This method gives the same 
weight to each point source water pollution prediction mod-
el, and can only be used when the importance of each point 
source water pollution prediction model is not understood. This 
method is simple in calculation, but the accuracy of prediction 
is not high because all prediction models are treated equally.
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WhereDi
-1 is the sum of the error squares of thei prediction model. 
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water pollution at each point. The greater the square sum 
of the prediction errors of the point source water pollution 
prediction model, the lower the prediction accuracy, so it 
should be given a greater weight in the non-point source 
water pollution prediction model.
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Where Di
-1 is the sum of the error squares of thei pre-

diction model.

Simple weighting method: The smaller the sum of square 
error of point source water pollution prediction model is, 
the greater the weight it should be given to the combined 
prediction model.
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In information theory, grey relation method is a measure of 
uncertainty. The larger the amount of information, the small-
er the uncertainty, the smaller the grey value, and vice versa. 
Therefore, we can use the grey correlation method to judge 
the prediction accuracy of a certain prediction model. The 
higher the prediction accuracy is, the greater the influence 
of the prediction model on the combined prediction model 
is, and the smaller the grey value is. The modeling steps of 
grey relation method are as follows:

Step 1: Assuming that there are n months and m water 
pollution prediction models, xij represents the value (i = 1, 
2, …, n; j = 1, 2, …, m) of the j-th prediction model in the 
i-th month;

Step 2: Calculate the proportion of the value in the i-th 
month under the j-th prediction model in the prediction 
model:
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Step 3: Calculate the grey value of the j-th prediction 
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Step 6: Calculate the prediction value of non-point source water pollution prediction model in 
n months; 
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Because the grey correlation method can reflect the utility value of the point source water 
pollution prediction model more objectively, and the weight obtained has high credibility, this paper 
uses the grey correlation method to determine the weight value of the non-point source water 
pollution prediction model. 
Model Comparison Results 

First, the grey prediction model, the point source water pollution prediction model and the non-
point source water pollution prediction model are predicted and tested; secondly, the three prediction 
models are used to compare the predicted value and the actual value of the three agricultural 
pollutants, as given in Tables 4 to 9. 
Table 4: Accuracy comparison of prediction models for chloride concentration. 

Model MSE MAE MAPE 
Grey prediction 
model 

0.1358 0.0399 2.47% 

Prediction model of 
point source water 
pollution 

0.1465 0.0354 5.18% 

Prediction model of 
non-point source 
water pollution based 
on grey correlation 
method 

0.1011 0.0269 3.09% 
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Because the grey correlation method can reflect the utility value of the point source water 
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uses the grey correlation method to determine the weight value of the non-point source water 
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Model Comparison Results 

First, the grey prediction model, the point source water pollution prediction model and the non-
point source water pollution prediction model are predicted and tested; secondly, the three prediction 
models are used to compare the predicted value and the actual value of the three agricultural 
pollutants, as given in Tables 4 to 9. 
Table 4: Accuracy comparison of prediction models for chloride concentration. 

Model MSE MAE MAPE 
Grey prediction 
model 

0.1358 0.0399 2.47% 

Prediction model of 
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pollution 
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Because the grey correlation method can reflect the 
utility value of the point source water pollution prediction 
model more objectively, and the weight obtained has high 
credibility, this paper uses the grey correlation method to 
determine the weight value of the non-point source water 
pollution prediction model.

Model Comparison Results

First, the grey prediction model, the point source water 
pollution prediction model and the non-point source water 
pollution prediction model are predicted and tested; secondly, 
the three prediction models are used to compare the predicted 
value and the actual value of the three agricultural pollutants, 
as given in Tables 4 to 9.

According to the comparison of chloride concentration 
prediction model results in Table 7, the maximum relative 
error of grey prediction model is 0.103, and the minimum 
relative error is 0.002; the maximum relative error of point 
source water pollution prediction model is 0.099, and the 
minimum relative error is 0.001; the maximum relative 
error of non-point source water pollution prediction model 
based on grey correlation method is 0.072, and the mini-
mum relative error, 0.0015, and the total error of the grey 
prediction model is 0.408, the total error of the point source 
water pollution prediction model is 0.518, and the total error 
of the non-point source water pollution prediction model 
based on the grey correlation method is 0.309. Therefore, 
the chloride concentration prediction model of this method 
has the smallest error and the highest precision.

Table 4: Accuracy comparison of prediction models for chloride concen-
tration.

Model MSE MAE MAPE

Grey prediction model 0.1358 0.0399 2.47%

Prediction model of point source 
water pollution

0.1465 0.0354 5.18%

Prediction model of non-point source 
water pollution based on grey correla-
tion method

0.1011 0.0269 3.09%

Table 5: Comparison of prediction model accuracy for total calcium 
concentration.

Model MSE MAE MAPE

Grey prediction model 0.0902 0.0144 5.12%

Prediction model of point source 
water pollution

0.0617 0.0354 5.18%

Prediction model of non-point 
source water pollution based on 
grey correlation method

0.0407 0.0045 4.96%

Table 6: Accuracy comparison of prediction models for TSS concentration.

Model MSE MAE MAPE

Grey prediction model 0.0442 0.0038 3.28%

Prediction model of point source 
water pollution

0.0425 0.0030 16.54%

Prediction model of non-point 
source water pollution based on 
grey correlation method

0.0342 0.0020 1.97%
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According to the comparison of the results of the total 
calcium concentration prediction model in Table 8, the maxi-
mum relative error of the grey prediction model is 0.188, and 
the minimum relative error is 0.008; the maximum relative 
error of the point source water pollution prediction model 
is 0.254, and the minimum relative error is 0.015; the max-
imum relative error of the non-point source water pollution 
prediction model based on the grey correlation method is 
0.1318, and the minimum relative error, 0.0032, and the 
total error of the grey prediction model is 0.705, the total 
error of the point source water pollution prediction model 
is 1.279, and the total error of the non-point source water 
pollution prediction model based on the grey correlation 
method is 0.4857. Therefore, the error of the total calcium 
concentration prediction model of this method is the smallest 
and the accuracy is the highest.

From the comparison of the results of Table 9 TSS con-
centration prediction model, it can be seen that the maximum 

relative error of the grey prediction model is 0.243, and the 
minimum relative error is 0.007; the maximum relative error 
of the point source water pollution prediction model is 0.256, 
and the minimum relative error is 0.061; the maximum rela-
tive error of the non-point source water pollution prediction 
model based on the grey correlation method is 0.1454, and 
the minimum relative error, 0.0001, and the total error of the 
grey prediction model is 0.652, the total error of the point 
source water pollution prediction model is 2.444, and the 
total error of the non-point source water pollution prediction 
model based on the grey correlation method is 0.5591. It can 
be seen that the TSS concentration prediction model of this 
method has the smallest error and the highest precision. It 
can be seen that the prediction model of agricultural non-
point source water pollution based on the grey correlation 
degree method is better than that based on the point source 
water pollution prediction model.From the comparison of 
MAE, MSE and MAPE results, the prediction accuracy of 

Table 7: Comparison of prediction model results for chloride concentration.

Sequence Actual value Grey prediction model Prediction model of point source 
water pollution

Prediction model of non-point source water 
pollution based on grey correlation method

predicted value relative error predicted value relative error predicted value relative error

1. 29285 29985 0.103 29367 0.003 29329 0.0015

2. 30490 30293 -0.065 29469 -0.034 30103 -0.0127

3. 32087 30777 -0.041 29595 -0.078 30497 -0.0496

4. 29709 31268 0.052 29752 0.001 30515 0.0271

5. 31830 31767 -0.002 29948 -0.059 30857 -0.0306

6. 32465 32273 -0.006 30193 -0.070 31153 -0.0404

7. 31962 32788 0.025 30502 -0.046 31884 -0.0025

8. 34278 33312 -0.028 30890 -0.099 31893 -0.0696

9. 32234 33843 0.050 31384 -0.026 32331 0.0030

10. 35660 34383 -0.036 32014 -0.102 33093 0.0720

Table 8: Comparison of results of prediction models for total calcium concentration.

Sequence Actual 
value

Grey prediction model Prediction model of point source 
water pollution

Prediction model of non-point source water 
pollution based on grey correlation method

predicted value relative error predicted value relative error predicted value relative error

1. 2111 2485 0.188 2463 0.167 2218 0.0508

2. 2297 2506 0.090 2829 0.232 2564 0.0063

3. 2587 2751 0.071 3198 0.236 2844 0.0993

4. 2837 3019 0.064 3558 0.254 3211 0.1318

5. 3345 3313 -0.009 3897 0.165 3557 0.0633

6. 3844 3635 -0.054 4208 0.095 3832 -0.0032

7. 4304 3989 -0.073 4486 0.042 4181 -0.0284

8. 4658 4378 -0.060 4728 0.015 4440 -0.0469

9. 4844 4805 -0.008 4934 0.019 4721 -0.0254

10. 4844 5273 0.088 5106 0.054 4991 0.0303
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Table 9: Comparison of the results of various prediction models for TSS concentration.

sequence actual value Grey prediction model Prediction model of point source 
water pollution

Prediction model of non-point source water 
pollution based on grey correlation method

predicted value relative error predicted value relative error predicted value relative error

1. 618 786 0.343 721 0.167 649 0.0509

2. 664 710.8 0.070 834 0.256 681 0.0259

3. 776 797.8 0.028 955 0.231 844 0.0879

4. 889 895.4 0.007 1083 0.218 945 0.0632

5. 968 1004.9 0.038 1215 0.255 1108 0.1454

6. 1163 1127.8 -0.030 1349 0.159 1188 0.0215

7. 1324 1265.8 -0.044 1482 0.119 1324 0.0001

8. 1466 1420.6 -0.031 1611 0.098 1532 0.0452

9. 1635 1594.4 -0.025 1734 0.061 1694 0.0359

10. 1698 1789.4 0.036 1848 0.088 1839 0.0831

the agricultural non-point source water pollution prediction 
model based on the grey correlation method is also higher 
than the other two prediction models. Therefore, the predic-
tion model of agricultural non-point source water pollution 
based on the grey correlation method can be used for the 
prediction of agricultural non-point source water pollution 
in the near future.

DISCUSSION AND SUGGESTIONS

In view of the shortcomings of the application of the predic-
tion model of agricultural non-point source water pollution 
based on the grey correlation method, the following sugges-
tions are put forward:

 1. Due to the limited level of relevant theories and lack 
of knowledge about agricultural non-point source water 
pollution, only common and main influencing factors 
are listed when selecting the influencing factors of water 
pollution, and many indexes are not considered fully, 
so the index system in this paper does not represent 
all the influencing factors in the process of shale gas 
development. In addition, the determination of index 
system weight will be biased, which will affect the final 
prediction results. Therefore, in the prediction of such 
problems, we should try to combine the actual situation, 
preferably with the participation of professionals, so that 
the prediction model can be more applied to the actual 
shale gas production project.

 2. In the agricultural non-point source water pollution 
prediction model, neural network method can also be 
used to determine the weight, and this paper determines 
the constant weight. To make the agricultural non-point 
source water pollution prediction model better applied 
in practice, the combination model with variable weight 

coefficient needs further study. In this paper, the point 
source water pollution prediction model, grey model and 
colony grey prediction model are combined to improve 
the prediction accuracy, and no more other prediction 
models are involved. The advantages and disadvantages 
of more single prediction models need further study, to 
get a better combination prediction model for practical 
application.

 3. Water environment pollution is the main factor affecting 
agricultural development. In the detection process of 
agricultural development wastewater and backwater 
reuse, special standards should be formulated by the 
government departments to strictly restrict the treatment 
process of various types of wastewater. At the same 
time, the government should encourage the wastewater 
to be reused as fracturing fluid after it reaches the stand-
ard completely, to avoid the waste of water resources. 
Besides, the developers should strive to develop new 
environmental protection pressure Crack liquid to re-
duce water pollution.

CONCLUSION

In this paper, a model of agricultural non-point source water 
pollution prediction based on the grey correlation method 
is designed. Firstly, the historical raw data of agricultural 
non-point source water pollution are preprocessed; secondly, 
the advantages and disadvantages of three models in small 
sample data prediction are objectively analysed, and the ag-
ricultural non-point source water pollution prediction model 
is established. In the experiment, the weight is determined 
by the grey correlation method, and the point source water 
pollution prediction model, the grey prediction model and 
the agricultural non-point source water pollution prediction 
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model based on the grey correlation method are compared. 
The model is improved, so the prediction ability and accura-
cy of the model are improved. According to the model, the 
forecast data can be reported to relevant departments in time, 
to make the next development plan. Although this paper has 
completed the design of the agricultural non-point source 
water pollution prediction model based on the grey correla-
tion degree, the preliminary experimental results are good. 
But the model has a large amount of calculation and high 
difficulty of calculation. In the future, we can strengthen the 
research in this area and design a model with lower difficulty.
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ABSTRACT

The paper aims to investigate the enzyme activity of soils exposed to Municipal Solid Waste (MSW) 
leachate. Soil enzymes are useful indicators for soil quality management as they respond to changes 
that occur in soil quality. To determine the effects of MSW leachate, three sites, i.e. Leachate Exposed 
Site (LES), Partially Leachate Exposed Site (PES) and Control Soil (CS) were considered located 
in and around Kapuluppada dumpsite which falls under Visakhapatnam city limits. The LES soil 
receives more leachate washings due to its proximity to waste heaps compared to PES soil. The 
third site, i.e. CS is located a little away from the MSW heaps and is free from any contamination. The 
samples were estimated for enzymes like dehydrogenase, invertase, alkaline phosphatase, protease, 
amylase and cellulase activity using standard assay methods. The following trend was observed: 
protease>amylase>invertase>alkaline phosphatase>dehydrogenase>cellulase.  Our results indicate 
that the enzymes showed higher activity with MSW leachate washings due to enhanced soil aeration 
and soil porosity. However, MSW leachate washings had not shown any significant inhibitive effect on 
organic carbon content, microbial biomass and enzymatic activities.   

INTRODUCTION

Enzymes are known to catalyse many biological transforma-
tions occurring in soils which may be intracellular or extra-
cellular (Thien & Myers 1992, Deng & Tabatabai 1997, Rao 
et al. 2000, Fuentes et al. 2006). It is believed that vegetation 
affects soil enzyme activities as the organic compounds are 
supplied to soil from plant and animal residues and other 
dead organisms (Mathur et al. 1980). As enzymes present in 
soil are of plant, animal and microbial origin, their activities 
reflect the metabolic status of soils. 

Enzymes also participate in the formation and degrada-
tion of wastes and contribute to nutrient cycling (Tabatabai 
1994, Dick et al. 1994, Taylor et al. 1989, Johansson et al. 
2000, Li et al. 2014).  The microbes and enzymes present in 
the soil play an active role in providing fertility to the soil 
and also involved in the nutrient cycles (biogeochemical 
cycles) that are essential for the growth of plants. They also 
act as biological indicators (Chinyere et al. 2013). The en-
zyme levels in soil vary due to different amounts of organic 
matter content, composition and activity of living organisms 
and the biological processes. The role of soil enzymes in the 
ecosystem will provide an opportunity for biological assess-
ment of soils due to their ease of measurement and response 
to changes in soil management practices (Dick 1994, Dick 
1997, Bandick & Dick 1999, Joachim et al. 2008).

The activity of enzymes involved in the transformation 
of nutrients is also a measure of soil microbial population 
(Crecchio et al. 2004). However, any disturbances in the soil 
system due to wastes/toxic chemicals may lead to a change 
in the soil system. Therefore, enzyme activities in the soil 
are indicators of stress management and warn us about soil 
degradation (Bergstrom et al. 1998, Margesin et al. 2000, 
Li et al. 2014). Kandeler et al. (1996) reported that a high 
concentration of heavy metals affects the growth, morphology 
and metabolism of microorganisms in soils. Baath (1989), 
Doelman & Haanstra (1989), Aoyama & Nagumo (1996) 
reported that heavy metals at high concentration reduce 
soil microbial activities like respiration, ammonification, 
nitrification and enzyme activities. In addition to the 
fundamental properties of enzymes in the soil, the data from 
enzyme assays are used as a guide for soil quality management 
(Powlson & Jenkinnson 1981, Garcia et al. 2000), an indirect 
measure of microbial biomass e.g. dehydrogenase activity 
(Ladd 1978) and a pointer towards the effects caused by wastes 
(Tyler 1974, Doelman & Haanstra 1979).

In the present study, the impact of MSW leachate exposed 
soil i.e., LES, PES and CS soil were assayed.

MATERIALS AND METHODS

Study area: The Kapuluppada dumping yard, a 100 acres 
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of low lying area with good vegetation has a tropical 
climate with little temperature variations throughout the 
year with May being the hottest and January the coldest 
month. It is covered with hills on two sides and a narrow 
opening connecting to the city on the other side. The total 
 annual rainfall is around 955 mm. Three sites were considered 
which includes leachate exposed site (LES), partially leachate 
exposed site (PES) and control soil (CS). These sites are 
located in and around the Kapuluppada dumpsite which falls 
under Visakhapatnam metropolitan region.

The soil is red loamy. Various annual and perennial 
species, the majority being local, can be observed in this 
area. The Leachate Exposed Site (LES), Partially Exposed 
Site (PES) and Control Site (CS) are distinctly located in the 
study area (Fig 1). The LES is located 100 m away from the 
waste heaps; PES is 500 m away while CS is far away and 
500 m away from PES. LES is close to the waste heaps and 
the leachate generated from the waste heaps continuously 
flow over the LES soil. During the rainy season and the 
advent of cyclonic storms the leachate flow increases on the 
soil surface, hence accumulated is more. The PES receives 
fewer leachate washings than the LES since it is far away 

from the waste heaps. The third CS is nearer to the plane 
grassland and far away from the municipal solid waste heaps 
and nearly free from contamination. 

Sampling Frequency: A 10m × 10m quadrat was selected 
from each of the sample sites. Each quadrat was divided into 
10 sub-plots, each of 1m2 area. Soil samples were collected 
from the subplots with the help of soil corer; tagged and 
sealed in polythene bags and were brought to the laboratory 
with necessary precautions. Samples were collected during 
morning hours on the 10th day of every month from Decem-
ber 2002 to April 2004.

Enzymes in the soil samples were estimated as per the 
methods specified by Casida et al. (1964), Tabatabai & 
Bremner (1969), Eivazi & Tabatabai (1977), Speir & Ross 
(1975) and Cole (1977). All the chemicals and reagents used 
were of analytical grade and deionized double distilled water 
(DDW) was used throughout the analysis. 

RESULTS AND DISCUSSION

The activities of various enzymes in LES, PES and CS 
soils are presented in Figs. 2-7. Enzymes are biological 
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Fig. 1: Visakhapatnam Metropolitan region showing the study area. 
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catalysts and are of great agronomic and ecological value. 
Soil enzymes are assayed since many enzymes immediately 
respond to change in soil fertility. Therefore, enzymes are 
used as indicators for soil quality management (Powlson & 
Jenkinson 1981, Garcia et al. 2000, Joachim et al. 2008). Since 
enzymes react to changes in soil management practice more 
rapidly they may also be useful as indicators of biological 
changes (Bandick et al. 1999 and Masciandaro et al. 2004). 
The activities of various enzymes in LES, PES and CS soils 
are presented in Figs. 2-7. The dehydrogenase activity of LES 
soil ranged from 0.004 to 0.066 mg/g/hr, PES 0.005 to 0.045 
mg/g/hr and CS 0.002 to 0.043 mg/g/hr. The results indicate 
that among the three sites dehydrogenase activity was high in 
LES. The enzyme dehydrogenase is an indicator of biological 
activity in soils (Burns 1978). It oxidizes soil organic matter 
(Doelman & Haanstra 1979, Kandeler et al. 1996, Glinski & 
Stepniewski 1985). In the present study, dehydrogenase ac-
tivity was reported to be low compared to the other enzymes 
studied. Among the three study sites, dehydrogenase activity 
was high in LES soil compared to PES and CS. Rinku et al. 
(2017) reported that the dehydrogenase activity increased 
with increasing amounts of uncontaminated sewage sludge 
in the initial 15 days, but after 30 days it declined. Pitchel & 
Hayes (1990) also reported low dehydrogenase activity in soil 

polluted with fly ash. Several authors (Doelman & Haanstra 
1979, Rossel & Tarradellas 1991) have reported the inhibition 
of dehydrogenase by metal pollution. Marzadori et al. (1996) 
and Chander et al. (1991) have also reported that the activity 
of dehydrogenase was inhibited particularly by the presence 
of Pb and Cu in municipal sewage sludge. However, in our 
study dehydrogenase activity has not shown any significant 
inhibition in LES and PES soils over CS soil. The result indi-
cates that the dehydrogenase enzyme in the soil indicates the 
potential of the soil to support biochemical processes essential 
for maintaining soil fertility (Joachim et al. 2008). Joachim et 
al. (2008) also suggested that dehydrogenase could be a good 
indicator of microbial activities in soils in semiarid areas.

Alkaline phosphatase activity of LES and PES site soils 
ranged from 0.001 to 0.084 and 0.012 to 0.083 mg/g/hr re-
spectively. The enzyme phosphatase plays a vital role in the 
phosphorus cycle, by allowing orthophosphate to be released 
from organic and inorganic compounds and thus increasing 
the bioavailability of phosphorus. Several researchers (Thien 
& Myers 1992, Deng & Tabatabai 1997, Rao et al. 2000) 
have also studied the role of phosphatase in the phosphorus 
cycle and its bioavailability in soil. Phosphatase is commonly 
used to examine the toxicity of metals (Doelman & Haanstra 
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1989) or organic pollutants such as pesticides. The variations 
in phosphatase activity may be due to an increase in soil 
moisture content because phosphatase activity is observed 
to be higher in saturated soil than in dry soil (Gavrilova & 
Shimko 1969, Daraseliya et al. 1975). The present study 
reveals that the alkaline phosphatase activity was not in-
hibited by leachates despite their heavy metal content (Tam 
1998). Chinyere et al. (2013) while studying the soil enzyme 
activity of Njoku solid waste dump site Owerri municipal, 
Nigeria, reported that the alkaline phosphatase activity was 
not affected by waste dumping.

Proteases play an important role in N mineralization 
(Ladd & Jackson 1982). Urease and protease hydrolyse 
nitrogen compounds to ammonium using urea and low 
molecular weight protein substrates respectively (Garcia-
Gill et al. 2000). Protease activity occurs partly in the soil 
as a humocarbohydrate complex (Mayaudon et al. 1975, 
Bastistic et al. 1980), from arable soil (Ladd 1972, Mayaudon 
et al. 1975, Hayano et al. 1987), from solid municipal waste 
compost (Rad et al. 1995) and forest or permanent grassland 
soils (Nannipieri et al. 1980, 1982, 1985). In the present 
study protease activity ranged from 0.177 to 0.580 mg/g/hr, 
0.091 to 0.563 mg/g/hr at LES and PES soils respectively. 
Among the three study sites, the LES soil showed increasing 
protease activity due to more quantity of leachate washings. 
The present observations along with the earlier observations 
(Ross 1977, Mishra et al. 1979, 1988, Mohanty & Padhan 
1992) suggest that variation in soil protease activity might 
be due to the changes in soil physicochemical properties and 
microbial biomass. 

The amylase activity at LES and PES sites ranged from 
0.091-0.550 mg/g/hr, 0.056 to 0.520 mg/g/hr respectively. 
Amylase activity was reported to be high at LES soil. 
Variations in amylase activity were observed among the LES 
and PES soils due to differential leachate washings. Galstyan 
(1965), Ross & Roberts (1970), Cortez et al. (1972), Mishra 
et al. (1984) and Mishra & Pradhan (1987) observed seasonal 

variations in soil amylase activity. 

The invertase activity of LES soil ranged from 0.01 to 
0.71 mg/g/hr and PES soil ranged from 0.01 to 0.36 mg/g/hr. 
The findings indicate that invertase activity varied season-
ally (Raguotis 1967, Cortez et al. 1972, Mishra et al. 1984, 
Mishra & Pradhan 1987). In the present study, invertase 
activity showed a significant correlation with organic carbon  
(Vekhrer & Shamshieva 1968, Kiss et al. 1971, Mishra et 
al. 1979).

Cellulase activity of LES and PES soils ranged from 
0.007 to 0.056 mg/g/hr, 0.009 to 0.060 mg/g/hr respectively. 
The cellulase activity was reported to be high at LES and 
PES soil over control. However, the LES and PES site soils 
showed significant variations. Mishra et al. (1984) observed 
seasonal variations in cellulase activity in some tropical 
grassland soils and related the variation in cellulase activ-
ity to the variation in cellulase secreting microorganisms. 
Hence, the seasonal variation in cellulase activity may be 
due to variation in microbial populations, vegetation and 
physicochemical factors operating in a particular ecosystem. 

Correlation among enzymatic activities in the field: 
The majority of the enzymes were found to be involved in 
microbial oxidoreductase metabolism. The activity of such 
enzymes depends on the metabolic state of the soil biota. 
Dehydrogenase and amylase were found to be significantly 
correlated with soil microbial biomass in both the LES and 
PES soils. This indicates that dehydrogenase and amylase 
activity could be a good indicator of soil microbial activity 
in MSW exposed soils (Garcia et al. 1994b). A significant 
increase in dehydrogenase and amylase activity occurred in 
LES and PES sites than control soil. This is due to the presence 
of high amounts of humidified organic matter in MSW which 
is more resistant to microbial mineralization (Garcia-Gill et 
al. 2000). Tam (1998) reported that dehydrogenase activity in 
soils receiving wastewater was similar to control throughout 
the experiment suggesting that the activity was not affected by 
the addition of wastewater containing heavy metals. 
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Fig. 5: Min, Max and Mean values of amylase, invertase and cellulase activity of PES 
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Fig. 6: Min, Max and Mean values of dehydrogenase, alkaline phosphatase and protease 

activity of CS. 
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Fig. 7: Min, Max and Mean values of amylase, invertase and cellulase activity of CS. 
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Protease activity was higher in both LES and PES sites. 
This may be due to the presence of a high concentration of 
metabolites such as NH4 (Konig et al. 1966) as a consequence 
of the mineralization process in soil. Changes in soil phos-
phatase activity, which play an essential role in the miner-
alization of organic phosphorus were also observed in both 
LES and PES sites and exhibited an increase in the enzyme 
activity. Alkaline phosphatase was significantly correlated 
with protease (P< 0.005). Generally, this enzyme is activated 
when there is low phosphorus availability in soils. 

CONCLUSION

All the enzymes have shown a higher activity with MSW 
leachate washings. This result may be explained by the im-
proved soil aeration and soil porosity. The strong bonding of 
enzymes to soil colloids also may protect the enzyme from 
denaturation. The leachate had not shown any significant 
effect on the organic carbon content, microbial biomass 
and enzymatic activities. The reason for the harmfulness of 
both LES and PES is the leachates that increase in the soil 
pH which inhibits metal toxicity and converts ammoniacal 
nitrogen into non-ionized ammonia. Overall, our results 
have shown that the MSW and the leachate washings have 
not shown any significant inhibitive effect on soil biological 
and biochemical properties.
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ABSTRACT

Tyrosinase is a ubiquitous enzyme found in most pigmented animals. In the present study, the 
tyrosinase enzyme was isolated and purified from Sepiella inermis ink and its application in phenolic 
compounds removal from aqueous solution. The presence of the tyrosinase in the S. inermis ink was 
read at 280nm and the crude enzyme was purified by dialysis, ion exchange chromatography, and 
high-performance liquid chromatography (HPLC). The molecular weight of the purified enzyme was 
revealed as 30kDa through the SDS-PAGE analysis with 12% polyacrylamide gel. The optimum pH and 
temperature of the enzyme were found to be 6°C and 55°C respectively. The tyrosinase enzyme was 
immobilized with sodium alginate for the removal of phenolic contaminants in water. The accelerator 
with efficiency removed the phenols from the solution at intervals within a few hours. Hence, this study 
indicated that the isolated tyrosinase enzyme of S.inermis ink acts as an accelerator and could be used 
for the removal of hazardous phenol substances from wastewaters.   

INTRODUCTION

Phenol and its derivatives are released as contaminants from 
different industrial activities. It is no less than two-thirds of 
phenols formed worldwide are engaged in the chemical syn-
thesis of bisphenol A and phenolic resins (Palma et al. 2010). 
Apart from colouring and conferring smell to water these 
phenols and their derivatives are proven toxic substances for 
aquatic creatures even at mild concentrations (5-25mg/mL). 
Being toxic to aquatic organisms it is necessary to remove 
these kinds of pollutants from wastewaters. The available 
techniques such as recovery and destruction and among the 
later are being the biological treatments (Palma et al. 2010). 
These biological methods are considered to be competitive 
which can able to meet quality standards in a cost-effective 
manner (Zilli et al. 2010). 

Tyrosinase is the enzymes proven polyphenol oxidizer 
ubiquitously distributed in several living beings that act as a 
catalyst using O2 as an oxidant monophenols hydroxylation 
to o-diphenols and subsequent dehydrogenation of o-diphe-
nols to o-quinones. (Halaouli et al. 2016). Huge innovation 
exists by means of underutilized waste and its by-products to 
build new healthy products for consumers (Fatimah & Rabeta 
2018). Squid, cuttlefish, and octopus are major seawater 
catch other than fishes and prawns. These organisms are 

grouped under the phylum of invertebrate known as Mollusca 
and the family of Cephalopoda (Fatimah & Rabeta 2018). 

In the connection cephalopod, ink is native stuff dis-
charged by cephalopods from their ink sac when they try 
to get away from predators (Hossain et al. 2018). This ink 
is produced from the secretion of two glands and at the 
end process of maturation in a viscous colourless medium 
(Liu et al. 2011). This by-product can be a possible source 
of good quality bioactive compounds (Vate & Benjukul 
2017). Apart from that squid is an excellent food source for 
zinc and manganese and high in copper, selenium, vitamin 
B12, and riboflavin. There is an ever-increasing demand 
for different enzymes in current industries. Besides, despite 
the outstanding advancement in chemistry, there is yet no 
efficient reagent for synthesizing some chemical substances. 

One such best example is ortho-hydroxylation of phenolic 
compounds. This reaction happens in the majority organisms 
and ends up information for necessary organic chemistry like 
neurotransmitters of Bendopa family, coumestrol, polyphe-
nolic acids (Haghbeen et al. 2004). Squid ink is used as an 
additive in food processing. It consists of melanin granules 
in a viscous colourless medium (Russo et al. 2003). Besides, 
this squid ink is also applicable for anti-tumour activity, 
antimicrobial property, phenol removal property, and skin 
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rejuvenation property. So this study aimed at the isolation 
of tyrosinase from squid ink and its phenol removal activity 
from aqueous for the benefit of the environment. 

MATERIALS AND METHODS 

Sample Collection and Processing

The cephalopod species S. inermis was collected from 
Mudasal Odai landing centre, Tamilnadu coast, India and 
brought to the laboratory. All the collected species were 
washed thoroughly twice with distilled water. The squids 
were dissected and ink glands were removed from the 
viscera. 

Isolation of Cuttlefish Ink

The ink glands were placed in clean plastic containers 
before placing them into the freezer (-20°C). The ink duct, 
each weighing 800mg, was cut with sterile scissors, gently 
squeezed; milked ink was collected and stored at 4°C.  The 
frozen ink was kept in the freeze dryer (-60°C), (Delvac, 
Chennai, India) for the lyophilization process.  The freeze-
dried ink kept in an airtight plastic container and then covered 
with aluminium foil to prevent light penetration (Fatimah & 
Rabeca 2018). The dried samples were stored in a freezer at 
-20°C before further analysis. 

Extraction of Tyrosinase

The ink sample was lyophilized and obtained as a black 
powder. The pH was determined with a pH meter (Neifar 
et al. 2008). This powder was extracted with 40 volumes 
of 0.1 M tris-HCl buffer. Then it was centrifuged at 18,000 
rpm for 30 min at 4°C to remove the melanin using a refrig-
erated centrifuge (Vate 2017). The pellet was removed and 
the supernatant was dialyzed against distilled water at 4°C 
for 48 h and then lyophilized to obtain an off grey powder 
(270 mg). This powder was re-dissolved in normal saline 
and used for further studies. 

𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑜𝑜𝑡𝑡𝑌𝑌𝑡𝑡𝑡𝑡𝑡𝑡𝑌𝑌 (%) = 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑜𝑜𝑡𝑡𝑊𝑊𝑡𝑡𝑡𝑡𝑡𝑡𝑊𝑊 𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑊𝑊𝑡𝑡𝑊𝑊𝑜𝑜
𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑊𝑊𝑡𝑡𝑖𝑖 𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑊𝑊𝑡𝑡𝑊𝑊𝑜𝑜 ×  100 …(1) 

Dialysis 

Activation of the membrane (cellulose membrane) was performed as follows. 100 mL of distilled 

water was kept boiling for 30 min. Dialysis membrane (HiMedia) was placed in water for 10 min. 

Finally, the membrane was transferred to freshwater. The sample was dialyzed against distilled 

water for 42 hours at 4°C. The dialyzed sample was lyophilized to obtain a grey powder (Roy et 

al. 2014).  

Ion Exchange Chromatography Purification of Tyrosinase  

5 g of crude extract powder was dissolved in 20mL of 0.5M Tris-HCl buffer (pH 6.8), the solution 

was applied to a column (1.6 × 38 cm) of DEAE Cellulose (HiMedia) equilibrated with the same 

buffer, and then the column was eluted with a stepwise gradient of 0.05, 0.1, and 0.5 M in the same 

buffer at a flow rate of 1mL/min. Fractions of 5 mL were collected and analysed for tyrosinase 

activity (Naroaka 2000). Each fraction was examined under a UV spectrophotometer.  

Effect of pH and Temperature on Enzyme Activity 

The effect of temperature on tyrosinase activity was measured in standard assay conditions. 

Activity assay was performed at different pH and temperatures and the UV absorbance was 

measured at 475 nm (Neifar et al. 2012). The optimum temperature for enzyme activity was 

determined by incubating the standard reaction mixture at temperatures ranging from 35°C to 

65°C. The activity of tyrosinase was evaluated at different pH values in the range between pH 3 

and 10 under assay conditions and the amount of tyrosinase was determined (Zaidi et al. 2015). 

Buffers used were Tris-glycine (pH 3.0-10.0).  

Molecular Weight Determination of Tyrosinase using SDS-PAGE 

 SDS-PAGE was done with 12% polyacrylamide gel using Tris-glycine buffer (pH 8.3). The crude 

and purified enzyme was loaded onto a denaturing polyacrylamide gel and compared with standard 

tyrosinase. The gel preparation method was carried out by referring to Laemlli (1970). The protein 

patterns of tyrosinase were analysed using sodium dodecyl sulphate-polyacrylamide gel 

electrophoresis (SDS-PAGE). Tyrosinase samples (0.5 mg/2µL) were dissolved in 0.05M tris-HCl 
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Dialysis

Activation of the membrane (cellulose membrane) was 
performed as follows. 100 mL of distilled water was kept 
boiling for 30 min. Dialysis membrane (HiMedia) was placed 
in water for 10 min. Finally, the membrane was transferred to 
freshwater. The sample was dialyzed against distilled water 
for 42 hours at 4°C. The dialyzed sample was lyophilized 
to obtain a grey powder (Roy et al. 2014). 

Ion Exchange Chromatography Purification of 
Tyrosinase 

5 g of crude extract powder was dissolved in 20mL of 
0.5M Tris-HCl buffer (pH 6.8), the solution was applied 
to a column (1.6 × 38 cm) of DEAE Cellulose (HiMedia) 
equilibrated with the same buffer, and then the column was 
eluted with a stepwise gradient of 0.05, 0.1, and 0.5 M in 
the same buffer at a flow rate of 1mL/min. Fractions of 
5 mL were collected and analysed for tyrosinase activity 
(Naroaka 2000). Each fraction was examined under a UV 
spectrophotometer. 

Effect of pH and Temperature on Enzyme Activity

The effect of temperature on tyrosinase activity was mea-
sured in standard assay conditions. Activity assay was 
performed at different pH and temperatures and the UV 
absorbance was measured at 475 nm (Neifar et al. 2012). The 
optimum temperature for enzyme activity was determined 
by incubating the standard reaction mixture at temperatures 
ranging from 35°C to 65°C. The activity of tyrosinase was 
evaluated at different pH values in the range between pH 
3 and 10 under assay conditions and the amount of tyrosi-
nase was determined (Zaidi et al. 2015). Buffers used were 
Tris-glycine (pH 3.0-10.0). 

Molecular Weight Determination of Tyrosinase using 
SDS-PAGE

 SDS-PAGE was done with 12% polyacrylamide gel using 
Tris-glycine buffer (pH 8.3). The crude and purified enzyme 
was loaded onto a denaturing polyacrylamide gel and com-
pared with standard tyrosinase. The gel preparation method 
was carried out by referring to Laemlli (1970). The protein 
patterns of tyrosinase were analysed using sodium dodecyl 
sulphate-polyacrylamide gel electrophoresis (SDS-PAGE). 
Tyrosinase samples (0.5 mg/2µL) were dissolved in 0.05M 
tris-HCl buffer (pH 7.2) and mixed with the sample buffer 
(0.5 M tris-HCl, pH 6.8 containing 4% (w/v) SDS, 20% 
(v/v) glycerol) with 10% (v/v) b-mercaptoethanol (b-ME), 
using the sample to sample buffer ratio of 1:1(30:30µL) 
(v/v). Samples were loaded onto a polyacrylamide gel made 
of 12% running gel and 4% stacking gel and subjected to 
electrophoresis at a constant current of 20mA per gel, using 
a mini-protein II unit (Bio-Rad Laboratories Inc., Richmond, 
CA, USA). After electrophoresis, the gel was stained with 
silver staining.  

Preparative-RP-HPLC Purification of Tyrosinase

The culture free supernatant was analysed by high-perfor-
mance liquid chromatography (Shimadzu, Japan) using C18 
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column (Luna 5µ, Phenomenex 250mm × 4.6mm). The 
HPLC gradient program was starting at 8% solvent B and 
holding for 1 min, then ramping to 75% solvent B in 20 min, 
holding at 75% solvent B for 10 min, backing to 8% solvent 
B in 1 min and holding at 8% solvent B for 5min. Solvent A 
was 98:2 (v/v) water: methanol with 0.1% acetic acid, and 
solvent B is 10:90 (v/v) water: methanol with 0.1% acetic 
acid. The HPLC analysis was performed at a flow rate of 
1.0mL/min (Roy et al. 2014).

Phenol Removal from Aqueous Environment by Using 
Immobilized Tyrosinase Enzyme

All phenol enzymatic removal experiments were carried 
out with constant stirring. The reaction mixture consists 
of 250mL aqueous phenol solution and crude extract with 
different tyrosinase concentrations (Kameda et al. 2006) 
with immobilization of tyrosinase in sodium alginate beads. 
The partially purified enzyme solution was mixed with a 
sodium alginate solution in a 2:1 ratio. The mixture was 
added dropwise into calcium chloride (0.2M) solution with 
shaking at 4°C. The beads were allowed to wash with distilled 
water followed by a phosphate buffer of pH 7 (Anwar et al. 
2009). The immobilized beads of 20mL of enzymes were 
prepared and exposed to various concentration of phenol in 
water. The phenol concentration varied from 1mM to 5mM. 
The concentration of phenol that remained was estimated by 
Folin- Ciocalteu reagent after every half an hour. The phenol 
concentration was determined for each set of concentration 
to 4h (Roy et al. 2014). 

RESULTS AND DISCUSSION

Yield Calculation  

The yield calculation was estimated for 20g of ink duct which 
yields 2g of ink like grey powder. The yield of ink powder 
was found to be 10% (w/w). The yield of tyrosinase was  
estimated as 4.18% on the dry weighted basis (w/w). The 
yield calculation was determined for 2g of lyophilized cut-
tlefish ink powder extracted by tris-HCL and then tyrosinase 
was isolated from the ink and the yield was calculated as 
80.25mg. In a study conducted by Roy et al. (2014) the net 
yield of the tyrosinase enzyme was determined as 50.69% 
from marine actinobacteria. The value of fat content in squid 
ink powder is slightly higher compared with raw squid which 
was about 1.0 to 2.0%, where the value considered lowest 
among all types of seafood (Okuzumi & Fujii 2000). 

Anion-Exchange Chromatography Purification of 
Tyrosinase 

The eluted fractions obtained by tris-HCL buffer with 

different concentrations of 0.05M, 1M, 1.5M through DEAE 
cellulose column and 0.05M was collected which showed 
high tyrosinase content. These results are illustrated in Fig. 
1. The collected fraction was obtained as a grey colour 
powder. Purification is usually achieved by filtration, 
centrifugation, and precipitation and also by chromatographic 
techniques such as ion exchange, gel permeation, and 
affinity chromatography. According to Zaidi et al. (2015), 
the button mushroom of tyrosinase enzyme was purified  
under Sephadex G-100 column further with the ion  
exchange chromatography using DEAE-Cellulose column 
(20 × 1cm). 

Effect of pH and Temperature on Tyrosinase

Tyrosinases with various physicochemical features have 
been reported from various organisms. These enzymes 
generally have a pH optimum in the neutral or slightly acidic 
range. The results revealed that pH 6.0 was the optimal 
pH for tyrosinase from S. inermis (Fig. 2) using Tris-HCl  
buffer. Our results also demonstrated that tyrosinase  
retained about 65 % of its activity after storing at pH 7.0 
for 24 h. This means tyrosinase of S.inermis had higher  
pH stability over a wide range of pH values. The  
influence of pH on tyrosinase activity in crude melanin- 
free ink was studied in the range of pH 3 to 12 using  
citric acid/sodium phosphate buffer at 0.1M (Neifar et al. 
2012).

The purified tyrosinase was active at a wide range of 
temperature from 30°C to 65°C with an optimal at 55° C 
and holding 35% of tyrosinase activity at 55°C, but it lost its 
activity at 60°C (Fig. 3). Our results were in agreement with 
the optimum temperature for tyrosinase activity obtained from 
S. officinalis and the enzyme was sustained at 55°C (Neifar 
et al. 2012). It has been reported that the stability toward the 
temperature of squid tyrosinase activity of the cephalopod 
mollusc Illex argentinus was stable up to 30°C and complete 
inactivation was observed at 70°C (Naraoka et al. 2003). 

RESULTS AND DISCUSSION 

Yield Calculation   

The yield calculation was estimated for 20g of ink duct which yields 2g of ink like grey powder. 

The yield of ink powder was found to be 10% (w/w). The yield of tyrosinase was estimated as 

4.18% on the dry weighted basis (w/w). The yield calculation was determined for 2g of lyophilized 

cuttlefish ink powder extracted by tris-HCL and then tyrosinase was isolated from the ink and the 

yield was calculated as 80.25mg. In a study conducted by Roy et al. (2014) the net yield of the 
tyrosinase enzyme was determined as 50.69% from marine actinobacteria. The value of fat 

content in squid ink powder is slightly higher compared with raw squid which was about 1.0 to 

2.0%, where the value considered lowest among all types of seafood (Okuzumi & Fujii 2000).  

Anion-Exchange Chromatography Purification of Tyrosinase  

The eluted fractions obtained by tris-HCL buffer with different concentrations of 0.05M, 1M, 1.5M 

through DEAE cellulose column and 0.05M was collected which showed high tyrosinase content. 

These results are illustrated in Fig. 1. The collected fraction was obtained as a grey colour powder. 

Purification is usually achieved by filtration, centrifugation, and precipitation and also by 

chromatographic techniques such as ion exchange, gel permeation, and affinity chromatography.  

According to Zaidi et al. (2015), the button mushroom of tyrosinase enzyme was purified under 

Sephadex G-100 column further with the ion exchange chromatography using DEAE-Cellulose 

column (20 × 1cm).  

 

Fig. 1: Purification of tyrosinase using anion-exchange chromatography.  
Fig. 1: Purification of tyrosinase using anion-exchange chromatography. 
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Effect of pH and Temperature on Tyrosinase 

Tyrosinases with various physicochemical features have been reported from various organisms. 

These enzymes generally have a pH optimum in the neutral or slightly acidic range. The results 

revealed that pH 6.0 was the optimal pH for tyrosinase from S. inermis (Fig. 2) using Tris-HCl 

buffer. Our results also demonstrated that tyrosinase retained about 65 % of its activity after storing 

at pH 7.0 for 24 h. This means tyrosinase of S.inermis had higher pH stability over a wide range 

of pH values. The influence of pH on tyrosinase activity in crude melanin-free ink was studied in 

the range of pH 3 to 12 using citric acid/sodium phosphate buffer at 0.1M (Neifar et al. 2012). 

The purified tyrosinase was active at a wide range of temperature from 30°C to 65°C with 

an optimal at 55° C and holding 35% of tyrosinase activity at 55°C, but it lost its activity at 60°C 

(Fig. 3). Our results were in agreement with the optimum temperature for tyrosinase activity 

obtained from S. officinalis and the enzyme was sustained at 55°C (Neifar et al. 2012). It has been 

reported that the stability toward the temperature of squid tyrosinase activity of the cephalopod 

mollusc Illex argentinus was stable up to 30°C and complete inactivation was observed at 70°C 

(Naraoka et al. 2003).  

 

Fig. 2: Optimum pH of Tyrosinase from S. inermis. 
Fig. 2: Optimum pH of Tyrosinase from S. inermis.

               

Fig. 3: Optimum temperature of Tyrosinase from S. inermis. 

HPLC Analysis of Tyrosinase from S.inermis 

The HPLC chromatogram of the partially purified enzyme showed a double peak at retention times 

of 7.897 and 12.214 mins. In which the major peak at Rt 7.897 corresponds to the tyrosinase were 

confirmed with the standard tyrosinase enzyme. The HPLC analysis of the partially purified 

tyrosinase enzyme with phosphate buffer as mobile phase revealed a single intense peak which 

confirmed the purity of the enzyme (Dolashki et al. 2009). Hence the present study revealed that 

the solvent was also used as a mobile phase in the HPLC purification of the enzyme. Fig.4 & 5 

represents the standard, purified tyrosinase chromatogram, and contour view.  

 

Fig. 4: HPLC chromatogram and contour view for standard Tyrosinase. 

Fig. 3: Optimum temperature of Tyrosinase from S. inermis.

               

Fig. 3: Optimum temperature of Tyrosinase from S. inermis. 
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of 7.897 and 12.214 mins. In which the major peak at Rt 7.897 corresponds to the tyrosinase were 

confirmed with the standard tyrosinase enzyme. The HPLC analysis of the partially purified 

tyrosinase enzyme with phosphate buffer as mobile phase revealed a single intense peak which 

confirmed the purity of the enzyme (Dolashki et al. 2009). Hence the present study revealed that 

the solvent was also used as a mobile phase in the HPLC purification of the enzyme. Fig.4 & 5 

represents the standard, purified tyrosinase chromatogram, and contour view.  

 

Fig. 4: HPLC chromatogram and contour view for standard Tyrosinase. 
Fig. 4: HPLC chromatogram and contour view for standard Tyrosinase.

 

Fig. 5: HPLC chromatogram and contour view for purified Tyrosinase from S.inermis. 

SDS PAGE of Tyrosinase 

The purity of the enzyme and to determine the molecular weight, electrophoresis is performed 

using denaturing polyacrylamide gel electrophoresis. The molecular weight of the purified enzyme 

was determined as 30kDa, analysed by SDS PAGE. Fig. 6 shows the single band, which denotes 

the presences of tyrosinase when compared with standard tyrosinase from the mushroom. 

Likewise, Roy et al. (2014) revealed the same range of molecular weight enzyme through SDS-

PAGE analysis by the presence of a single protein band that corresponds to approximately 30 kDa.  

 

Fig. 6: SDS-PAGE for the purified and crude sample. 

Phenol Removal Activity of purified tyrosinase  

Fig. 5: HPLC chromatogram and contour view for purified Tyrosinase from S.inermis.



653TYROSINASE FROM SEPIELLA INERMIS AND ITS PHENOL REMOVAL ACTIVITY   

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

HPLC Analysis of Tyrosinase from S.inermis

The HPLC chromatogram of the partially purified enzyme 
showed a double peak at retention times of 7.897 and 12.214 
mins. In which the major peak at Rt 7.897 corresponds to the 
tyrosinase were confirmed with the standard tyrosinase en-
zyme. The HPLC analysis of the partially purified tyrosinase 
enzyme with phosphate buffer as mobile phase revealed a 
single intense peak which confirmed the purity of the enzyme 
(Dolashki et al. 2009). Hence the present study revealed that 
the solvent was also used as a mobile phase in the HPLC 
purification of the enzyme. Fig.4 & 5 represents the standard, 
purified tyrosinase chromatogram, and contour view. 

SDS PAGE of Tyrosinase

The purity of the enzyme and to determine the molecular 
weight, electrophoresis is performed using denaturing po-
lyacrylamide gel electrophoresis. The molecular weight of 

the purified enzyme was determined as 30kDa, analysed by 
SDS PAGE. Fig. 6 shows the single band, which denotes 
the presences of tyrosinase when compared with standard 
tyrosinase from the mushroom. Likewise, Roy et al. (2014) 
revealed the same range of molecular weight enzyme through 
SDS-PAGE analysis by the presence of a single protein band 
that corresponds to approximately 30 kDa. 

Phenol Removal Activity of Purified Tyrosinase 

The amount of total phenol was determined with the Fo-
lin-Ciocalteau reagent. Phenolic compounds are a class of 
antioxidant agents that acts as free radical terminators. The 
immobilized enzyme provides improved resistance to altera-
tion in conditions such as temperature or pH. In such a condi-
tion, enzymes remain held in position throughout the reaction 
which leads to easy separation from product, reusability and 
continuous operation. It is an efficient technique that is being 
used in industry for enzyme-catalysed reactions. In regards to 
enzymatic water treatment, immobilized tyrosinase showed 
better efficiency in terms of reusability, stability and longer 
viability (Bevilaqua et al. 2002, Molina et al. 2003, Kameda 
et al. 2006). The immobilization of tyrosinase improved the 
thermal stability and the gel-entrapped tyrosinase was almost 
entirely preserved from proteolysis maintaining more than 
80% of its activity (Crecchio et al. 1995). The use of cheaper 
supports for the preparation of immobilized enzyme for such 
applications is always considered necessary. Hence, sodium 
alginate was used to immobilize the enzyme to remove 
phenol from the aqueous solution. Tyrosinase can oxidize 
a wide range of polyphenolic and phenolics components 
to their related nontoxic quinones and hence this enzyme 
has been utilized to remove hazardous and toxic phenolic 
contaminants from effluent and wastewater (Robb 1995). In 
the present study, the partially purified enzyme was immo-

 

Fig. 5: HPLC chromatogram and contour view for purified Tyrosinase from S.inermis. 

SDS PAGE of Tyrosinase 

The purity of the enzyme and to determine the molecular weight, electrophoresis is performed 

using denaturing polyacrylamide gel electrophoresis. The molecular weight of the purified enzyme 

was determined as 30kDa, analysed by SDS PAGE. Fig. 6 shows the single band, which denotes 

the presences of tyrosinase when compared with standard tyrosinase from the mushroom. 

Likewise, Roy et al. (2014) revealed the same range of molecular weight enzyme through SDS-

PAGE analysis by the presence of a single protein band that corresponds to approximately 30 kDa.  

 

Fig. 6: SDS-PAGE for the purified and crude sample. 

Phenol Removal Activity of purified tyrosinase  

Fig. 6: SDS-PAGE for the purified and crude sample.

 

Fig. 7: Phenol removal activity under various concentrations of 1mM to 5mM. 

CONCLUSION 

The marine cephalopod Sepialla inermis was found to be the gifted producer of tyrosinase as well 

as the potent remover of phenol from aqueous solution. The enzyme was found to be stable even 

at high temperature, pH and it is also having high enzymatic activity and greater stability than the 

mushroom tyrosinase enzyme. Immobilized tyrosinase enzyme from Sepialla inermis can act as a 

promising technique for phenol removal from wastewater along with maintaining high stability of 

the enzyme. Hence, it can be concluded that the tyrosinase enzyme from thiscephalopod can be 

potentially used in industries to remove phenol from wastewater. Further studies on this particular 

enzyme can lead to producing a new skin lightening cream and could be used for 

hyperpigmentation as well in near future.  
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bilized in sodium alginate to remove the phenol from the 
water. The efficiency came around 48% which showed a 
better result (Anwar et al. 2009), where the efficiency of 
the immobilized protease enzyme was found to be 45%. 
Thus the phenol removal activity was done through several 
concentrations of phenolic assays by using the immobilized 
beads. The immobilized enzyme was exposed to various 
concentration of phenol ranging from 1mM to 5mM for a 
period of 4 h which resulted in the reduction in the concen-
tration of phenol with an increase in exposure time shown 
in Fig. 7. The reduction of phenolic components was a 
function of exposure time. There was a gradual decrease 
in the percentage of phenol removal from 1mM of phenol 
to 5mM of phenol. The result of phenol removal showed 
a slight similarity with the work of Shesterenko et al. 
(2012). Whereas Maurya & Singh (2010) estimated that 
the number of total phenolics in extracts was determined 
with the Folin- Ciocalteu reagent. Gallic acid was used as 
a standard and the total phenolics were expressed as mg/g 
gallic acid equivalents (GAE). Concentration of 0.01, 0.02, 
0.03, 0.04 and 0.05 mg/ml of gallic acid were prepared in 
methanol. Thus total phenolic content can be determined.

CONCLUSIONS

The marine cephalopod Sepialla inermis was found to be 
the gifted producer of tyrosinase as well as the potent re-
mover of phenol from aqueous solution. The enzyme was 
found to be stable even at high temperature, pH and it is 
also having high enzymatic activity and greater stability 
than the mushroom tyrosinase enzyme. Immobilized tyrosi-
nase enzyme from Sepialla inermis can act as a promising 
technique for phenol removal from wastewater along with 
maintaining high stability of the enzyme. Hence, it can be 
concluded that the tyrosinase enzyme from thiscephalopod 
can be potentially used in industries to remove phenol from 
wastewater. Further studies on this particular enzyme can 
lead to producing a new skin lightening cream and could 
be used for hyperpigmentation as well in near future. 
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ABSTRACT

The green synthesis of metal oxide nanoparticles is an eco-friendly, rapid, and cost-effective development 
of novel technologies. The catalyst of nickel oxide (NiO) nanoparticles has been synthesized by the 
green route’s method using Lantana camara Linn and nickel chloride. It was found that plant-mediated 
synthesis of nickel oxide nanoparticles can greatly enhance the antibacterial and photocatalytic activity 
at very low concentrations. The synthesized plant-mediated NiO nanoparticle was characterized by the 
structural and optical properties, morphology, and composition of NiO nanoparticles (NPs) with the help 
of various techniques such as Ultra Violet (UV) spectroscopy, Fourier Transform Infrared Spectroscopy 
(FTIR), Scanning Electron Microscopy (SEM), X-ray Diffraction (XRD), Particle Size Analyzer (PSA), 
Fluorescence Spectroscopy (FL) and the photocatalytic activity studies were investigated. The 
antimicrobial activity was carried out against Gram-positive and Gram-negative bacteria and NiO NPs 
showed inhibitory activity in both strains of bacteria with excellent selectivity against Gram-positive 
bacteria.  

INTRODUCTION

Nanoparticles (NPs) are a cluster of atoms having at least 
one dimension in the size range of 1-100 nm. Owing to their 
unique optical, magnetic, catalytic, and electrical properties, 
they have potential applications in various fields. The 
physicochemical properties of NPs are different as compared 
to those of their bulk counterparts because the surface area to 
volume ratio increases and quantum effects become dominant 
as the size decreases. The increase in surface area to volume 
ratio alters the mechanical, catalytic, and thermal properties 
of the material (Muhammad et al. 2016). There are several 
methods for creating nanoparticles, including attrition, 
pyrolysis, hydrothermal synthesis, and green synthesis. The 
most common methods are solvothermal, co-precipitation 
method, bottom-up and top-down synthesis, sol-gel synthesis 
method, green synthesis, and chemical synthesis method 
(Joerger et al. 2011). Green synthesis is a cost-effective 
system and eco-friendly system (Morton et al. 2016). Green 
synthesis is used in various for different applications and it 
is used in day-to-day life. Green synthesis of nanoparticles 
is a cost-effective and eco-friendly system with the added 
advantage of stabilizing the formed NPs as plant secondary 
metabolites besides acts as synthetic agents as well as a 
capping agent. Plant-mediated synthesis of nanoparticles is 

a green chemistry approach that connects nanotechnology 
with plants. Plants are nature’s chemical factories (Mariam 
et al. 2014). As the green synthesized nanoparticles are 
smaller in their small size, they can penetrate small capillaries 
and are taken up by the cells, which allow efficient drug 
accumulation at the target (Laokul et al. 2009). Moreover, 
NPs synthesized by using green chemistry have no or low 
cytotoxicity as compared to other chemically synthesized 
NPs which makes them an efficient carrier of drugs for in 
vivo drug delivery applications. Lantana camara Linn (L. 
camara) is a popular ornamental and garden plant that grows 
up to 2-4 meters in height, with several flower colours such 
as yellow, red, pink, and white. It also grows naturally at 
roadsides or riversides up to the elevation of 2,000 meters 
in tropical and subtropical temperature regions. The leaves 
of the plant are used in the treatment of tumours, tetanus, 
rheumatism, malaria, etc., and it is used in the antiseptic and 
carminative properties have also been reported (Ganjewala 
et al. 2009, Raju 2000 & Ghisalberti 2000). In the past 
few decades, metal oxide nanoparticles have been gaining 
momentum among researchers. One of the most extensively 
used transition metal oxides is Nickel oxide (NiO) which 
has a wide bandgap and various applications. They 
encompass catalysis, lithium-ion batteries, smart windows, 
antiferromagnetic film, dye-sensitized photocathodes, 
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photocatalysis, antimicrobial activity, thermal conductivity, 
and field emission studies. Different kinds of researches 
were undertaken in NiO NPs prepared by cost-effective and 
eco-friendly methods that have been used to evaluate their 
antimicrobial activity and for photocatalytic degradation of 
rhodamine B. The antibacterial activity of such nanoparticles 
depends on their stability, size, and concentration added to 
the bacterial growth medium since this provides greater 
retention time for interaction of bacterium nanoparticles 
(Alamelu et al. 2015 & Azam et al. 2012).  

In this work, for the first time, we have synthesized nickel 
oxide nanoparticles using Arabic gum, and nickel chloride 
as the nickel source, and water as solvent by sol-gel process, 
without any surfactant and reducing agent, as a cheap and 
eco-friendly approach to nature. This method has many 
advantages such as nontoxic, versatile, low cost, and could 
be used to synthesize other metal oxides. The influence of 
calcination time on structure, morphology, composition, 
and photoluminescence property of NiO nanoparticles was 
investigated in detail and antimicrobial activity of NiO 
nanoparticles is tested against bacterial species using the 
disc diffusion method.

MATERIALS AND METHODS

The Lantana camara leaves were collected from the Tenkasi 
area which is near to the Western Ghats region. Nickel chlo-
ride (NiCl2.6.H2O) was purchased from Daijung (Darmstadt, 
Korea) and used without further purification.

Synthesis of Leaf Extract

The Lantana camara leaves were dried for one day under 
the shadow and are thoroughly washed with distilled water 
to remove dust particles and sun-dried to remove moisture 
content and these leaves are cut into small pieces. Then the 
leaves are boiled in distilled water in a flask for 6 hours and 
placed in a water bath at a constant temperature for three 
hours at 400°C. The solution was filtered and finally, 100 
mL of leaf extract was obtained and the extract was filtered 
using Whatman filter paper and finally, the leaf extract was 
obtained.

Synthesis of Nickel Oxide Nanoparticles

The NiCl2 (0.5M) was prepared individually and mixed with 
10 mL of plant extract and kept at room temperature. The 
colour of the solution was changed from light green to brown 
colour indicating the formation of NiO nanoparticles and 
the absorbance of nickel oxide nanoparticles in the solution 
was monitored at different time intervals using UV-visible 
spectroscopy.

Photocatalytic Activity 

The photocatalytic activity of NiO NPs was evaluated on the 
degradation of methylene blue (MB) (Merck, India) in an 
aqueous solution under UV light (125W/m2, Osram) illumi-
nation. A known weight of the catalyst, 0.01g was added to a 
known volume of 0.2 L dye that resulted in a suspension. The 
suspension was stirred for uniform exposure of the catalyst 
to light. The distance between the lamp and the base of the 
beaker under UV illumination was 13 cm. Each experiment 
was conducted every 120 min with a 10 mL sample of a 
liquid drawn every 15 min. The degradation of the dye was 
monitored after the removal of photocatalyst by centrifuga-
tion at 2000 rpm for 30 min. The decreased absorbance was 
measured at regular intervals of time from 0 to 120 min by 
using the Shimadzu UV1650 PC spectrometer.

RESULTS AND DISCUSSION

The synthesized NiO nanoparticles are subjected to var-
ious characterization studies for their structural, optical, 
and magnetic properties such as powder XRD, UV-visible 
spectrometer, FTIR spectrometer, particle size analyser, 
fluorescence spectroscopy, and SEM analysis. The results 
obtained are discussed below.

X-ray Diffraction (XRD)

The peaks seem to be appreciably broad that indicates the 
crystallites of the hydroxide can be in the nanosized range. 
The structural information and crystallinity of NiO NPs 
were prepared using Lantana camara plant extract by green 
synthesis method and are further studied by the XRD pattern 
as shown in Fig. 1. The sharp peaks of NiO NPs are highly 
crystalline. The observed peaks appreciably broad indicat-
ing that the synthesized Nickel hydroxide nanoparticles are 
crystalline with the hexagonal phase. The diffraction peaks 
of NiO NPs at 2q = 37.21°, 43.29°, 62.88° associated with 
the crystal planes (111), (200), (222) were observed (Mal-
likarjuna et al. 2017). The obtained result was well-matched 
with JCPDS No. 1313-99-1. The obtained XRD pattern 
reveals the formation of NiO NPs and showed no other 
peaks present in the XRD data. It is observed that peaks are 
sharp with high intensity for higher calcination time which 
means that bigger particle size may be generated by increas-
ing the calcination time (Rajesh et al. 2010 & Shanaj et al. 
2016). However, it can be observed that, by increasing the 
calcination temperature up to 400°C, the peaks have been 
appreciably sharpened which indicates that the growth in the 
crystallite sizes of NiO has occurred. 

It was confirmed that the purity of the NiO phase. The 
crystalline size of NiO NPs was estimated using the Debye 
Scherrer formula.
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 D = 0.89 l/bcosq    ...(1)

Where D is the average crystal size l is a wavelength of 
the X-ray radiation and b is the full-width half maximum. 
The calculated average of crystalline size was formed to be 
21 nm. The reduced crystalline size may be due to the plant 
extract that can act as the capping agent and reducing agent 
with the NiO NPs. Moreover, it will have a remarkable 
impact on biological activity. 

Fourier Transform Infra-Red Spectroscopy (FT-IR)

Fig. 2 shows the FT-IR spectra of the prepared sample of 
Ni(OH)2 and NiO nanoparticles after calcination at different 
periods. In Fig. 2, a sharp peak at 3637 cm-1 is the charac-
teristic of Ni(OH)2 (Rajesh et al. 2010, Shanaj et al. 2016, 
Motlagh 2011 & Abolanle 2011). The broad absorption band 
centred at 3403 cm-1 is assigned to O-H stretching vibrations 
and the weak band at 1633 cm-1 is attributed to H-O-H 
bending vibration because of absorption of water molecules 
from the air as the sample was synthesized.  Fig. 2 shows 
the FTIR spectra of prepared NiO NPs. The FTIR bands due 
to metal-oxygen occur in the region of 400-4000 cm-1. The 
FTIR shows the peaks at 3480 cm-1, 1650 cm-1, 473 cm-1. 
The intense and wide peak centred at 3480 cm-1 assigned 
to O-H stretching and the peak at 1650 cm-1 corresponds to 
the H-O-H bending mode. The band at around 473 cm-1 is 
attributed to Ni-O bending vibration. These results agree with 
other researches (Wang et al. 2009).  The dislocation density, 
which is a crystallographic defect within a crystal structure 
affects the properties of materials. The bands at 3368 cm-1 
are assigned to O-H stretching vibration and 1585 cm-1 are 
due to O-H-O bending vibration mode because the calcined 
powder tends to absorb water. The bands due to carbonate 
groups and C-O stretching bonds are observed at 1424 cm-

1, 872 cm-1, and 1036 cm-1 respectively. The appearance of 
new bands was observed at 557 cm-1, 405 cm-1 which are 

assigned to Ni-O stretching vibration mode (Rajesh 2010, 
Shanaj 2016 & Motlagh 2011). The broadness of the band 
indicates the nanocrystalline nature of the samples.

Scanning Electron Microscopy

The surface morphological features of synthesized nanopar-
ticles were studied by scanning electron microscope. The 
images were recorded with magnification of 500 and 10000 
as shown in Fig. 3. The results indicate that NiO nanopar-
ticles are hexagonal. We can observe that the particles are 
highly agglomerated. (Mallikarjuna et al. 2019). Further, the 
particles are aggregated with irregular particle morphology 
having a diameter of 1 µm and they are essentially a cluster 
of nanoparticles.

The presence of some larger nanoparticles may be attrib-
uted to the fact that NiO nanoparticles tend to agglomerate 
due to their high surface energy and high surface tension of 
the ultrafine nanoparticles (Muhammad et al. 2016)  

 
Fig. 1: XRD image of NiO Nanoparticle. 
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Ultra Violet Visible Spectroscopy

The UV spectral studies are taken for the NiO nanoparticles 
in regions ranging between 200 and 1200 nm. The absorption 
spectra of plant extract mediated synthesis of NiO nanopar-
ticles in terms of wavelength are shown in Fig. 4. 

The UV spectra show that the absorption peak wave-
length for plant extract mediated synthesis of NiO nano-
particles is around 245 nm. From the absorption spectra, it 
is confirmed that the peak is due to the Nickel oxide nano-
particle present here. The plots of variation of wavelength 
versus absorption for the plant extract mediated synthesis 
NiO nanoparticles are presented (Mallikarjuna et al. 2017 & 
Haque et al. 2009). The UV-visible absorption spectrum of 
the NiO particles obtained at plant extract mediated synthesis. 
A slight shift towards a higher wavenumber is seen for the 
absorption edges by increasing the processing temperature. 
This shift indicates a decrease in the bandgap, which can 
be attributed to an increase in particle size. The increasing 
trends of the bandgap energy upon the decreasing particle 
size is likely due to the defects or vacancies present in the 
intergranular regions generating new energy levels to reduce 
the bandgap energy.

Fluorescence Spectroscopy

The fluorescence spectra of Nickel oxide nanoparticles, 
which are essential in comparing the fluorescence properties. 
Fig. 5 shows the fluorescence spectrum of Nickel oxide na-
noparticles where the peaks are observed at 645 nm, where 
645 nm luminescence peak is based on the near-and-edge 
emission of Nickel oxide nanoparticles (Linsebigler et al. 
1995). 

The fluorescence of the plant-mediated synthesis of 
Nickel oxide nanoparticle exhibited emission peaks at 645 
nm as shown in Fig. 5. The fluorescence spectra were not 

quenched and showed good fluorescence (Helan et al. 2016 
& Dutta et al. 2011). The emission peaks were red-shifted on 
the change of the excitation from 645 nm and the intensity of 
fluorescing spectra was reduced by increasing the excitation 
wavelength (Haque et al. 2009).

Particle Size Analyzer

The Particle Size Distribution (PSA) of plant-mediated 
synthesized Nickel oxide nanoparticles was analysed by 
PSA as shown in Fig. 6. PSA result showed the particle size 
distribution of plant-mediated synthesized by Nickel oxide 
nanoparticles at 10-50 nm. This size proved that the synthe-
sized Nickel oxide nanoparticle using Lantana camara leaf 
extract was in nanoparticle form. Fig. 6 shows the PSA graph 
of plant-mediated synthesis of nickel oxide nanoparticles.

The synthesized plant-mediated Nickel oxide nanopar-
ticle exhibits a mean particle size of 21 nm under dynamic 
light scattering. The crystalline size was calculated from 
PSA is further counter-verified by Powder X-Ray Diffraction 
(PXRD).

 

Fig. 4: UV-visible spectroscopy synthesized peak for NiO nanoparticles. 
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Fig. 6: DLS peaks of Nickel oxide nanoparticles. 

The synthesized plant-mediated Nickel oxide nanoparticle exhibits a mean particle size of 21 nm under dynamic light 

scattering. The crystalline size was calculated from PSA is further counter-verified by Powder X-Ray Diffraction 
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Photocatalytic activity 
Fig. 7 shows the photocatalytic degradation of methylene blue dye molecule using plant-mediated synthesis. Nickel 

oxide nanoparticles are performed at room temperature under UV light at a wavelength of 664 nm. The least peak was 

noticed at 650 nm indicates the decreased level of methylene blue (MB) dye molecule with increasing UV exposure 

time that denotes the degradation of dye molecule at UV-irradiation.  

Fig. 6: DLS peaks of Nickel oxide nanoparticles.
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Photocatalytic Activity

Fig. 7 shows the photocatalytic degradation of methylene 
blue dye molecule using plant-mediated synthesis. Nickel 
oxide nanoparticles are performed at room temperature 
under UV light at a wavelength of 664 nm. The least peak 
was noticed at 650 nm indicates the decreased level of 
methylene blue (MB) dye molecule with increasing UV 
exposure time that denotes the degradation of dye molecule 
at UV-irradiation. 

This shows 85% of the degradation rate of dye molecule 
using biologically synthesized nickel oxide nanoparticles 
within 120 min is due to excitation of semiconductor by 
UV-light to produce free radicals in the degradation of dye 
in which the excited electrons move from the valence band to 
the conduction band and generates high energy electron-hole 
pairs which transfer to adsorbed species on semiconductor 
results heterogeneous photocatalysis (Wu et al. 2015 & 
Linsebigler et al. 1995). The photocatalytic activity was done 
within 2 hrs and the methylene blue dye (0.2 L) was degraded 
successfully. Moreover, we have observed NiO NPs as an 
efficient photocatalytic adaptive nanoparticle.

Antibacterial Studies

The antibacterial activities of plant-mediated synthesis of 
nickel oxide nanoparticles are generally known to be a 
function of the surface area which is in contact with the 
microorganisms. Reactions take place at the surface of a 
plant-mediated synthesis of nickel oxide nanoparticles (Dola 
et al. 2017 & Miessya et al. 2019). The antibacterial activity 
of NiO NPs can generate oxidative stress to damage the 
structure, protein, and bacterial cells. Further, it prevents the 
formation of biofilms and assists in wound healing (Srihasam 
et al. 2020). Hence, the smaller size and the higher surface 
to volume ratio, i.e. larger surface area, enhanced interaction 

with the microbes is seen. Fig. 8 shows the antibacterial activ-
ity of plant-mediated synthesis of Nickel oxide nanoparticle 
from the microorganism such as Escherichia coli, Bacillus 
subtilis, and Enterobacter.

The activity was found to be highest in the case of 
Gram-negative bacteria and Gram-positive bacteria. 
Plant-mediated synthesis of Nickel oxide nanoparticle 
samples showed activity for Gram-positive and Gram-neg-
ative bacteria such as Escherichia coli, Bacillus subtilis, 
and Enterobacter. The concentration of Plant-mediated 
synthesis of Nickel oxide nanoparticles such as 20 µL, 
40 µL, 60 µL, 80 µL and then the zone of inhibition of 
the nickel oxide nanoparticle against Gram-positive and 
Gram-negative bacteria. The mechanism depends not only 
on the concentration of NiO NPs; it also depends on the 
sensitivity of bacterial species. The increased antibacterial 
effect may be due to reactive radicals Ni2+ ions (Rajesh et al. 
2010 & Krishnamoorthy et al. 2012), released continuously 
in the solution (Wang et al. 2007), may be attached to the 
negatively charged bacterial cell wall due to electrostatic 
force. The strong adhesion of Ni2+ ions to the bacterial 
cells causes the distraction of cell membranes (Morones 
et al. 2005. Wang et al. 2007, Makhluf et al. 2005, Sawai 
et al. 2003 & Jadhav et al. 2011), and hence antimicrobial 
efficacy at higher NPs concentration (Rajesh et al. 2010 
& Fu et al. 2005). The antibacterial results also revealed 
that Gram-positive bacteria are more susceptible to NiO 
nanoparticles as compared to Gram-negative bacteria 
due to the difference in the cell wall structure. The cell 
wall of Gram-positive bacteria is made of a thick layer of 

 

Fig.7: Photocatalytic image of NiO nanoparticles. 
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Fig. 8: Antibacterial activity of the plant-mediated synthesis of NiO nanoparticles. 

 

The activity was found to be highest in the case of Gram-negative bacteria and Gram-positive bacteria. Plant-mediated 

synthesis of Nickel oxide nanoparticle samples showed activity for Gram-positive and Gram-negative bacteria such 

as Escherichia coli, Bacillus subtilis, and Enterobacter. The concentration of Plant-mediated synthesis of Nickel oxide 

nanoparticles such as 20 µL, 40 µL, 60 µL, 80 µL and then the zone of inhibition of the nickel oxide nanoparticle 

against Gram-positive and Gram-negative bacteria. The mechanism depends not only on the concentration of NiO 

NPs; it also depends on the sensitivity of bacterial species. The increased antibacterial effect may be due to reactive 

radicals Ni2+ ions (Rajesh et al. 2010 & Krishnamoorthy et al. 2012), released continuously in the solution (Wang et 

al. 2007), may be attached to the negatively charged bacterial cell wall due to electrostatic force. The strong adhesion 

of Ni2+ ions to the bacterial cells causes the distraction of cell membranes (Morones et al. 2005. Wang et al. 2007, 

Makhluf et al. 2005, Sawai et al. 2003 & Jadhav et al. 2011), and hence antimicrobial efficacy at higher NPs 

concentration (Rajesh et al. 2010 & Fu et al. 2005). The antibacterial results also revealed that Gram-positive bacteria 

are more susceptible to NiO nanoparticles as compared to Gram-negative bacteria due to the difference in the cell wall 

structure. The cell wall of Gram-positive bacteria is made of a thick layer of peptidoglycan, which is attached to 

teichoic acids that are unique to Gram-positive bacteria and can be damaged more easily (Rajesh et al. 2010 & Motlagh 

et al. 2011). But in Gram-negative bacteria, the cell wall contains a thin peptidoglycan layer and an outer membrane, 

constructed from tightly packed lipopolysaccharide (LPS) molecules (Rajesh et al. 2010), which is selectively 

permeable and regulates the transport through the plasma membrane. This renders Gram-negative bacteria less 
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peptidoglycan, which is attached to teichoic acids that are 
unique to Gram-positive bacteria and can be damaged more 
easily (Rajesh et al. 2010 & Motlagh et al. 2011). But in 
Gram-negative bacteria, the cell wall contains a thin pep-
tidoglycan layer and an outer membrane, constructed from 
tightly packed lipopolysaccharide (LPS) molecules (Rajesh 
et al. 2010), which is selectively permeable and regulates 
the transport through the plasma membrane. This renders 
Gram-negative bacteria less susceptible to NiO NPs (Mani 
et al. 2013, Tortora et al. 2016).

CONCLUSION

In conclusion, this paper provides an overview of the 
plant-mediated synthesis of nickel oxide nanoparticles 
by using plant extract. Although all these green protocols 
for NiO nanoparticle synthesis have their advantages and 
limitations use of plant extract as a reductant is more bene-
ficial as compared to microbial extract because of the rapid 
rate of production of nanoparticles with a former green 
reductant. Synthesis of NiO nanoparticles was carried out 
by the green synthesis method using Lantana camara leaf 
extract. XRD and FT-IR confirm the formation of pure and 
crystalline NiO nanoparticles and various functional groups 
present in these particles to synthesize with high purity 
and crystallinity, reduced particle size, and more surface 
defects, which are the advantageous factors to be used for 
various environmental and applications. The UV-visible 
spectra showed that the wavelength is around 245 nm. FTIR 
studies were carried out for the functional group from the 
crystalline sample and the vibrational bands are assigned. 
From SEM images, it is observed that the nanoparticles 
are arranged as regular beads in shape. The fluorescence 
spectrum of nickel oxide nanoparticles where the peaks 
are observed at 645 nm, where 645 nm luminescence peak 
is based on the near-band-edge emission of nickel oxide 
nanoparticles. It is also concluded that the antimicrobial 
property of NiO nanoparticles increased with an increase 
in surface area to volume ratio due to a decrease in par-
ticle size. Hence, smaller-sized NiO nanoparticles can be 
used as an antimicrobial agent more effectively. Based on 
the results, it is concluded that particle size and optical 
properties are controlled by calculations time. Hence, NiO 
nanoparticles can also be used in optoelectronic devices. 
The morphology and chemical composition were elucidated 
by SEM. The photocatalytic degradation of methylene blue 
dye molecule using the plant-mediated was successfully 
synthesized. The least peak is noticed at 650 nm indicates 
the decreased level of MB dye molecule with the increasing 
UV exposure time denotes the degradation of dye molecule 
at UV-irradiation.
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ABSTRACT

Modelling wind speed and trends helps in estimating the energy produced from wind farms. This 
study uses statistical models to analyze wind patterns in Melbourne, Australia. Three-hourly wind data 
during 2004-2008 was obtained from the Australian Government, Bureau of Meteorology, for Avalon 
Airport, Essendon Airport, Point Wilson, and View Bank stations. A logistic regression model was used 
to investigate the pattern of 3-hourly winds and gust prevalence while a linear regression model was 
applied to investigate wind speed trends. The 3-hour periods of the day, month, and year were used 
as the independent variables in the analysis. At four stations, wind speed and wind gust prevalence 
were mostly high between 9 AM and 6 PM. The monthly wind and wind gust prevalence were high from 
November to January while the highest annual prevalence occurred in 2007. The wind speed increased 
from 7 AM to 6 PM within which the maximum occurred. The monthly wind speed increased from 
November to January where it attained the maximum, decreasing to a minimum in May. The annual 
mean wind speed was highest in 2007.   

INTRODUCTION

Wind is the dominant air current that affects the Earth’s 
climate. The movement of the wind on the Earth’s surface 
has a diverse range of magnitude and is constantly changing 
direction. This intriguing wind behaviour has a tremendous 
impact on global climate and weather conditions (Csavina et 
al. 2014), ecosystems, and human life imbalance (Mitchell 
2012). Sudden wind gusts have an enormous influence on 
climate and weather events (Cheng et al. 2014). Its extreme 
can cause an enormous amount of damage and destruction 
to man-made structures and result in devastation to humans 
and ecosystems (Jamaludin et al. 2016). 

Several studies have investigated wind patterns over 
the Earth’s surface. Studies of long-term austral summer 
wind speed trends over southern Africa have shown that 
a decline in wind speed was caused by deceleration of 
mid-latitude westerly winds, and Atlantic south-easterly 
winds with a poleward shift in the subtropical anticyclone 
(Nchaba et al. 2016). The average monthly maximum and 
minimum wind speeds in the United States from 1961 to 
1990 reduced in spring and summer. The decreasing wind 
speeds in western and southeastern United States may be 
due to variable topography and high atmospheric pressures 
mostly throughout the year. However, the central and the 
northeastern regions have a gentle topography and are located 

near common storm tracks (Klink 1999). In Europe, high 
wind variability was evident over 140 years in the north-east 
Atlantic (Bett et al. 2013). In China, the warm and cold Arctic 
Oscillation and El Niño-Southern Oscillation phases have a 
significant influence on the probability distribution of wind 
speeds. Thus, internal climate variability is a major source of 
both interannual and long-term variability (Chen et al. 2013). 

Daytime surface wind speeds were shown to be broadly 
consistent whereas night-time surface wind speeds are more 
positively skewed. However, in the mid-latitudes, these 
strongly positive skewness were shown to be associated with 
conditions of strong surface stability and weak lower-tropo-
spheric wind shear (Mohanan et al. 2001).

The island continent of Australia features a wide range 
of climatic zones, from the tropical regions of the north, 
through to the arid expanses of the interior, to the temperate 
regions of the south. Australia experiences many of nature’s 
more extreme weather phenomena, including tropical 
cyclones, severe storms, bushfires, and the occasional 
tornado. Australia’s climate is largely determined by its 
latitudes, with the mainland lying between 10° South to 
39° South, extending to 44° South, and longitudes 112° 
East and 154° East (Trewin 2005). The average wind speed 
varies throughout the year with distinctive seasonal patterns. 
In the southern region, the strongest winds occur during 
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winter (June-August) and spring (September-November). 
In terms of daily variation, wind speed increases in the 
afternoons (Coppin et al. 2003). The city of Melbourne lies 
on the latitude and longitude of 37.8136°S and 144.9631°E, 
respectively. It is in the vulnerable zone of a significant 
increase in intense frontal systems which bring extreme 
winds and dangerous fire conditions (Hasson et al. 2009). 
An increase in the frequency of conditions makes the city 
conducive to thunderstorm development in the southern 
and eastern areas (Allen et al. 2014). The city is situated 
on the boundary of the very hot inland areas and the cool 
Southern Ocean and experiences frequent changes in weather 
conditions due to its geographical location. The autumn 
months (March-May) have lighter winds than other months 
(Bureau of Meteorology 1968). Prevailing winds come in 
over the poleward areas on the high-pressure area known as 
the subtropical ridge in the horse latitudes. These prevailing 
winds mainly blow from the west to the east and bring 
extra-tropical cyclones. The winds come predominantly 
from the southwest in the Northern Hemisphere and from 
the northwest in the Southern Hemisphere. These winds are 
stronger in the winter due to the lower atmospheric pressure 
over the poles. In this study, we aim to investigate the wind 
and wind gust prevalence using logistic regression models, 
and to analyze wind speed patterns in Melbourne using linear 
regression model. 

MATERIALS AND METHODS

The 3-hourly wind observations of four selected stations, 
namely Essendon Airport, Avalon Airport, Point Wilson, and 
View Bank were obtained from the Australian Government, 
Bureau of Meteorology at (http://reg.bom.gov.au/reguser/) 
for the years 2004-2008. The measurements recorded for 
consecutive 3-hourly periods were associated with a well-
known primaeval Bronze-Age meteorological system, and 
ancient time metrics of the Roman system (Graham & Kamm 
2014); and noteworthy heuristic weather measurement  
instruments of Bureau of Meteorology, Australia (BOM 
2011). Moreover, eight periods of 3 hours each during the day 
were classified into the following time intervals: mid-night, 
dawn, morning, forenoon, afternoon, evening, dusk, and 
night (Glickman & Zenk 2000). The wind speed magnitude 
was measured in kilometres per hour (km/h) on the Earth’s 
surface and the prevalence was classified as any occurrence 
of wind of at least 3 km/h (Wheeler & Wilkinson 2004) while 
wind speeds of at least 18 km/h (Geer 1996) were classified 
as gusts as given in Table 1.

Statistical Methods

The wind prevalence and wind gust prevalence are the binary 
outcomes, therefore logistic regression models were used to 

investigate the wind pattern. The logistic regression model 
takes the following form: 
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Table 1: Wind observations prevalence and wind gust categories.  

stations Sample size 
Wind (km/h) Wind gust (km/h) 

<3 ≥3 < 18 ≥18 

Avalon Airport 14,493 4,066 10,427 7,579 6,914 

Essendon  Airport 14,524 4,493 10,031 7,909 6,615 

Point Wilson 14,293 2,495 11,798 5,205 9,088 

View Bank 14,586 8,052 6,534 11,318 3,268 
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Where pijk is the probability of wind or wind gusts occurring,  is a constant, αi is the coefficient for 

each period of the day, βj  is the coefficient for each month of the year, and γk  is the coefficient for 

each year. The Receiver Operating Characteristic (ROC) curve (Westin 2001) was used as a measure 

of goodness-of-fit of the model. The ROC curve is popularly known for determining the capability of 

the prediction of a binary outcome.  
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a continuous outcome, a multiple linear regression model was used. The model takes the following 

form:   

𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖 =  + 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖 + 𝛾𝛾𝑖𝑖    …(2) 

 …(1)

Where pijk is the probability of wind or wind gusts occur-
ring, µ is a constant, ai is the coefficient for each period of 
the day, bj  is the coefficient for each month of the year, and 
gk  is the coefficient for each year. The Receiver Operating 
Characteristic (ROC) curve (Westin 2001) was used as a 
measure of goodness-of-fit of the model. The ROC curve 
is popularly known for determining the capability of the 
prediction of a binary outcome. 

The trends of wind speed of at least 3 km/h was also in-
vestigated. Since the wind speed was a continuous outcome, 
a multiple linear regression model was used. The model takes 
the following form:  

 

5 
 

Table 1: Wind observations prevalence and wind gust categories.  

stations Sample size 
Wind (km/h) Wind gust (km/h) 

<3 ≥3 < 18 ≥18 

Avalon Airport 14,493 4,066 10,427 7,579 6,914 

Essendon  Airport 14,524 4,493 10,031 7,909 6,615 

Point Wilson 14,293 2,495 11,798 5,205 9,088 

View Bank 14,586 8,052 6,534 11,318 3,268 

 

Statistical Methods 

The wind prevalence and wind gust prevalence are the binary outcomes, therefore logistic 

regression models were used to investigate the wind pattern. The logistic regression model takes the 

following form:  

 ,
p

p
ln kji

ijk

ijk  










1
    …(1)   

Where pijk is the probability of wind or wind gusts occurring,  is a constant, αi is the coefficient for 

each period of the day, βj  is the coefficient for each month of the year, and γk  is the coefficient for 

each year. The Receiver Operating Characteristic (ROC) curve (Westin 2001) was used as a measure 

of goodness-of-fit of the model. The ROC curve is popularly known for determining the capability of 

the prediction of a binary outcome.  

  The trends of wind speed of at least 3 km/h was also investigated. Since the wind speed was 

a continuous outcome, a multiple linear regression model was used. The model takes the following 
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where yijk represents wind speed at period i, month j and year 
k, µ is the overall mean, ai is the coefficient for each period 
of the day, bj  is the coefficient for each month of the year, 
and gk  is the coefficient for each year. The goodness of fit of 
the model was assessed using the coefficient of determination 
(R-square) and Quantile-Quantile plots (Q-Q plots). Since 
the normality assumption was not satisfied, the wind speed 
values were transformed by taking the natural logarithm. 

The sum contrasts (Tongkumchum & McNeil 2009) were 
applied to obtain 95% confidence intervals (CI) to compare 
the fitted model means with the overall wind speed means. 
This contrast gives criteria to classify levels of the factor 
into three groups, according to whether each relating CI is 
greater than or equal to, or is less than the overall mean. All 
analysis was done in R (R Development Core Team 2008)

RESULTS

For each station, a logistic regression model (model 1) was 
fit to the 3-hourly wind prevalence from 2004 to 2008 with 
3 categorical predictors. The first predictor was the 3-hourly 
period of the day with 8 factors, the second predictor was 

Table 1: Wind observations prevalence and wind gust categories. 

stations Sample 
size

Wind (km/h) Wind gust 
(km/h)

<3 ≥3 < 18 ≥18

Avalon Airport 14,493 4,066 10,427 7,579 6,914

Essendon  Airport 14,524 4,493 10,031 7,909 6,615

Point Wilson 14,293 2,495 11,798 5,205 9,088

View Bank 14,586 8,052 6,534 11,318 3,268
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the month of the year (12 factors), and the third predictor 
was the year (5 factors). There were 26 parameters including 
the constant term in the model. The parameters were high-
ly significant and influential in the model as displayed in  
Fig. 2 and Fig. 3. The ROC curve (Fig. 1) revealed area under 
the curve (AUC) values of 0.450, 0.446, 0.308, and 0.396 
for the four stations.

The overall accuracy at each station on correctly classi-
fying the occurrence or non-occurrence of wind were 92%, 
92%, 94%, and 97%, the true positive rates were 58.1%, 
40.8%, 45.3%, and 53.4%, and the false positive rates were 
2.9%, 2%, 2.2%, and 5.6% respectively.  

Fig. 2 and Fig. 3 show the patterns of wind prevalence 
for the day, month and year, and the crude percentage for 

the four stations. The horizontal red line denotes the overall 
percentage of wind prevalence at each station. The plot of 
the wind prevalence revealed that the patterns for the day 
and month were significantly different from the overall 
percentage for all stations.   

At Avalon Airport and Essendon airport, there were 
quite similar patterns of wind prevalence with an overall 
average percentage of approximately 70%. During the day, 
the highest wind prevalence occurred from 12 PM to 3 PM 
with around 90%. The monthly wind prevalence was below 
the average from March to June. The yearly wind prevalence 
did not differ from the overall percentage. 

At the Point Wilson station, the overall percentage of 
wind prevalence (over 80%) was higher than the other three 
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Fig. 1: ROC curves from the logistic regression models for the 3 hours of wind at 4 stations in 
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Fig. 2: Patterns of wind prevalence at Avalon Airport and Essendon Airport. 
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the average from March to June. The yearly wind prevalence did not differ from the overall 

percentage.  

Fig. 2: Patterns of wind prevalence at Avalon Airport and Essendon Airport.
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stations. The prevalence of wind was below the average from 
1 AM to 12 PM and peaked during 3 PM to 6 PM. Wind 
prevalence rates were observed to be less than the overall 
mean from April to August. The prevalence decreased 
steadily to attain a minimum (75%) in June and increased 
gradually to attain a maximum (85%) in December. At the 
Viewbank station, the overall percentage of wind prevalence 
(40%) was lower than the other three stations. However, the 
pattern for the day, month and year were similar to Avalon 
and Essendon airports.

Fig. 4 and Fig. 5 reveal the pattern of gusty wind  
prevalence for the day, month and year and the crude  
percentage for the selected stations. The horizontal line  
denotes the overall percentage of wind gust prevalence. The 
results at all stations were similar to the wind prevalence.

For the stations at Avalon airport, Essendon airport 
and Viewbank, there were similar patterns of gusty wind 
prevalence. The highest prevalence occurred from 12 PM 
to 3 PM. The monthly gusty wind prevalence was below the 
average from March to June and the yearly prevalence were 
not different from the overall percentage.

At the Point Wilson station, the prevalence of gusty  
wind was below the average from 1 AM to 12 PM and  
peaked during 3 PM to 6 PM. Wind gust prevalence 
rates were observed to be less than the overall percentage  
from April to June and decreased steadily to attain a 
minimum of 55% in May and increased gradually to attain 
a maximum of 70% in December. The yearly gusty wind  
prevalence patterns for the selected stations were not 
significantly different from the overall mean between 2004 
and 2005. 

Trends and patterns of 3-hourly wind speeds of at  
least 3 km/h for all stations were determined using linear 
regression models (model 2). The model contained the  
same 3 predictors as the logistic regression models,  period 
of the day, month of the year, and year.  The results are 
displayed using graphical methods as shown in Fig. 7 and 
Fig. 8.

The quantile-quantile (Q-Q) plot (Fig. 6) illustrates that 
the residuals from the model are approximately normally 
distributed. However, there were some deviations from both 
the lower and upper tails of the model. This deviation may 
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Fig. 5: Patterns of wind gusts at Point Wilson and Viewbank. 

 

Trends and patterns of 3-hourly wind speeds of at least 3 km/h for all stations were 

determined using linear regression models (model 2). The model contained the same 3 predictors as 

the logistic regression models,  period of the day, month of the year, and year.  The results are 

displayed using graphical methods as shown in Fig. 7 and Fig. 8. 

Fig. 5: Patterns of wind gusts at Point Wilson and Viewbank.
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Fig. 6: Q-Q plots for linear models of wind speed at Avalon airport, Essendon airport, Point Wilson, and Viewbank.
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be due to extreme values in the data and some variations that 
could not be explained by the predictors.

Fig. 7 and Fig. 8 show the wind speed trends for the day, 
the month of the year, and the year and the crude mean for 
the four stations. The horizontal red line denotes the overall 
mean wind speed. The wind speed trends for the day were 
significantly different from the overall mean.   

Four distinct trends were observed for the wind speed at 
the four stations. At Avalon airport, there was a significant 
increasing trend from 4 AM to 3 PM. A declining trend was 
apparent from 3 PM to midnight. The wind speed was higher 
than the overall mean from 7 AM to 6 PM. The wind speed 
trends were observed to be higher than the overall mean 
from September to January. The yearly wind speed trend 
was mostly below the overall mean from 2004 to 2006, but 
above the overall mean between 2007 and 2008 where the 
maximum occurred.

At Essendon Airport, the highest wind speed occurred 
during 9 AM to 12 PM. Declining trends were apparent from 
noon to midnight. The wind speed trends were observed to 
be higher than the overall mean from September to January. 

The wind speed decreased gradually to attain a minimum 
in May and increased steadily to attain a maximum in Sep-
tember. The yearly wind speed trend was not different from 
the overall mean. 

At Point Wilson, the wind speed was higher than the 
overall mean from 9 AM to 6 PM. Declining trends were 
apparent from 3 PM to midnight. The wind speed trends 
were observed to be higher than the overall mean from July 
to January. Wind speeds decreased gradually to attain a min-
imum in May and increased steadily to attain a maximum in 
December. The yearly wind speed trend was mostly below 
the overall mean but above the overall mean in 2007 where 
the maximum occurred. 

At Viewbank station there was a significant increasing 
trend with the highest wind speeds occurring during 9 AM 
to 3 PM. The maximum wind speed occurred in September 
and the yearly wind speed was highest in 2007.

DISCUSSION 

The 3-hourly wind and wind gust patterns of four stations 
at Essendon airport, Avalon airport, Point Wilson, and 
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Fig. 7: Wind speed trends at Avalon Airport and Essendon Airport. 

  

 
 

Fig. 7: Wind speed trends at Avalon Airport and Essendon Airport.
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Viewbank, Australia during 2004-2008 were similar. The 
wind prevalence was above the overall average between 
9 AM and 6 PM at Essendon airport, Avalon airport, and 
Viewbank, and from 12 PM to 9 PM at Point Wilson. The 
wind prevalence was higher than the overall average from 
September to February and lower than the overall average 
from March to June at all four stations. This finding confirmed 
that spring is the windiest time of the year (Carmoday 2016).  
These observed patterns were due to variability of the  
surface winds produced by the Asian Monsoon, seasonal 
variations in the westerly winds in both hemispheres (Hemer 
et al. 2010), and temporal atmospheric circulation variations 
(Troccoli et al. 2010) on the north and eastern Australian 
region.

The linear regression models revealed that the pattern of 
wind speed among the four stations was not different. The 
overall mean wind speeds ranged between 25-30 km/h with 
maximum speeds ranging between 50-60 km/h. The wind 
speeds were higher than the overall mean during 7 AM to 6 
PM at Avalon and Essendon airports and during 9 AM to 6 
PM at Point Wilson and Viewbank stations. 

Wind speeds were higher than the overall mean from 
September to January and slowly decreased with a minimum 
wind speed occurring between March and May at all stations. 
Wind speeds were highest in 2007. Victoria’s climate is heav-
ily influenced by coastal force winds, which occur frequently 
between June and November. During these months, large 
pressure gradients between high pressures over the continent 
and deep depressions to the south produce gale-force and 
occasionally storm-force westerly winds (BOM 2020). In 
Melbourne, autumn months have lighter winds than other 
months (BOM 1968). 

This study model of 3-hourly wind data using common 
climatic predictors which described wind trends and patterns. 
Further investigation can consider other variables that can 
affect wind patterns and trends such as air pressure, solar 
radiation, and humidity.
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ABSTRACT

The ecological function optimization strategy of vegetation directly affects the self-stability and 
engineering sustainability of the vegetation concrete ecological restoration system, which is the key to 
the successful restoration of an ecosystem. To clarify the survival strategies of slope protection plants 
and their response mechanisms to the soil environment in the process of vegetation concrete ecological 
restoration, the resource allocation strategies and soil driving factors of typical slope protection plants, 
such as Cynodon dactylon (Linn.) Pers. and Indigofera amblyantha, in a co-operation environment 
mode, were investigated by controlled simulation experiments. The results showed that (1) the co-
operating environmental model had a significant effect on the biomass (leaf, stem and root) and root 
shoot ratio of slope protection vegetation; (2) the sensitivity of plant biomass in the co-operating 
environmental model was leaf biomass ratio > root biomass ratio > stem biomass ratio, and the most 
sensitive organ was the leaf; (3) a common allometric growth index for the plants of all slopes existed, 
the root and leaf grew at the same rate, and the plant roots and stems showed allometric growth with the 
synergistic effect of rainfall and slope; (4) the total nitrogen content of soil had a significant correlation 
with the vegetation R/S (root shoot ratio)  (p < 0.05) due to the synergistic effect of vegetation type and 
slope, while the total phosphorus content of the P3 slope had a significant negative correlation with 
the vegetation R/S (p < 0.05). The co-operating environmental model significantly affected the spatial 
distribution of vegetation biomass and had the greatest impact on leaf biomass. The contents of soil 
nitrogen and phosphorus were the key soil driving factors that affected the distribution pattern of plant 
biomass. The resource allocation characteristics of different vegetation and its response to soil factors 
had species specificity.   

INTRODUCTION

With the increasing attention to the ecological environment, 
the former extensive slope protection and engineering 
construction mode cannot meet the requirements of 
ecological green sustainable development. Vegetation 
concrete slope treatment method has realized the organic 
combination of mechanical stability and ecological function, 
it has become one of the most extensively applied ecological 
slope protection substrate (Wang et al. 2020, Xu et al. 2012).

The growth of vegetation, and positive and stable 
succession of its community are key to the success of 
ecosystem restoration (Norton & Young 2016). However, the 
stress factors in the slope vegetation restoration system are 
often unfavourable to plant growth, which hinders ecological 
restoration (Zhang et al. 2017). The optimal allocation of the 
resources of plants in adverse conditions is a basic strategy 
for protecting plants against environmental stress (Fang 

et al. 2012, Cao & Chen 2015). The allocation strategy of 
plant biomass is regulated by multiple factors (Daniel et al. 
2014). Changes in environmental factors often affect the 
absorption and transportation of nutrients by changing the 
physical and chemical properties of soil, which causes a 
difference in the growth strategies between the root system 
and the aboveground part of a plant. There are few studies 
on the influence of a co-operating environmental model on 
the vegetation resource allocation strategy and soil driving 
mechanism of vegetation concrete ecological restoration.

In this paper, resource allocation strategy and soil 
driving factors of vegetation concrete restoration system 
under the influence of slope, precipitation and vegetation 
type is investigated. The purpose of this study is to solve 
three scientific problems: (1) Does specificity exist in the 
biomass allocation of different functional plants? (2) What 
is the relationship between the heterogenic growth rate 
of slope protection plants and co-environmental factors?  
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(3) What are the strategies of plant biomass allocation and the 
response mechanism to the soil environment in the process of 
ecological restoration? The study of the response mechanism 
of a vegetation resource allocation strategy to soil factors 
and allometric growth relationship has guiding significance 
for clarifying the ecological function optimization strategy 
of vegetation, consolidating and improving the restoring 
ecological system function, and realizing the stability and 
sustainability of slope restoration.

MATERIALS AND METHODS

Materials

The experimental site was located in China Three Gorges 
University (30°43’ N; 111°18’ E). Typical vegetation, 
Cynodon dactylon (Linn.) pers. and Indigofera amblyantha, 
which are commonly employed in a slope protection project, 
were chosen as the experimental vegetation. The test soil is 
the Yellow Soil from the surface of the cultivated land of 
Nanjinguan slope of Yichang City. According to the local 
rock content distribution, the test rock was obtained from 
Xiazhou Avenue in Yichang City, and the material was 
sandstone.

Experimental Design

Seven experimental models were constructed based 
on different environmental modes of vegetation type 
(combination of herbs, shrubs and grass irrigation), slope 
(45°,60° and 75°) and precipitation (10 mm, 15 mm, and 20 
mm). The size of each model was 2 m × 2 m; the thickness 
of the argillaceous sandstone was 20 cm, and the thickness of 
vegetation concrete was 10 cm. There is a certain proportion 
on the mass of each component during the vegetation 
concrete collocation. When 100 kg of planting soil is used, 
6 kg, 8 kg and 3 kg of cement, organic matter and activation 
additive are used respectively. The vegetation concrete is 
laid in two layers of base (8 cm) and surface layer (2 cm). 
There are no plant seeds in the base layer, and the surface 

layer is planted with single or mixed plant seeds according to  
15 g/m2. Table 1 gives the design of the test group and Fig. 
1 shows the structural diagram of the slope system.

Experimental Method

Experimental determination: The experiment started in 
March 2018, and samples were collected once in the middle 
of March, June, September and December every year (the 
first year is represented by “I”; and the second year is 
represented by “II”). The ring knife method was employed 
for soil sampling. Soil organic carbon was determined by the 
K2Cr2O7 volumetric method and external heating method. 
Total nitrogen and total phosphorus were determined by 
the SKALAR SAN + + continuous flow analyser. The 
aboveground parts of the plant were sampled by the quadrat 
harvesting method, while the underground parts of the 
plant roots were sampled by the root drilling method. After 
sampling, the samples are weighed fresh, dried at 80°C to 
a constant weight and re-weighed. The root, stem and leaf 
were treated with 5 replicates each.

Root shoot ratio (R/S), Leaf mass ratio (LMR), Stem 
biomass (SMR), Root mass ratio (RMR) and Coefficient of 

Table 1: Test group design.

Number Precipitation per week/mm Vegetation allocation mode Slope/°

10 15 20 Grass Grass + shrubs Shrub 45 60 75

P1 • • •

P2 • • •

P3 • • •

P4 • • •

P5 • • •

P6 • • •

P7 • • •
 5 

 
Fig. 1: Structural diagram of the slope system. 
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aboveground parts of the plant were sampled by the quadrat harvesting method, while 

the underground parts of the plant roots were sampled by the root drilling method. After 
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weighed. The root, stem and leaf were treated with 5 replicates each. 

Root shoot ratio(R/S), Leaf mass ratio (LMR), Stem biomass (SMR), Root mass ratio 

(RMR) and Coefficient of Variation (CV) can be estimated by using Equation 1, 2, 3, 
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R S=RB AB⁄⁄                                                         …(1) 

LMR=LB TB⁄                                                         …(2) 

SMR= SB TB⁄                                                                    …(3) 

RMR=RB TB⁄                                                        …(4) 

CV= SD AV⁄ ×100%                                                 …(5) 

Fig. 1: Structural diagram of the slope system.
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Variation (CV) can be estimated by using Equation 1, 2, 3, 
4 and 5, respectively.

 R/S = RB/AB …(1)

 LMR = LB/TB …(2)

 SMR = SB/TB   …(3)

 RMR = RB/TB  …(4)

 CV = SD/AV × 100%   …(5)

Where, RB  is Root biomass of Vegetation, AB  is 
Aboveground biomass of Vegetation, LB is Leaf biomass of 
Vegetation, TB is Total biomass of Vegetation, SB is Stem 
biomass of Vegetation, SD denotes Standard deviation,  AV 
denotes Average value.

Allometric growth analysis: The allometric growth relation-
ship can be expressed as Y = b × Xa, where Y is a biological 
feature or function, b is a standardized constant, X is the 
individual size, and a is the heterogenic growth index. a = 
1 is the isokinetic relationship, a ≠ 1 is the allometric rela-
tionship. To determine the parameters of allometric growth, 
the power function should be transformed into the form 
1gY = 1gb + a × 1gX, and the reduced major axis (RMA, 
model type II) regression method should be employed to 
calculate the index, 95% confidence interval (95% CI) and 
determination coefficient (R2) of the regression model. The 
logarithmic a is the slope of the linear regression after the 
power function logarithm, and 1gb is the intercept of the 
linear regression. All these calculations were completed by 
SMARTR software.

Statistical analysis: The data were analysed by Excel and 
SPSS 22.0. Duncan analysis was performed to test the aver-
age difference and significance level of biomass for different 
vegetation types, slopes and precipitation models.

RESULTS

Leaf Biomass 

A multivariate analysis of variance showed that the slope, 
vegetation type and precipitation had a significant effect on 
the leaf biomass of slope protection plants (p < 0.05). The 
leaf biomass of slope protection plants increased significantly 
with an increase in the vegetation type and reached the max-
imum for the condition of grass and shrub mixed planting, 
while the difference was not significant in the vegetation 
single planting mode, which indicated that the leaf biomass of 
plants was more sensitive to the vegetation type for the same 
slope and precipitation. The biomass of plant leaves increased 
significantly with the decline of the slope, especially for the 
condition of the high slope. Leaf biomass increased with 
an increase in precipitation; however, the increase was not 
obvious compared with the slope and vegetation type. The 
biomass of plant leaves on each slope increased gradually 
with time, except in winter, and reached the highest value 
and increased the most in autumn (Fig. 2).

Stem biomass

The synergism of the slope and precipitation had a significant 
effect on the stem biomass of slope protection plants (p < 
0.05) (Fig. 3). The stem biomass of plants increased with an 
increase in rainfall, reached the maximum value when the 
rainfall was 20 mm. The stem biomass decreased with an 
increase in slope and decreased significantly when the slope 
was higher than 60°. The biomass of plant stem was the 
largest for the condition of grass and shrub mixed planting.

Root Biomass

Vegetation type and precipitation had a significant effect  

 7 

 

Fig. 2: Interaction of slope, vegetation type and precipitation on leaf biomass of slope protection 

plants. 
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Fig. 3: Interaction of slope, vegetation type and precipitation on stem biomass of slope protection 

plants. 

Root Biomass 

Vegetation type and precipitation had a significant effect on root biomass (p < 0.01) 

in Fig. 4. The biomass of each slope root increased significantly with an increase in 

Fig. 2: Interaction of slope, vegetation type and precipitation on leaf biomass of slope protection plants.
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on root biomass (p < 0.01) in Fig. 4. The biomass of  
each slope root increased significantly with an increase  
in vegetation type and precipitation but decreased  
significantly with an increase in slope gradient. The root 
biomass of slope protection plants increased gradually 
with time, and the increase in amplitude was the largest 
in the condition of grass and shrub mixed planting and 
10 mm precipitation, and was sensitive to water changes 
with the same slope and vegetation type model. For the  
same vegetation type and precipitation mode, the root biomass 
and increase range were the largest when the slope was 45°.

Root Shoot Ratio (R/S)

The synergistic effect of slope, vegetation type and 
precipitation had a significant effect on the slope plant R/S (p 

< 0.05). In Fig. 5 R/S was greater than 1 in the shrub single 
planting mode with a slope of 75° and less than 1 in other 
modes and reached its maximum value in winter.

With the same slope and precipitation model, the R/S of 
the grass and shrub mixed slope ranges from 0.55-0.92, the 
grass single slope is the smallest, and the shrub single slope 
reaches a maximum. The R/S is the largest at 15-js (slope 
with 15 mm precipitation), and the root shoot distribution 
was more sensitive to low water. The R/S decreased and 
then increased with an increase in slope, and the resource 
acquisition of the root system is larger at a high slope.

Sensitivity Analysis of Biomass Allocation of 
Vegetation under Co-operating Environment 

According to Table 2, the variation coefficient of leaf biomass 
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Fig. 3: Interaction of slope, vegetation type and precipitation on stem biomass of slope protection plants.
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the root system is larger at a high slope. 

Fig. 4: Interaction of slope, vegetation type and precipitation on root biomass of slope protection plants.



679RESOURCE ALLOCATION AND SOIL FACTORS OF VEGETATION CONCRETE RESTORATION  

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

ratio (LMR) in the pure grass slope with vegetation type 
was the largest, that is, the slope plant leaves were the most 
sensitive to the synergistic effect of slope, vegetation type and 
precipitation. The variation coefficient of the biomass ratio 
of each organ with the change in precipitation was LMR > 
root biomass ratio (RMR)> stem biomass ratio (SMR), that 
is, the sensitivity of each organ of slope vegetation was leaf > 
root > stem for the synergistic effect of slope, vegetation type 
and precipitation. With an increase in slope, the coefficient of 
variation of the SMR with precipitation and vegetation type 
was unchanged, which indicates that the SMR was relatively 
stable for the synergistic effect of slope, vegetation type and 
precipitation.

Allometric Growth Relationship of Aboveground 
and Underground Biomass under Co-Operating 
Environment 

Through the biomass analysis of seven slope plant organs, a 
significant difference between them (p < 0.05) was observed 
(Fig. 6). According to the analysis of the BGB (Below 
ground biomass)-ALB (Above ground leaf biomass) cor-
relation growth index, the allometric growth indexes of the 
seven slopes were 1.3567, 2.0096, 1.2518, 1.3283, 1.4993, 

1.3589 and 1.4099. According to the analysis of the ASB 
(Aboveground stem biomass)-BGB correlation growth index, 
the allometric growth indexes a of six slopes, except P1, were 
0.8552, 0.8769, 0.8932, 0.7527, 0.8826 and 0.7077. Accord-
ing to the analysis of the ASB-ALB correlation growth index, 
the abnormal growth index a of six slopes, except P1, were 
1.7781, 1.2069, 1.2188, 1.2040, 1.2318 and 1.1282. The 
results of the constant growth test showed that the biomass 
growth rate of underground and aboveground plants and the 
root and leaf biomass of each slope showed an equal propor-
tion relationship. The root and stem biomass ratio of the P5 
and P7 slope was 0.75 in the 95% confidence interval, which 
revealed a = 3/4 constant growth relationships, that is, the 
distribution rate of root biomass of the P5 and P7 slope was 
lower than that of stem biomass, while the biomass of roots 
and stems of the slopes of P2, P3, P4 and P6 did not conform 
to the allometric growth relationship with a 3/4 power index. 
The growth index was close to the theoretical value of 1 at 
the upper limit of the 95% confidence interval.

Soil Driving Force Analysis of Vegetation Biomass 
Distribution (R/S) in Slope for Co-Operating 
Environment

Through the correlation analysis of seven slope vegetation 
R/S with soil nutrients, including N, P, K and organic mat-
ter, the TN content of slope soil had a significant positive 
correlation with the vegetation R/S of P2 and P3 (p < 0.05) 
but did not have a significant positive correlation with the 
vegetation R/S of P1. The TN content of slope soil did not 
have a significant negative correlation with the vegetation R/S 
of P4, P5 and P6 but had a significant negative correlation 
with the vegetation R/S of P7 (p < 0.01). Except for P3, no 
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Fig. 5: Interaction of slope, vegetation type and precipitation on R/S of slope protection plants. 
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Through the biomass analysis of seven slope plant organs, a significant difference 
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(Below ground biomass)-ALB (Above ground leaf biomass) correlation growth index, 

Fig. 5: Interaction of slope, vegetation type and precipitation on R/S of slope protection plants.
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significant negative correlation was obtained between the 
TP content of soil and the R/S of slope vegetation. For the 
conditions of P3, a significant negative correlation was ob-
served between the total phosphorus content of soil and the 
R/S of slope vegetation (p < 0.05). No significant negative 
correlation was obtained between the TK content of soil 
and the R/S of seven types of slope vegetation (p > 0.05). 
A significant negative correlation between the soil organic 
matter content of the P4 slope and the R/S of vegetation was 
observed. No significant positive correlation between the 
content of soil organic matter and the vegetation R/S (p > 
0.05) was obtained in P2 and P3, and no significant negative 
correlation between the content of the soil organic matter 
and the vegetation R/S (p > 0.05) was observed in P1, P5, 
P6 and P7 (Table 3) . 

DISCUSSION

Distribution Characteristics and Sensitivity of 
Vegetation Biomass in Slope Protection Under  
Co-Operating Environment 

Biomass allocation is affected by biological and abiotic 
factors, and balanced allocation enables plants to reach the 
optimal state of resource acquisition to improve their survival 
fitness (Wang et al. 2019).  The relationship between plant 
biomass and species richness exhibits the hump type, and 
certain interspecies competition is beneficial to the increase 
in plant biomass (Mason et al. 2017). In this study, the 
effect of the mixed planting mode of grass and shrub on the 
community plant biomass was higher than that of a single 
herb or shrub. Different slopes will significantly affect the 
distribution of water and nutrients on slopes, which causes 
a difference in vegetation growth (Vaezi et al. 2017). Plant 
biomass decreased with an increase in slope for different 
slope modes, which was consistent with the results of Huang 
Meifen et al. (2009). The higher gradient precipitation model 
was more conducive to the accumulation of vegetation 
biomass, and the moderate increase in precipitation would 
improve the photosynthetic capacities of plants (Huang et 
al. 2009, Hsu et al. 2012). 

The root shoot ratio is an important index for measuring 
plant growth, especially the plant response to soil nutrients 
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including N, P, K and organic matter, the TN content of slope soil had a significant 
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Table 3: Correlation between N, P, K content of slope soil and vegetation 
R/S.

Resource TN TP TK Organic matter

P1 0.213 -0.301 -0.288 -0.109

P2 0.049* -0.269 -0.097 0.304

P3 0.027* -0.037* -0.217 0.079

P4 -0.281 -0.204 -0.237 0.024*

P5 -0.245 -0.215 -0.257 -0.149

P6 -0.349 -0.212 -0.223 -0.251

P7 -0.010** -0.392 -0.209 -0.201
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and water states (Li et al. 2019). In this study, the root shoot 
ratio of the plant for the condition of grass-shrub mixed 
planting was higher than that for the condition of herb single 
planting but lower than that for the condition of shrub single 
planting. For the condition of mixed planting, plants tend to 
allocate more photosynthetic products to the aboveground 
parts under the competitive pressure on growth space and 
light resources (Wang et al. 2019). On the other hand, the 
distribution mode of plant biomass is not only affected by the 
external environment but also limited by its size (Husáková 
et al. 2018). The research of Ledig et al. (Ledig & Perry 
1966) showed that the root-shoot ratio of herbage decreased 
with growth, while that of woody plant seedlings yielded the 
opposite results. Low precipitation and high slope will cause 
water or nutrient utilization pressure, and plants will weaken 
the growth of the aboveground part to a certain extent, and 
strengthen the absorption of water and nutrients by increasing 
the number of roots, root activity and root shoot ratio (Yang 
et al. 2018). 

Studies have shown that leaf traits are closely related 
to plants’ acquisition and utilization of resources and are 
highly sensitive to environmental changes on different scales 
(Picotte et al. 2009). This finding is consistent with the results 
of this study, the most sensitive organ of biomass allocation 
in plants to the synergistic effect of slope, vegetation type 
and precipitation was the leaf. The stable distribution of stem 
and root biomass ensured the adaptability of slope protection 
plants to environmental change in the recovery process, 
which reflected the sensitivity and integrity of each organ of 
the plant to collaborative change in interactive environmental 
factors and showed that slope protection plants had a certain 
self-protection and regulation ability to environmental stress.

Allometric Growth Relationship of Plants Under  
Co-Operating Environment

This study showed that the underground and aboveground 
biomass and root and leaf biomass of the plants on slopes 
had a constant growth rate relationship, which was consistent 
with previous research results on the same growth rate of the 
biomass among the components of plants, which reflected the 
general law of resource allocation strategy for plant acquisition 
and the allocation strategy of plants (Vasseur et al. 2018). 
Habitat conditions, phylogenetic history and interspecific 
relationships drive allometric growth relationships of plant 
components on different spatial and temporal scales, and the 
regional habitat gradient formed by water and soil affects the 
allocation pattern of biomass of plant components (Wills et 
al. 2016, Jiang & Wang 2017). In this study, the root and stem 
biomass of slope plants with different rainfall and slope is a 
= 3/4 of heterogenic growth, while the biomass of plant roots 
and stems of each slope were not consistent in the interactive 

condition. The same slope was obtained among the roots and 
leaf organs of all slopes, that is, the allometric growth index 
was 0.6418. The differences in the growth relationship among 
the organ components of plants for different environmental 
models further confirmed that plants could achieve and 
maintain maximum growth by regulating the biomass 
distribution in different organs due to the influence of external 
environmental conditions (Wang et al. 2019). 

Response Characteristics of Plant Biomass 
Allocation (R/S) to Soil Factors Under Co-Operating 
Environment 

As the main environmental factor that restricts the growth 
of vegetation, the soil factor also indirectly affects the 
distribution trend of plant biomass (Yuan et al. 2020). TN 
of soil had a significant positive correlation with the R/S 
of P2 and P3 vegetation, which may be due to the dense 
shallow root system of herbage that concentrates on the 
surface of the soil. In addition, the deposition of organic 
matter in soil accelerated the absorption, transportation and 
circulation of nitrogen and other nutrients in the soil, which 
promotes the increase in aboveground biomass of plants, 
while perennial shrubs need to store more material and 
energy in the underground part to ensure that the plants would 
germinate again next year. Certain inter-species competition 
would also promote plants to increase the root shoot ratio to 
occupy the space and resource advantage (Zuo et al. 2018). 
However, a very significant negative correlation with the R/S 
of P7 vegetation was observed. Some studies have shown 
that high slope will cause a large degree of variation in soil 
water or nutrients, while plants can enhance the absorption 
and utilization of water and nutrients by adjusting the 
morphological characteristics, such as the root shoot ratio 
(Ledig & Perry 1966, Yang et al. 2018). The increase in the 
soil pH value can improve the utilization rate of phosphorus 
in the soil, and the extension of the plant root system and the 
accumulation of biomass can be promoted by the alkalinity of 
soil pH value in a proper range (Ma et al. 2012). In this study, 
the proportion of base material mixed with cement was weak 
alkaline, which promoted the absorption of phosphorus by 
plants to a certain extent and showed a significant negative 
correlation with the slope vegetation R/S. 

CONCLUSION

 1. A significant effect on leaf biomass, stem biomass, 
root biomass and R/S of slope vegetation (p < 0.05) 
was observed under co-operating environment. The 
biomass of leaf, stem and root increased significantly 
with the increase in vegetation type and precipitation 
but decreased significantly with an increase in slope. 
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The root shoot ratio was less than 1, except for the 
mode of shrub unicast and a slope 75°, and reached 
the maximum value in winter, which indicates that the 
spatial distribution of the biomass of slope protection 
plants and their response mechanisms to environmental 
factors were quite different.

 2. The variation coefficient of LMR was the largest under 
co-operating environment, and the sensitivity of the 
biomass allocation of each organ was leaf biomass 
ratio > root biomass ratio > stem biomass ratio, which 
indicated that leaf biomass was most susceptible to the 
environmental model, while stem biomass was less 
affected.

 3. Significant differences in the biomass of each organ 
of plants on different slopes (p < 0.05) were obtained. 
The root and leaf showed an isokinetic growth relation-
ship (a = 1), while the plant roots and stems showed 
an allometric growth relationship (a = 3/4) due to the 
synergistic effect of precipitation and slope (P5 and 
P7 slopes). The vegetation on each slope had the same 
slope, and their allometric growth index was 0.4109 
(root-leaf), 0.5961 (stem-root) and 0.6418 (stem-leaf).

 4. The correlation analysis of the influence of soil factors 
on the biomass allocation (R/S) revealed that the TN 
of soil was significantly correlated with the R/S of 
vegetation (p < 0.05) due to the synergistic effect of 
vegetation type and slope (P2, P3 and P7 slope); the TP 
of soil and R/S of vegetation of P3 were significantly 
negatively correlated (p < 0.05); while the remaining 
slope soil nutrient and vegetation R/S had no significant 
correlation (p > 0.05).

 5. The content of soil nitrogen and phosphorus were the 
key soil driving factor affecting the distribution pattern 
of plant biomass. The resource allocation characteristics 
of different vegetation and its response to soil factors 
had specificity. 
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ABSTRACT
China’s ecological environmental level is not high because of the intensifying resource constraint, 
heavy environmental pollution, and ecosystem degradation. The highly industrialized process leads 
to resource exhaustion, energy shortage, environmental deterioration, and ecological imbalance, 
which threaten sustainable economic growth and social progress. Effective living environmental level 
assessment in different provinces in China is an important premise to insist on the new development 
mode of high resource utilization, good environmental protection effect, and evident ecological efficiency 
in the new stage. In this study, studies on ecological environment level assessment and sustainable 
development strategies of the ecological environment were summarized. An ecological environment 
level assessment index system was constructed from the perspectives of water environment, living 
environment, forest environment, agricultural environment, and sudden environmental event. The 
ecological environmental level measurements of 31 provinces, municipalities, and autonomous regions 
in China in 2019 were measured by the entropy weight-technique for order preference by similarity to 
an ideal solution (TOPSIS) model. Results demonstrate that total water resources, forestry investment, 
and completed investment in industrial pollution control are the three most important indexes to 
measure the ecological level of a province, which account for 50% of weights. The relative closeness 
(C) of TOPSIS estimation results range in the interval of 0.215-0.510. The ecological environmental 
level of 31 provinces, municipalities and autonomous regions in China in 2019 could be generally 
divided into three types. To realize China’s ecological environment and economic social coordinated 
development, some sustainable development strategies, including 1) optimizing energy structure and 
accelerating economic development; 2) strengthening environmental control and relieving industrial 
waste emissions; 3) strengthening ecological construction planning and increasing law enforcement 
in ecological environmental pollution; 4) increasing bearing capacity of ecological environment and 
protecting ecological environment sustainable development, were proposed. Research conclusions 
have an important role in exploring the current provincial ecological environmental levels, promoting 
coordinated development of the economy-resource-environment system, and enriching policies 
concerning China’s ecological environment sustainable development.   

INTRODUCTION

The ecological environment is the basis of human survival. 
However, resource exhaustion and environmental pollution 
caused by the increase in the artificial reconstruction 
of nature are serious threats to the sustainable social 
development of human. Therefore, strengthening ecological 
civilization construction and establishing a resource-saving 
and environmental-friendly society that takes the bearing 
capacity of resource environment as the basis, natural 
laws as the criteria, and sustainable development as the 
objective are great events that are related with the overall 
human and social development, which have become two 
national strategies. With the progress in industrialization 
and urbanization, demands of the social-economic system 
for natural resources and pollutant emissions increase 

significantly. Many factors have influenced the health 
of the ecological environment. Sustainable development 
theory is a key to solve resource environmental bottleneck 
in the process of regional development, and it has become a 
research hotspot on geoscience and environmental science. 
The implementation of the sustainable development strategy 
of ecological environmental governance is an important 
aspect and an effective tool in realizing the harmonious 
development of the ecological environment and economic 
society. Nowadays, this stage is an important phase that 
Chinese cities are facing with transformation and upgrading. 
In the past decades, urban construction development in 
China is an old strategy at the cost of the environment, 
and it brought many ecological environmental pollution 
phenomena. For example, the healthy lifestyle of people 
has been challenged by urban expansion, extensive division 
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of urban functional regions, traffic jam, and environmental 
deterioration. Facing the serious situation of decreasing 
the bearing capacity of the resource environment and 
deteriorating urban ecosystem in China, the application of 
the philosophy of sustainable development into ecological 
environmental protection is suggested.

Negative external environmental issues, such as 
atmospheric pollution, global warming, soil–water loss and 
water quality deterioration, become increasingly prominent 
in China because of industrialization and urbanization and 
have brought economic prosperity and social progress. Severe 
environmental pollution and ecological failure not only 
threaten the physical health and property safety of people 
but also restrict the improvement of human development and 
life level and influence the benefits of several generations. 
Ecological environmental safety is faced with unprecedented 
challenges. Although China has achieved outstanding 
successes in economic construction, environmental 
pollution problems and ecological environmental damages 
are intensifying continuously. This series of problems 
attracts growing attention as the consciousness of citizens 
toward environmental protection rises and living quality 
and demands for a high-quality ecological environment are 
increased. Proposing sustainable development strategies 
by accurate and objective measurement of ecological 
environmental levels in provinces in China has important 
theoretical significance and practical values.

EARLIER STUDIES

Ecological environmental level assessment and strategies on 
sustainable development study have been the research hot-
spots worldwide. As an effective measurement and manage-
ment mean of economy-resource environmental coordinated 
sustainable development, the accurate measurement of eco-
logical environmental level has been widely applied in many 
countries. With respect to ecological environmental level 
assessment, De Lange et al. summarized the applications of 
ecological vulnerability analysis in rick assessment, intro-
duced new progress in ecological vulnerability analytical 
methodology, and proposed a new ecological vulnerability 
analysis frame that could be used as a part of ecological risk 
assessment and used in risk management (De Lange et al. 
2010). Liu et al. believed that the balance between China’s 
economic development and ecological protection became a 
key problem. Given that ecological impact assessment is a 
component of environmental impact assessment, he sum-
marized the general trend of ecological impact assessment 
development to show future development tracks (Liu et al. 
2015). Munns et al. carried out an ecological risk assessment 
on ecosystem services in America and found that ecosystem 

service was used as an assessment end to increase the values 
of risk assessment to environmental decision-making. He 
suggested the combination of ecological risk and human wel-
fare and provided a better way to express these risks (Munns 
et al. 2016). Chu et al. evaluated the current water quality in 
the Qili Sea wetland in China and recognized the pollution 
source. Supported by data in 2010-2013, he established a 
water quality evaluation index system by single-factor as-
sessment and comprehensive evaluation method. According 
to the evaluation results, the water pollution in the Qili Sea 
wetland was serious (Chu et al. 2017). Meng et al. believed 
that the construction of the Olympic Winter Games had some 
ecological impacts in mountain regions with the sensitive and 
vulnerable ecosystem and evaluated multi-scale suitability 
of ecological suitability development in Olympic Winter 
Games areas based on the ecological suitability evaluation 
method of GIS spatial analysis (Meng et al. 2018). He et 
al. constructed a comprehensive ecological vulnerability 
index that could describe vulnerability conditions in hotspot 
ecological zones in China and proved the poor ecological 
vulnerability in China. According to spatial comparison, 
the spatial difference in the ecological vulnerability in 
China is observed. Specifically, the ecological vulnerabil-
ity in provinces in Northwest China was higher than those 
in Northeast China and Southern China (He et al. 2018). 
Chen et al. assessed the influences of the improved group 
AHP-FCE model on the ecological environment in highway 
construction, which had outstanding applicability and pro-
motion values in ecological environmental assessment (Chen 
et al. 2020). They believed that the wetland ecosystem had 
comprehensive ecological functions, and it was sensitive 
to climate changes. They studied changes in productivity 
and diversity of plants in the ecosystem in Sanjiang Plain 
in China. The results showed that wetland protection and 
management should focus on hydrological configuration 
and potential ecological risk in the national wetland na-
ture reserve (Chen et al. 2020). With respect to ecological 
environmental sustainable development strategies, Fu et 
al. believed that how the local government cope with and 
promote sustainable development under the environmental 
decentralization system were important problems. Research 
results demonstrated that public consciousness, financial 
imbalance, and market-oriented reform could increase law 
enforcement efforts of local governments in environmental 
protection and promote ecological environment sustainable 
development (Fu et al. 2019). Bu et al. (2019) proposed a 
game model of social welfare maximization and analyzed 
the policy of how the government adjusts the total sewage 
emission control timely according to sewage stock under 
relevant policies. He suggested that the government should 
pay more attention to provide capital and technical support 
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to enterprises with fund shortage and poor technological 
level. Chandel et al. (2020) believed that dependence on 
fossil fuel was increasing stupendously, thereby resulting in 
the resource exhaustion state. A new sustainable biological 
energy source method was needed. Thus, emission reduction 
and even the implementation of a zero-emission policy are 
important pathways to realize the sustainable development of 
biological energy source. Khim et al. investigated scientific 
evidence on the association between the sustainable devel-
opment objectives of Belgium and the United Nations (UN), 
as well as the correlation and consistency of stakeholders in 
the relationship between Belgium and sustainable develop-
ment. He believed that determining a realizable objective and  
indexes of sustainable development goal played an important 
role in economic prosperity and social development (Khim et 
al. 2020). Abdul-Rahaman et al. studied the effects of foreign 
direct investment (FDI) on China’s sustainable development 
by using a regression model. Results demonstrated that 
the implementation of stricter environmental policies and  
strategies can decrease breaches of contract of foreign  
investors (Abdul-Rahaman et al. 2020). Xuan chang et al. 
believed that ecological restoration, economic develop-
ment, and social progress were related to the realization 
of the national sustainable development objective directly. 
A sustainable LP sustainable development strategy was 
proposed based on the 3Cs (classification, coordination and 
cooperation) system method (Xuanchang et al. 2021). Ahl et 
al. (2021) believed that biological technology played a key 
role in changing the existing land use system, and it could 
increase the productivity of farm or planting gardens, sup-
plement deterioration land, and improve the bearing capacity 
of the ecological environment. Existing associated studies on 
the ecological environmental level focus on the ecological 
design of products, system development, and guidance of 
enterprise sustainable development. In China, few studies on 
the ecological effect of enterprises and products are mostly 
qualitative analysis of ecological environmental level on the 
regional scale and industrial fields. Chinese enterprises pay 
insufficient attention to ecological environmental protection, 
and inadequate statistical data on the ecological environment 
of Chinese enterprises and products are available. Studies 
on the sustainable protection mechanism of the regional 
ecological environment are not thorough yet. Hence, an 
ecological environmental level assessment system was  
constructed based on the data of 31 provinces, municipalities, 
and autonomous regions of China in 2019. The ecological 
environmental level in different provinces was measured 
by the entropy weight-TOPSIS model. Finally, sustainable 
development strategies that can improve different regional 
ecological environmental levels were proposed.

MODEL INTRODUCTION AND CONSTRUCTION 
OF INDEXES

Brief Introduction to Entropy Weight-TOPSIS Model

The concept of entropy originated from thermodynamics, 
and it is a parameter that characterizes the substance state. 
Entropy is a measurement of the degree of system disordered. 
An index with the smaller information entropy can provide a 
bigger information size, plays more role in the comprehen-
sive evaluation, possesses higher weight, and imposes greater 
impacts on evaluation structures. Entropy has been widely 
applied in studies on system engineering, economical, and 
social studies, which have achieved many successes. The 
calculation of entropy can be performed as follows.

First, the evaluation factor matrix is expressed in Eq. 
(1) as:
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Next, the positive ideal solution (V+) and negative ideal solution (V-) of the evaluation 
scheme were determined and shown in Eq. (9). 
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Finally, the entropy weight of factor i is defined as:
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Construction of Indexes

Currently, no uniform index system is available for ecological 
environmental level assessment in the academic circle. 
Based on existing literature, the ecological environmental 

level is defined as when people attempt to reduce waste 
emissions during daily production and life activities, 
prevent environmental pollution effectively, and protect 
and continuously optimize natural ecological environmental 
society, that is, the human-environmental harmonious 
society; people’s efforts in protecting, improving, and 
optimizing the environment; and current support degree 
of the environment to the sustainable development of 
society and economy. Based on the review of abundant 
comprehensive evaluation index system of ecological 
environmental level, an evaluation index system of the 
provincial ecological environmental level was constructed 
by observing five principles of scientificity, objective, 
comparability, hierarchy, and operability and referred to 
previous selection of relevant indexes. The system is shown 
in Table 1. 

In this study, the ecological environmental index data 
in 31 provinces, municipalities, and autonomous regions 
in China in 2019 were collected from the China National 
Statistics Library (https://data.stats.gov.cn/).

EMPIRICAL STUDY

The numerical values of specific indexes were determined 
according to the collected data. First, ecological environmental 
index data in 31 provinces, municipalities, and autonomous 
regions in China in 2019 were normalized. The entropy 
weights of indexes were calculated from Eqs. (1)-(7). The 
weights of relevant indexes were determined according to the 
general influences of their relative variations on the system. 
Therefore, indexes with greater relative variations possess 

Table 1: Ecological environmental evaluation index system.

Level-1 indexes Level-2 indexes Index No. Unit Type of indexes
Water environment Total water supply A1 100 million cubic meters -

Total water resources A2 100 million cubic meters +

Total ecological water consumption A3 100 million cubic meters -
Living environment Amount of household garbage clean-up B1 10,000 tons -

Harmless disposal of household wastes B2 % +

Number of harmless treatment plants B3 Plants +
Forest environment Total afforestation area C1 1000 ha. +

forestry investment C2 10,000 yuan +

Number of forest fire disasters C3 Times -

Forest area of diseases and pests C4 10,000 ha. -

Forest coverage C5 % +
Agricultural environment Crop failure area D1 1000 ha. -

Affected population of natural disasters D2 Per 10,000 users -

Direct economic loss of natural disasters D3 100 million yuan -
Sudden events Number of sudden environmental events E1 Times -

completed investment to industrial pollution control E2 10,000 yuan +

(In Table 1, + indicates that the index is a positive index, and a higher numerical value indicates better ecological environment-indicates that this index 
is a negative index, and a higher numerical value indicates a poorer ecological environment.)
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higher weights. In other words, the index with smaller 
information entropy has a greater utility value.

Fig.1 shows that total water resources (A2), forestry 
investment (C2), and completed investment in industrial 
pollution control (E2) are the three most important indexes in 
measuring the ecological level of a province. The proportion 
of these indexes reached as high as 50%. Considering that 
China is a country with a relative per capita water resource 

shortage, especially in Northwest China, water shortage 
becomes the most important index in measuring a regional 
ecological environmental level. Forestry investment 
increases annually and became the second most important 
index of ecological environmental level. Increasing 
completed investment in industrial pollution control can 
control industrial environmental pollution in different 
provinces and improve “three industrial waste” pollution 
brought by the high-speed industrial development in China. 

TOPSIS analysis was carried out by the data produced 
by weighting after entropy weight method to determine the 
evaluation indexes and assure that all evaluation indexes have 
a positive trend (the index with the higher value is suitable). 
According to Eqs. (7)-(10), the results in Table 2 were calcu-
lated. In Table 2, D+ and D- referred to the distances from the 
evaluation objects to the positive and negative ideal solutions. 
C refers to the closeness between the evaluation objects and 
the optimal scheme. The higher value of C indicates that the 
scheme is closer to the optimal scheme.

Table 2 presents that: (1) Shandong Province, Guangdong 
Province, Guangxi Zhuang Autonomous Region, and Tibet 
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Fig. 1: Weights of the evaluation indexes. 

Fig.1 shows that total water resources (A2), forestry investment (C2), and completed 
investment in industrial pollution control (E2) are the three most important indexes in measuring 
the ecological level of a province. The proportion of these indexes reached as high as 50%. 
Considering that China is a country with a relative per capita water resource shortage, especially 
in Northwest China, water shortage becomes the most important index in measuring a regional 
ecological environmental level. Forestry investment increases annually and became the second 
most important index of ecological environmental level. Increasing completed investment in 
industrial pollution control can control industrial environmental pollution in different provinces 
and improve “three industrial waste” pollution brought by the high-speed industrial development 
in China.  

TOPSIS analysis was carried out by the data produced by weighting after entropy weight 
method to determine the evaluation indexes and assure that all evaluation indexes have a positive 
trend (the index with the higher value is suitable). According to Eqs. (7)-(10), the results in Table 
2 were calculated. In Table 2, D+ and D- referred to the distances from the evaluation objects to 
the positive and negative ideal solutions. C refers to the closeness between the evaluation objects 
and the optimal scheme. The higher value of C indicates that the scheme is closer to the optimal 
scheme. 

Table 2: TOPSIS Estimation results. 

Provinces 
Indexes 

Positive ideal solution 
distance 

D 

Negative ideal solution 
distance 

D- 

Relative closeness 
C Rank 

Beijing 0.279 0.1 0.263 24 

Tianjin 0.302 0.089 0.228 30 

Hebei Province 0.241 0.13 0.351 11 

Shanxi Province 0.259 0.104 0.287 18 
Inner Mongolia 

Autonomous Region 0.248 0.136 0.354 9 

Liaoning Province 0.276 0.093 0.251 29 

Jilin Province 0.275 0.100 0.266 23 

Heilongjiang Province 0.252 0.114 0.311 15 

Shanghai 0.290 0.100 0.256 26 

Jiangsu Province 0.254 0.131 0.340 13 

Zhejiang Province 0.233 0.134 0.365 7 

Anhui Province 0.257 0.096 0.272 22 

Fujian Province 0.241 0.127 0.346 12 

Shanxi Province 0.231 0.132 0.363 8 

Shandong Province 0.222 0.187 0.457 2 
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Table 2: TOPSIS Estimation results.

Provinces
Indexes

Positive ideal solution distance
D

Negative ideal solution distance
D-

Relative closeness
C

Rank

Beijing 0.279 0.1 0.263 24
Tianjin 0.302 0.089 0.228 30
Hebei Province 0.241 0.13 0.351 11
Shanxi Province 0.259 0.104 0.287 18
Inner Mongolia Autonomous Region 0.248 0.136 0.354 9
Liaoning Province 0.276 0.093 0.251 29
Jilin Province 0.275 0.100 0.266 23
Heilongjiang Province 0.252 0.114 0.311 15
Shanghai 0.290 0.100 0.256 26
Jiangsu Province 0.254 0.131 0.340 13
Zhejiang Province 0.233 0.134 0.365 7
Anhui Province 0.257 0.096 0.272 22
Fujian Province 0.241 0.127 0.346 12
Shanxi Province 0.231 0.132 0.363 8
Shandong Province 0.222 0.187 0.457 2
Henan Province 0.260 0.100 0.279 19
Hubei Province 0.247 0.109 0.307 16
Hunan Province 0.218 0.144 0.398 6
Guangdong Province 0.216 0.162 0.428 3
Guangxi Zhuang Autonomous Region 0.197 0.204 0.510 1
Hainan Province 0.298 0.111 0.272 21
Chongqing 0.274 0.103 0.274 20
Sichuan Province 0.206 0.147 0.417 5
Guizhou Province 0.239 0.117 0.329 14
Yunnan Province 0.236 0.129 0.353 10
Tibet Autonomous Region 0.258 0.19 0.425 4
Shaanxi Province 0.253 0.104 0.292 17
Gansu Province 0.276 0.098 0.262 25
Qinghai Province 0.283 0.095 0.252 28
Ningxia Hui Autonomous Region 0.303 0.083 0.215 31
Xinjiang Uygur Autonomous Region 0.267 0.091 0.254 27
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Autonomous Region show the best ecological environment. 
C of these four provinces was higher than 0.425, which 
was far higher than those of the other provinces. Guangxi 
Zhuang Autonomous Region and Tibet Autonomous 
Region are mainly located in provinces with the backward 
economy in the national border in Western China. These 
regions have good ecological environmental quality and 
provide important environmental inclusiveness. Guangdong 
Province and Shandong Province play an important role in 
investment in environmental protection because they have the 
maximum total economic development. Abundant capitals 
to environmental pollution control can assure a remarkable 
ecological environmental level. In these provinces, citizens 
became aware of ecological environmental protection 
earlier, and relevant policies and laws are perfect. Local 
governments support the construction of ecological cities 
and the development of ecological industry, respect objective 
natural laws, and maintain accurate ecological philosophy. 
They realize collaborative progress in economic development 
and environmental protection. To realize sustainable 
development truly, great efforts are made to promote the 
development and use of clean energy, and production 
and lifestyle of energy saving and emission reduction are 
advocated. Citizens generally have strong consciousness 
toward environmental protection, the implementation of the 
philosophy of environmental protection in daily life, and the 
formation of advanced ecological civilization. As such, the 
conventional conclusion proves indirectly that the ecological 
environment in the early stage of industrialization was good 
because of the light industrial pollution and high economic 
gross in the late stage of industrialization, thereby resulting 
in the high efficiency of environmental pollution.

(2) Hebei Province, Inner Mongolia Autonomous Region, 
Zhejiang Province, Hunan Province, and Yunnan Province 
show the second-best ecological environment. The ecological 
environment in these provinces belong to the average level 
in China, and the environment is lightly friendly. These 
provinces belong to the mild environmental-friendly soci-
ety, and most of them are in central China, which still has 
certain differences from developed regions. These provinces 
belong to resource relative consumption type because local 
industrial structures and scale effect are not evident enough. 
Generally, the environmental-friendly comprehensive 
scores of these provinces are basically in the middle level. 
Economic development mode in these provinces proposes 
an urgent demand for the transformation to a modernized 
intensive economy and high-level industrial structure. The 
industrial development level of these provinces is relatively 
high because of advanced technology and high production 
efficiency, which decreases energy wastes and waste emis-
sion pollutions. Influenced by the “deindustrialization” tide, 

these provinces not only reduce the proportion of heavy 
industries positively and make great efforts to develop eco-
logical-friendly industries and new energy sources but also 
strengthen citizens’ consciousness of ecological protection 
and promote the exploration in green sustainable economic 
development.

(3) The remaining regions, including Tianjin, Beijing, 
and Shanxi, have a backward ecological environment. Most 
of these regions have witnessed haze and serious environ-
mental pollution in recent years. The mean environmen-
tal-friendly comprehensive score of these provinces is far 
lower than those of other provinces. These regions have poor 
ecological environmental quality and low environmental 
bearing capacity, and shall further strengthen environmental 
control. People in these regions have poor consciousness 
toward ecological protection, and they ignore environmental 
damages in economic development. Economic development 
emphasizes resource mining and primary processing, and 
it is characterized by high energy consumption, high en-
vironmental pollution, low production efficiency, and low 
economic benefits. These regions need industrial upgrading 
urgently and have to pay attention to the relation between 
ecological environmental protection and economic devel-
opment. The provincial economic social development level 
in these regions is generally low, and it cannot consider 
ecological environmental protection simultaneously. The 
quality of local citizens has to be improved. Moreover, 
ecological environmental damages are relatively serious, 
thereby taking a long time to restore. Among these regions, 
some provinces mainly depend on husbandry development 
and they rely highly on the natural environment and climate. 
Furthermore, the ecological environment might be overused. 
The use of primary product processing as the major indus-
trial-economic mode not only has low economic benefits 
but may also have low resource utilization because of the 
background production technology and immature technolog-
ical level. Consequently, it might cause energy overuse and 
waste emission environmental pollution. Finally, to make it 
easier to understand, the C of 31 Provinces, Municipality and 
Autonomous Regions in China is shown in Fig. 2 in 2019.

SUSTAINABLE DEVELOPMENT STRATEGIES OF 
IMPROVING ECOLOGICAL ENVIRONMENTAL 
LEVEL

Optimizing Energy Structure and Accelerating 
Economic Development

China must strengthen the consciousness of energy saving in 
production, transportation, and consumption; increase efforts 
in cyclic economic development; improve energy use struc-
ture, increase industrial structure; reduce energy consumption 
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per GDP through a series of measures; and increase economic 
development quality. Additionally, China has to: 1) lower 
energy consumption at the terminal consuming enterprises 
by using advanced technologies and techniques and devel-
oping a cyclic economy. 2) Improve energy structure in 
industrial and agricultural production around the country 
and accelerate the development of clean energies, including 
solar energy, wind energy, and biological energy. 3) Estab-
lish a reasonable energy price formation mechanism. The 
value of energy shall be reflected through the market, and 
energy price shall be reflected by market supply-demand 
relations to encourage users to save energy and producers 
to increase investment to find substitutive energy sources. 
4) Accelerate industrial structural updating, pay attention 
to the adjustment of industrial structure, increase support to 
new high-tech industries, such as environmental protection 
and new energy industries, and protect economic sustain-
able development. 5) Strengthen regional coordinated 
development, integrate regional resource advantages from 
the global perspective, form complementation of regional 
industrial advantages, realize regional resource sharing, 
environmental coexistence and coordinated development, 
increase overall economic competitiveness and benign 
interaction of regions, and drive the development of all 
economic circles in China.

Strengthening Environmental Control and Relieving 
Industrial Waste Emissions

The industrial layout shall be designed reasonably. Existing 
industrial layout and planning industrial layout shall have 
detailed arrangement and deployment. The planning indus-
trial layout shall not be in urban areas. In particular, heavily 
polluted industrial enterprises are at the downwind places of 
the city that are far away from regions with high population 

density. The following approaches are suggested: 1) strengthen 
pollution source control and control the pollutant emission at 
the lowest extent. 2) Strengthen protection of drinking water 
sources and test water quality in source regions to discover 
illegal architectural structures and plants which might cause 
the water environment. These pollutions have to be solved 
properly, and the safety of drinking water must be protected. 
3) Increase monitoring over rivers and efforts in pollution 
control and monitor and manage the corresponding pollutant 
discharging unit according to the requirement of water quality 
function. 4) Make plans on solid waste processing, the perfect 
system for solid waste collection in all cities, and prevent sec-
ondary pollution during the garbage disposal process in refuse 
landfills and garbage incinerator. 5) Classify solid wastes 
according to certain standards and process independently, and 
recycle according to unique properties.

Strengthening Ecological Construction Planning 
and Increasing Law Enforcement in Ecological 
Environmental Pollution

Experts in different fields must be organized to make 
a systematic and scientific ecological environmental 
construction plan. During the compilation of the system, 
various social-economic activities in cities have to be planned 
scientifically by combining the urban ecological status, urban 
economic social development strategies, and ecological 
environmental construction goal, thereby enabling to increase 
resource transformation efficiency of cities, energy-saving 
efficiency of facilitates, harmless processing rate of wastes, 
and self-cleaning capacity of urban ecological environment. 
Urban management shall be strengthened so that each detail 
in ecological urban construction is subjected to scientific 
urban management activities. Urban management requires 
a complete management system to manage economic 
activities, social construction, and natural environmental 
construction. Meanwhile, management departments at all 
levels shall strengthen correlations. It has to accelerate the 
establishment of laws and regulation system, which adapt 
to ecological urban development, to enlist ecological urban 
construction into the legalization orbit. This method is an 
effective way to protect ecological urban construction. In 
the process of ecological urban construction, encountering 
various behaviours that disagree with the ecological 
development of cities is inevitable. Hence, some laws and 
administrative means have to be adopted to assure smooth  
implementation of ecological urban construction. 
Ecological legislation can provide relevant legal guarantees.  
Protecting ecological urban construction by-laws is 
conducive to guide it to the road of legalization, planning, 
and systematism.

 

 

provinces proposes an urgent demand for the transformation to a modernized intensive economy 
and high-level industrial structure. The industrial development level of these provinces is 
relatively high because of advanced technology and high production efficiency, which decreases 
energy wastes and waste emission pollutions. Influenced by the “deindustrialization” tide, these 
provinces not only reduce the proportion of heavy industries positively and make great efforts to 
develop ecological-friendly industries and new energy sources but also strengthen citizens’ 
consciousness of ecological protection and promote the exploration in green sustainable economic 
development. 

(3) The remaining regions, including Tianjin, Beijing, and Shanxi, have a backward 
ecological environment. Most of these regions have witnessed haze and serious environmental 
pollution in recent years. The mean environmental-friendly comprehensive score of these 
provinces is far lower than those of other provinces. These regions have poor ecological 
environmental quality and low environmental bearing capacity, and shall further strengthen 
environmental control. People in these regions have poor consciousness toward ecological 
protection, and they ignore environmental damages in economic development. Economic 
development emphasizes resource mining and primary processing, and it is characterized by high 
energy consumption, high environmental pollution, low production efficiency, and low economic 
benefits. These regions need industrial upgrading urgently and have to pay attention to the relation 
between ecological environmental protection and economic development. The provincial 
economic social development level in these regions is generally low, and it cannot consider 
ecological environmental protection simultaneously. The quality of local citizens has to be 
improved. Moreover, ecological environmental damages are relatively serious, thereby taking a 
long time to restore. Among these regions, some provinces mainly depend on husbandry 
development and they rely highly on the natural environment and climate. Furthermore, the 
ecological environment might be overused. The use of primary product processing as the major 
industrial-economic mode not only has low economic benefits but may also have low resource 
utilization because of the background production technology and immature technological level. 
Consequently, it might cause energy overuse and waste emission environmental pollution. 

 
Fig. 2: C of 31 provinces, municipality and autonomous regions in China in 2019. 

SUSTAINABLE DEVELOPMENT STRATEGIES OF IMPROVING 
ECOLOGICAL ENVIRONMENTAL LEVEL 
Optimizing Energy Structure and Accelerating Economic Development 
China must strengthen the consciousness of energy saving in production, transportation, and 

Fig. 2: C of 31 Provinces, Municipality and Autonomous Regions in 
China in 2019.



692 Yong Li

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

Increasing Bearing Capacity of Ecological 
Environment and Protecting Ecological Environment 
Sustainable Development

Ecological civilization construction is based on the bearing 
capacity of the ecological environment. It has to accelerate 
the construction of ecological civilization pilot demonstra-
tions and national ecological civilization test site. Under 
the hard constraint of bearing capacity of ecological envi-
ronment, the following recommendations are presented: 1) 
adopt economic-environmental coordinated development 
and continue to promote ecological civilization construction 
in provinces in China. 2) Increase financial investment to 
environmental protection, innovate PPP mode of ecological 
construction, and expand investment and financial channels 
for environmental protection. 3) Increase investment in the 
construction of urban environmental infrastructure, adopt 
the new urbanization road, and construct ecological-oriented 
cities. 4) Implement natural resource property right system 
natural resource use control system, increase the area of 
natural reserves and inventory of per capita land and forest 
resources, determine a protection red line, increase the eco-
logical space, and improve bearing capacity of ecological 
environment continuously. 5) Adapt to new normal status 
positively, implement structural reform on the supply side, 
insist on the development philosophy of “innovation, coor-
dination, green, open, and sharing,” promote development 
by new driving forces, transform economic motivations, 
increase total factor productivity, lower energy consumption 
and increase resource utilization, and relieve pressure over 
the ecological environment.

CONCLUSIONS

The rapid progress in industrialization and urbanization have 
brought a series of problems, including resource exhaustion, 
energy shortage, environmental deterioration, and ecological 
imbalance. These problems are against economic sustaina-
ble growth and social progress, thereby making ecological 
crisis appear gradually. Economic-resource environment 
coordinated sustainable development becomes a topic that 
is widely concerned in the world. Accordingly, the philos-
ophy of sustainable development is proposed. China’s eco-
nomic growth is achieved at the cost of excessive resource 
consumption and environmental pollutions. Rapid indus-
trialization further increases the pressure on the resource 
environment. In this study, an ecological environmental level 
assessment index system is constructed, and the ecological 
environmental level in 31 provinces, municipalities, and 
autonomous regions in China in 2019 is measured by the 
entropy weight-TOPSIS model. Results demonstrate that 
total water resources, forestry investment, and completed 

investment in industrial pollution control become the three 
most important indexes to measure the ecological level of 
a province. The relative closeness (C) ranges in the interval 
of 0.215–0.510. The ecological environmental level of 31 
provinces, municipalities and autonomous regions in China 
in 2019 could be divided into three types. To realize China’s 
ecological environment and economic social coordinated 
development, some sustainable development strategies, 
including optimizing energy structure and accelerating 
economic development, strengthening environmental control 
and relieving industrial waste emissions, strengthening eco-
logical construction planning and increasing law enforcement 
in ecological environmental pollution, increasing the bearing 
capacity of ecological environment, and protecting ecolog-
ical environment sustainable development, were proposed. 
In-depth studies from perspectives of regional differences in 
ecological environmental level, perfect ecological efficiency 
evaluation index system, and multi-dimensional estimation 
of factors that influence regional ecological environmental 
level must be conducted in the future.
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ABSTRACT

A comparative study was conducted to evaluate the toxicity of a biopesticide and a chemical pesticide 
using Daphnia magna as a model aquatic faunal species. The primary survey revealed that Neemark 
and Tafgor are being commonly used by the farmers. The acute toxicity tests were conducted on 
Daphnia magna for two series of concentration ranges 100 ppm to 1000 ppm and 1000 ppm to 4000 
ppm. The (Lethal Concentration) LC50 values for series 1 of Neemark and Tafgor were 522.86 ppm and 
439.46 ppm, respectively, whereas it was 1840.48 ppm and 1335.97 ppm, respectively for for Series 2. 
A significant difference in the mortality rates between Neemark and Tafgor in the concentration range of 
1000 ppm to 4000 ppm was observed (t = 2.483, p < 0.05).  A combination treatment of Neemark and 
Tafgor in different proportions showed that the 2:1 v/v (Neemark: Tafgor) ratio showed the lowest toxicity 
with a LC50 value of 1067.78 ppm, suggesting its preferability in application on the field. Two–way 
ANOVA shows that the concentration of pesticides plays a significant role in the mortality of Daphnia 
(F = 19.729, p < 0.05) and so does the combination ratio treatment (F = 7.166, p < 0.05). These results 
suggest that these two factors along with the selection of a suitable plant-based pesticide play a critical 
role in the reduction in mortality rates of aquatic organisms.   

INTRODUCTION

India primarily has an agro-based economy with an 18% 
contribution of agriculture to the total GDP (Bharadwaj & 
Sharma 2013, Kekane 2013). To sustain such a large econo-
my, the longevity of crops and their resistance to myriad pests 
becomes a fundamental necessity.  Pesticides play a vital role 
in maintaining world food production. Any substance that 
intends to prevent, destroy, repel or lessen the damage of any 
pest is called a pesticide (Eldridge 2008). There have been 
estimates that crop losses to pests would increase by 10% if 
no pesticides would be used at all (Pimentel et al. 1992). The 
most common categories of pesticides are insecticides, herbi-
cides, fungicides, and rodenticides (Yadav et al. 2015). The 
type of pesticides used depends on the type of target pests. 

The Green Revolution in India has resulted in the phe-
nomenal growth in agricultural productivity by the use of 
high yielding varieties, chemical fertilizers, and pesticides 
(Kumar 2012). The pesticide consumption in India has risen 
from 434 metric tonnes to 46,195.16 metric tonnes during 
the period 1954 to 2000 (Bharadwaj & Sharma 2013). In 
India, the total as well as per hectare consumption of pes-
ticides increased significantly after 2009-10. The pesticide 
consumption was 0.29 kg/ha during 2014-15 which is nearly 

50% higher than the use during 2009-10 (Subash et al. 2017). 
Two main types of pesticides viz., chemical and biological, 
originating from the respective sources are used to fight the 
menace of pests targeting high economic value crops. Some 
of the chemical insecticides used are DDT (Dichloro Diphe-
nyl Trichloroethane), BHC (Benzene hexachloride), Malathi-
on, and Carbaryl (Yadav & Devi 2017). Chemical pesticides 
are known to have several negative impacts on human as well 
as environmental health. Synthetic chemical pesticides are 
known to exist as residues in soil, water, food etc., which 
may, in turn, lead to phytotoxicity, physiological deformities, 
diseases, mortality, population changes, genetic disorders etc. 
in many living organisms. They may enter the food chain 
and coupled with bioaccumulation could cause grave con-
sequences. The increased concerns about the environmental 
effects associated with the use of these synthetic chemical 
pesticides have led to the search for chemical extracts from 
various biological organisms having insecticidal properties 
(Kumar 2012). A promising alternative is the use of biopesti-
cides. A biopesticide is a formulation derived from naturally 
occurring substances that control pest populations in an 
eco-friendly way and through non-toxic mechanisms. The 
sources of biopesticides could be microorganisms, plants or 
animals and could include living organisms, their products or 
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their by-products which could be used for the management of 
pests. Nearly 700 biopesticide products are available globally 
with 175 registered biopesticide active ingredients (Kumar 
2012). The share of biopesticide in the total crop protection 
worldwide is small with a value of about 3 billion dollars 
and accounts for just 5% of the total crop protection market 
(Marrone 2014). The most commonly produced and used 
forms of biopesticides in India are neem-based compounds, 
Bacillus thuringensis, nuclear polyhedrosis virus (NPV) and 
Trichoderms (Khandpal 2014). Biopesticides derived from 
the entomo-pathogenic bacterium, Bacillus thuringiensis 
(Bt), form 90% of the total microbial biopesticides available 
(Kumar & Singh 2015). The plant-based biopesticide derived 
from neem is eco-friendly and very effective against many 
species of arthropods, nematodes, and fungi (Kandpal 2014). 
The seeds of the neem tree (Azadirachta indica) contain the 
active ingredient Azadirachtin which is a natural antifeedant, 
insect growth regulator, and sterilant (Hummel et al. 2015). 

Any pesticide used in agriculture can enter the adjoining 
water body through agricultural runoff and soil erosion, 
which could lead to adverse impacts not only on the water 
quality but also on the associated aquatic life. After the entry 
into the aquatic ecosystems, pesticides can cause fishery 
losses in many ways such as increased mortality, killing of 
susceptible fish fry, and elimination of essential fish foods, 
such as insects and other invertebrates (Pimentel et al. 1992). 
Chlorpyrifos, an organophosphate pesticide, being very toxic 
to fish has caused fish mortality in waterways adjacent to 
treated fields (United States Environmental Protection Agen-
cy [US EPA] 2000). Pesticides are known to cause serious 
problems because they are designed to kill organisms, both 
target and non-target ones (Hanazato 2000).

The toxicity of pesticides on an aquatic ecosystem can 
be assessed using different test organisms. The effects of 
two chemical pesticides viz. Imidacloprid and RH-5849 on 
earthworm (Eisenia foetida) were studied (Luo et al. 1999) in 
terms of their acute toxicity, effects on sperm morphological 
deformity, and biochemical toxicity. Some toxicity tests use 
fish such as Danio rerio as the test organism to determine 
the (lethal concentration) LC50-96h of neem-based pesticides 
(Maranho et al. 2014). Daphnia magna, a zooplankton, is 
also often used as the test organism. Since zooplanktons 
are very sensitive to toxic chemicals and occupy a central 
position in the lentic food chain, they are frequently used 
in ecotoxicological tests. The responses of zooplankton to 
toxicity tests provide information on the relative impacts on 
the ecosystem as a whole (Hanazato 2000). Daphnia has 
been used to test the effects of anthropogenic chemicals, 
such as dieldrin on the sex ratio and alteration in the 
male individuals’ production (Dodson et al. 1999). They 
quantified the swimming behaviour of free-living Daphnia 

that were exposed to the pesticide. Two types of behaviours 
were seen: (1) ‘spinning’ (extreme and continuous escape 
behaviour) in response to acutely toxic levels of ‘carbaryl’ 
and (2) ‘irritation’ (an increase in escape-like behaviour) 
in response to sublethal levels. Daphnia magna has been 
used in acute toxicity test for neem-based biopesticides to 
determine the median Effective Concentration (EC50-48h). 
After these acute toxicity tests, chronic toxicity tests for 21 
days were conducted (Maranho 2014). The moulting process 
of crustaceans has been interfered by azadirachtin, the active 
component in neem and some other aquatic invertebrates 
may also be susceptible (Stark 2007). 

The objective of the present study was to generate a data-
base on the most frequently used pesticides (chemical and/or 
biological) amongst a group of farmers of the Palghar district 
of Maharashtra, India. Subsequently, the toxicity testing of 
the most preferred biological pesticide and chemical pesti-
cide was performed individually and in combination using 
Daphnia to ascertain the one, which is comparatively less 
harmful to the aquatic organism. This is the first of such an 
experimental analysis using the actual field concentrations 
of pesticides to assess their toxicity in terms of the LC50 
values. Along with this, the combination ratio treatment 
experiments can provide a guideline to assess their potential 
use by farmers which could reduce the toxic effects on the 
aquatic ecosystem. The toxicity data so obtained were ana-
lysed statistically using the PAST software and MS Excel. 

MATERIALS AND METHODS

The entire study was divided into two parts, wherein the 
first part included a questionnaire survey of farmers and the 
second half consisted of laboratory analysis of the toxicity 
of the most commonly used pesticides in the study area.

Questionnaire Survey

The questionnaire survey regarding the use of pesticides for 
agriculture was conducted among a group of 20 farmers in 
the Palghar district of Maharashtra. It comprised of a set of 
questions to collect data in terms of the type of crops culti-
vated, type of pesticide used (biological/ chemical), and the 
most preferred market-based pesticide product. Based on the 
questionnaire survey, the most preferred market products of 
biopesticide and chemical pesticide were found to be Nee-
mark and Tafgor, respectively. These were chosen for the 
laboratory analysis to ascertain their respective LC50 values 
using the test aquatic organism Daphnia magna. 

LC50 Studies

Stock solutions of Neemark and Tafgor of concentrations 
500 ppm and 2500 ppm, respectively were prepared. These 
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concentrations were based on the volumes of pesticide used 
in the study sites by the farmers. Two series of diluted stock 
solutions of varying concentrations viz., 100 to 1000 ppm 
with an interval of 100 pm and 1000-4000 ppm with an inter-
val of 500 ppm were prepared for both the pesticides. Thus, 
two concentrations range each for Neemark and Tafgor were 
prepared. This was done to accommodate both the pesticide 
concentrations used in the field. 

Experiments were conducted to determine the lethal 
concentration of the pesticide that killed fifty percent of the 
population (LC50) using probit analysis. The experimental 
work included two parts. The first part included finding the 
LC50 values for the individual pesticide range. In the second 
set of experiments, Daphnia was subjected to combination 
treatments of different volume: volume (v: v) ratios viz. 1:1, 
1:2 and 2:1 of Neemark and Tafgor, respectively. This was 
done to determine the most favourable treatment that could 
be used by the farmers which are the least damaging to the 
aquatic fauna. In these combination treatment sets, varying 
concentrations of the two pesticides in the range of 100 ppm 
to 500 ppm were used to find the LC50 value of the particular 
combination treatment. All the experiments were initiated by 
transferring 15 live Daphnia into clean petri plates where 
each plate represented a particular concentration. Respec-
tive volumes of the pesticide concentrations from the series 
were inoculated in the plates. The number of dead Daphnia 
individuals was counted after an incubation time of 60 min. 
All the experiments were carried out in duplicates. The per-
cent mortality was calculated using the following formula 
presented in Equation 1.

 Percent Mortality = (Number of dead Daphnia /  
 Initial Number of live Daphnia) ´ 100     …(1)

The percent mortality was calculated and transformed 
into probit values using Finney’s probit table (Finney 1971). 
All the probit values were plotted against the log values of 
the concentrations. The log concentration value for the probit 
value 5 (representing fifty percent mortality) was found, the 
antilog of which yielded the lethal concentration that caused 
50 percent mortality. The acute toxicity tests were conducted 
in a manner similar to the previous studies (Demetrio et al. 
2014, Maranho et al. 2014) with a few changes to suit the 
present study. 

Two–way ANOVA was done to estimate whether the dif-
ferent combination treatments and different pesticide concen-
trations used for the combination treatment affected the percent 
mortality significantly or not. The significant difference in the 
percent mortality between the different concentration ranges 
of Neemark and Tafgor was checked with the help of unpaired 
t-test. The statistical analysis and graphical representations 
were done using PAST and MS Excel. 

RESULTS AND DISCUSSION

Questionnaire Survey

The questionnaire survey conducted in the Palghar district 
of Maharashtra to understand the proportion of farmers 
using biopesticide and chemical pesticide revealed that out 
of the 20 farmers surveyed, 40% used only biological pest 
control measures, such as cow urine, Neemark and other 
neem products; 20% of them used only chemical pesticides 
such as Tafgor, Karathane, and Rogor, whereas 40% of the 
surveyed farmers used both chemical and biological pesti-
cide. The different chemical and biological pesticides were 
used as a common application against all types of pests 
including aphids. The most common form of biopesticide 
and chemical pesticide used was Neemark (35%) and Tafgor 
(55%), respectively. 

LC50 of Pesticides 

Based on the results of the survey, Neemark and Tafgor were 
selected as the toxicants to carry out further acute toxicity 
tests. The median lethal concentration for Neemark for Series 
1 (100-1000 ppm) and Series 2 (1000-4000 ppm) was found 
to be 522.86 ppm and 1840.48 ppm, respectively. Various 
acute toxicity tests have been conducted on Daphnia using 
neem-based compounds, such as Neemix, Bioneem, and 
Margosan-O. In one of the studies, effective concentration 
(EC50) (48 h) of Margosan-O on Daphnia magna was as 
high as 125 ppm as against the LC50 (48 h) value of 13 ppm 
(Scott & Kaushik 1998). Another research found the EC50 
for Margosan-O on Daphnia magna at 103 ppm (Saucke & 
Schmutterer 1992). The LC50 (48 h) of Neemix for Daphnia 
pulex was estimated to be 0.68 ppm by Stark (2001). He 
also found that the LC50 of Azatin for D. pulex was 0.57 
ppm. Another acute toxicity test revealed that LC50 (48 h) 
values for Neemix and Bioneem on Daphnia pulex were 
0.028 μg/mL and 0.033 μg/mL, respectively (Goktepe & 
Plhak 2002). Maranho et al. (2014) observed that the neem 
oil based biopesticide showed an EC50 of 0.17ml/L for D. 
magna. Comparison of the LC50 values obtained from the 
previous studies of other neem-based pesticides shows that 
the LC50 value of Neemark from the present study is very 
high. This could be attributed to the high range selected for 
the study along with the possible indication of Neemark 
being less toxic to the invertebrate aquatic fauna as com-
pared to other neem derived products. Other biopesticides 
have also shown comparatively high toxicity as compared to 
Neemark. Camphor, a major ingredient of biopesticides, was  
assessed for its acute toxicity to D. magna (Yim et al. 2014). 
In their study, they observed immobilization of D. magna 
over 98.8μM and the EC50 was found to be 395μM after 48 h. 
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The median lethal concentration for Tafgor for Series 1 
(100-1000 ppm) and Series 2 (1000-4000 ppm) was found 
to be 439.46 ppm and 1335.97 ppm, respectively.  The 
LC50 values for other organophosphate pesticides, such 
as chlorpyrifos and malathion for Daphnia magna were 
found to be 0.001μg/mL and 0.033μg/mL, respectively by 
Leight & Dolah (1999). Several other studies for the LC50 
of Chloropyrifos on D. magna were conducted which gave 
the results as follows; 0.19 μg/mL (Kikuchi et al. 2000) 
and 1.0 μg/mL (Kersting & van Wijngaarden 1992). There 
are a few acute toxicity studies of Tafgor conducted on 
Daphnia. As per the EPA report (US EPA 1983), the 48 h 
LC50 value for Tafgor in D. magna is 2.5μg/mL. Various 
studies have assessed the toxic effects of other chemical 
groups of insecticides on Daphnia. The LC50 values for 
carbaryl on Daphnia pulex were found to be 50.1μg/L,  
33.1μg/L,  and 26.4μg/L for  24,  48 and 72 h ,  
respectively, and 1.5mg/L and 1.09mg/L for 24 and 48 h, 
respectively for imidacloprid (Hassoon & Salman 2016). 
However, the LC50 values were higher when D. magna 
were exposed to imidacloprid with concentrations going 
beyond 102000μg/L for 48 h (Raby et al. 2018). This  
suggests that variation in the threshold to imidacloprid can 
occur in different species of Daphnia. A study in Turkey 
showed that the acute toxic lethal concentration values 
for Abamectin, a chemical insecticide, were 0.02μg/L and 
0.0043μg/L for 24 and 48 h, respectively (Azgin & Goksu 
2016). A study to examine the effects of fungicides on 
D. pulex in Chile revealed that the LC50 of carbendazim 
was 26.1μg/L (Encina et al. 2017). In the present study,  
Daphnia showed a relatively higher tolerance to Tafgor which 
could be due to the lower exposure time as opposed to the 
other reference studies where the exposure time was greater 
and thus, the subsequent LC50 values were comparatively 
lower than Tafgor. Thiamethoxam is an insecticide  
belonging to the class of neonicotinoids, which is used in 

agriculture to control a broad range of insect pests. The acute 
toxicity of these pesticides was examined for different aquatic 
organisms. The results showed that the organisms were 
least sensitive with acute median effective concentrations 
greater than 80 mg/L. The EC50 for Daphnia magna for 24 
and 48 h exceeded 100 mg/L (Finnegan et al. 2017). The 
acute toxicity of Thiamethoxam on D. magna showed an 
LC50 value to exceed 80000μg/L for 48 h implying higher 
tolerance to the insecticide (Raby et al. 2018). Neonicotinoids 
are chemically similar to the natural component nicotine. 
The literature assessed for the toxicity of thiamethoxam 
shows that it consequently poses less risk to the aquatic 
organisms. This could suggest future directives to promote 
the use of similar types of pesticides imitating natural 
components or use the biological components completely  
(Finnegan et al. 2017). The results of the median lethal 
concentration obtained for Neemark and Tafgor showed that 
Tafgor is comparatively more lethal to Daphnia than Neemark 
and thus, showing more toxicity. This also indicates that the 
current dosage of Tafgor of 2500 ppm used on the field by 
farmers may be highly toxic to the aquatic fauna. The current 
dose of Neemark that is used on the field i.e. 500 ppm may  
be comparatively less toxic to the aquatic fauna as  
compared to Tafgor.  The percent mortality for the two pesticides 
for the respective series was converted into probit values 
using the probit table and the concentrations were converted 
into log (concentration) values. The corresponding findings  
(Figs. 1-4) indicate that there is an increase in the  
probit value with the increase in the pesticide concentration. 
The probit values for Series 1 of Neemark and Tafgor 
show a similar mortality trend (Figs. 1 and 3). In contrast, 
the percentage mortality for Tafgor Series 2 shows close 
to 100% mortality at probit values of 8.09 for the last 
two log (conc.) i.e. for 3500 ppm and 4000 ppm (Fig. 4).  
This trend was absent in the Neemark Series 2, which  
shows maximum mortality of 73% at probit 5.61 
(Fig. 2).
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An overall comparison of the average percentage mortal-
ity of the two series of Neemark and Tafgor against different 
pesticide concentrations showed that the percentage mortality 
of Tafgor remained, in general, greater than that of Neemark 
(Figs. 5 and 6). 

This highlights the possible subsequent negative impli-
cations of Tafgor on aquatic life when used on fields due to 
its highly toxic chemical composition. The concentrations of 
Neemark used, which are the same as that of Tafgor however, 
shows comparatively lower mortality rates compared to those 
of Tafgor and thus, subsequently pointing to lesser negative 
effects on the aquatic fauna. 

Combination Ratio Treatment

As some of the farmers use a combination of Neemark and 
Tafgor, the in vitro combination ratio treatment of Neemark 
and Tafgor was done to find a suitable ratio treatment that 
would cause minimum harm to the aquatic fauna. The highest 
percentage mortality (50%) and the corresponding lowest 
LC50 value (255.86 ppm) was seen in the 1:1 (Neemark: 

Tafgor) ratio treatment. However, the median percentage 
mortality was 40% for both 1:2 (Neemark: Tafgor) and 
2:1 (Neemark: Tafgor) ratios and the corresponding LC50 
values for the 1:2 and 2:1 ratio treatment were 427.43 ppm 
and 1067.78 ppm, respectively.  The median percentage of 
mortality values have been depicted in Fig. 7. The least lethal 
treatment was found to be the 2:1 v/v ratio treatment, which 
suggests that that combination treatment with two volumes 
of Neemark against one volume of Tafgor is the preferred 
treatment if a combination of Neemark and Tafgor are to be 
used on the field as Neemark is a natural ingredient product 
with low ill effects on non-target fauna. However, the effi-
ciency of this pesticide used in killing the pest organisms 
needs further assessment.

Two-way ANOVA was carried out to assess whether the 
different concentrations and the combination ratio treatment 
of Neemark and Tafgor affected the percentage mortality 
significantly or not. To the best knowledge of the authors, 
two-way ANOVA is being used for the first time to study 
the impact of concentration and combination ratio treatments 
on Daphnia’s mortality. The percent mortality showed a 
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significant difference for different combination treatments 
(F = 7.166, p < 0.05) and the different concentrations (F 
= 19.729, p < 0.05) but the combined effect of both the 
concentration and the combination treatment showed no 
significant effect on the percentage mortality. The results 
are shown in Table 1.

The statistical t-test has been used for the first time to 
compare and check for the significant difference in the mor-
tality rates of Daphnia magna between the two pesticides. 
Unpaired t-test was applied to check whether the percentage 
mean mortality of Series 2 (1000 ppm-4000 ppm) of Tafgor 
showed a significant difference from the Series 2 (1000 ppm-
4000 ppm) of Neemark and a significant difference was seen 
(p < 0.05, p = 0.034, t = 2.483). No significant statistical 
difference was seen between the two series of Tafgor and 
Neemark of the range 100 ppm to 1000 ppm (p > 0.05). 
Thus, the concentration of Tafgor could be used within the 
concentration of 1000 ppm on the field by the farmers and 
still not show much difference in the death of the Daphnia 
when compared to Neemark. However, increasing the con-
centration of the two pesticides above 1000 ppm would cause 
a significant effect on the mortality rates with the possibility 
of Tafgor showing more lethality to the aquatic fauna. This 

suggests that the current dosage concentration of 2500 ppm 
may show more toxic effects on the aquatic fauna.

CONCLUSION

Non-target toxicity of pesticides on the aquatic fauna 
stands to be an important environmental concern. The LC50 
values of Neemark and Tafgor pesticides showed that the 
chemical pesticide, Tafgor, was comparatively more toxic 
to Daphnia than the biological counterpart, Neemark. A 
greater proportion of farmers used either only biopesticides 
or a mixture of biopesticide and chemical pesticide. In 
comparison, a few of the surveyed farmers used only 
chemical pesticides in their fields. Further reduction in this 
proportion would be possible with more awareness among 
the farmers backed up with scientific study. 

The initial evaluation of the combination ratio treatments 
suggests that if both the types of pesticides need to be used 
for better protection against pests, then the most preferable 
treatment would be to use a mixture of two volumes of 
Neemark with one volume of Tafgor. This combination 
exhibits the lowest toxicity to Daphnia as opposed to 1:1 v/v 
or 1:2 v/v of Neemark and Tafgor. Our study has shown that 
concentration and the combination ratio treatment critically 
affect the percent mortality of Daphnia. Thus, these can 
act as governing factors that can be considered, when 
using a combination of these pesticides on the field which 
would, in turn, ensure a healthy aquatic environment. The 
efficiency of these pesticides, with varying concentrations 
and combination treatments, to eradicate the target 
pest organisms needs further assessment which would 
strengthen their application on the field. This would not 
only promote good crop and soil health but also facilitate 
a healthy aquatic ecosystem sustainable for other aquatic 
life forms.  
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ABSTRACT

In recent years, the field of Sustainable Smart Cities is rapidly burgeoning, and the related research 
carried out is unexplored, heterogeneous, and involves a plethora of issues. In this research, the 
framework for the Smart City Environmental Sustainability Index (SCESI) is defined and evaluated 
to guide the investments and monitor the progressive environmental development of Indian cities. 
The index is based on 24 environmental indicators, and their corresponding significance is assessed 
by the expert panel. SCESI is an integrated tool on a scale of 0 to 100, which depends upon the 
value of indicators and their relative weights. However, sometimes data for all the 24 environmental 
indicators may not be available. The present work determines the sensitivity analysis by applying 
certain interventions. Eight scenarios have been generated by taking various combinations of high and 
low weight indicators. The analysis of the study indicates that the occurrence of error is marginal in 
both cases of non-availability of high and low weight indicators. Thus, the sensitivity analyses critically 
assess the variations in the SCESI when there are uncertainties involved in the input data.   

INTRODUCTION

Rapid urbanization worldwide had created sheer pressure 
on the urban built environment (Turner 1990). According 
to the United Nations, the urban population worldwide will 
increase by up to 60% by the year 2050 (United Nations 
2014). The bloom in the urban population will give rise to 
significant challenges regarding unemployment, congestion, 
environmental pollution and social sustainability (OECD 
2012). Urban population in India is expected to reach 814 
million by the year 2050, making it the second most popu-
lated country in the world (Randhawa & Kumar 2017). Due 
to the rapid increase in urbanisation rate the five Indian meg-
acities Bangalore, Delhi, Mumbai, Kolkata, and Chennai will 
increase to 7 by 2030, with the new addition of Ahmadabad 
and Hyderabad (Randhawa & Kumar 2017). The rapid ur-
banization and technological advancement urge to recreate 
and manage the cities to cope with the challenging issue of 
urban population explosion. Over the last decades, the rise 
in environmental awareness has resulted in an opportunity 
to reconstruct the existing cities under a new heading as 
Environmentally Sustainable Smart Cities (ESSC).

Ministry of Urban Development (MoUD), Government 
of India (GOI) launched Smart Cities Mission (SCM) in the 
year 2015 with an idea to model 100 cities (MoUD 2015). 
The mission aims to cope up with the massive urbanization 
challenges of the coming decades. The concept of the mission 
aims towards improving the quality of life by integrating 

technological solutions through ICT, which can be con-
sidered as sustainable development for the cities. But the 
mission lacks concerns towards environmental dimensions, 
the most crucial aspect of sustainability. Moreover, none of 
the programs implemented in India prior to SCM focuses 
on a sustainable approach (Randhawa & Kumar 2017), 
thus this mission can be taken as an opportunity to develop 
ESSC in India. 

Topical studies reveal that there is no assessment frame-
work available to inter-relate sustainability and smartness 
quotient, and the measurement methodologies to measure 
both strands for a particular city. Thus, a framework for 
ESSC has been designed using 24 indicators (Singh et al. 
2020). The developed Smart City Environmental Sustain-
ability Index (SCESI) combines the design concepts of 
sustainability with smartness to evaluate their practicality 
performance. However, city managers and policymakers 
may face difficulty in collecting data of all 24 indicators 
included in SCESI. Hence sensitivity analysis is carried out 
to investigate the variation of SCESI result to the variation 
of input data. It is carried out to enhance the reliability of 
the developed index by evaluating the scenarios generated 
due to the unavailability of data generation.

CONCEPT OF SMART CITY ENVIRONMENTAL 
SUSTAINABILITY INDEX (SCESI)

Smart City Environmental Sustainability Index (SCESI) has 
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been developed by selecting 24 environmental indicators 
divided into four domains Solid Waste Management (SWM), 
Water Supply Management (WSM), Sewerage, Sanitation 
and Storm water Management (SSS) and Ambient Environ-
ment Condition (AEC). The index developed involves four 
steps: i. Selection of Indicators for Environmentally Sustain-
able Smart Cities, ii. Benchmarking of selected indicators, 
iii. Assigning weights for the indicators, and iv. Calculation 
of Smart City Environmental Sustainability Index (SCESI). 
The four steps used in the index formulation are briefly 
described here. 

The first stage is the most crucial as the selection of 
appropriate indicators will guide the policymakers in perfor-
mance assessment, monitoring and target-setting (Huovila et 
al. 2019). For the said purpose, Singh et al. (2020) selected 

14 indicators from MoUD guidelines and 24 additional indi-
cators through a literature survey. Further, these two groups 
of indicators were tested on the sustainability criteria given 
by World Bank (Segnestam 2002). The indicators qualified 
were further tested on smartness criteria given by City Key 
Indicators (Bosch et al. 2017). Finally, 24 indicators were 
selected under four broad environmental factors: Solid Waste 
Management (SWM), Water Supply Management (WSM), 
Sewerage, Sanitation and Storm Water Drainage (SSS) and 
Ambient Environment Conditions (AEC) which serve the 
purpose of ESSC (Singh et al. 2020). The second stage is 
allocating weights according to the relative importance of 
each indicator. Equal weighting approach is used for the 
environmental domains and Delphi methodology is carried 
out for assigning weight to the indicators under the same 

Table 1: Selected indicator and their corresponding weights.

Indicators Weights (Wk) Indicator Score ISk = (wk. xk) 
(Indicator Score Code)

A. Solid Waste Management (SWM)

1. Efficiency in the collection of MSW (EC) 0.155 ECS

2. Degree of Segregation (DS) 0.171 DSS

3. Extent of solid waste recovered (SWR) 0.163 SWRS

4. Degree of scientific disposal of MSW (SD) 0.165 SDS

5. Recycling and reduction of construction and demolition waste (RCD) 0.133 RCDS

6. Extent of cost recovery in Solid Waste Management (CR SWM) 0.130 CRSWMS

7. Solid Waste Management programs carried in the city during the last 3 years (SWMP) 0.083 SWMPS

Total 1.000 SWMI = Σ (IS)
B. Water Supply Management (WSM)

8. Adequacy of Water Supply (AW) 0.151 AWS

9. Smart meters and Management (SMM) 0.145 SMMS

10.Leakage identification (LI) 0.138 LIS

11.Continuity of water supplied in terms of average no of hrs per day(CW) 0.127 CWS

12. Water Quality Monitoring (WQ) 0.167 WQS

13. Exploitation of underground water (EUGW) 0.163 EUGWS

14. Extent of cost recovery in water supply services (CRWS) 0.109 CRWS S

Total 1.000 WSMI = Σ (IS)
C. Sewerage, Sanitation and Storm water Management (SSS)

15.Collection efficiency of Sewage Network (CE) 0.156 CES

16. Adequacy of sewage treatment capacity (AS) 0.149 ASS

17.Quality of treated sewage (QTS) 0.152 QTSS

18.Waste water recycling(WWR) 0.148 WWRS

19. Extent of Cost Recovery (CRSSS) 0.101 CRSSSS

20.Coverage of  toilets (CT) 0.160 CTS

21.Coverage of Storm Water Drainage (CSWD) 0.134 CSWDS

Total 1.000 SSSI = Σ (ISk)
D. Ambient Environment Condition (AEC)

22. Ambient Air Quality (AAQ) 0.376 AAQS

23. Ambient Sound Level (ASL) 0.325 ASLS

24.Ambient Surface Water Quality (ASW) 0.299 ASWS

Total 1.000 AECI = Σ (ISk)
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domain. A survey among 30 experts comprising of research-
ers, policymakers, and academicians were conducted who 
gave the score on the scale of 1 (Least important) to 5 (Most 
important) to indicators under the same domain. Then Delphi 
analysis was carried out and weights were allocated to each 
indicator. For more precision, the number of experts can be 
increased. The 24 selected weights and their corresponding 
weights are shown in Table 1. 

The third stage involves benchmarking each of the 24 
indicators for quality standards on a scale of 0 to 100 (Poor, 
Average, Good, and Excellent). This will help the policy-
makers to ascertain gaps and perform the best remedial 
measures for improvement in the city. The scale range of 
benchmarking for each indicator is taken from the data-book 
of Service Level in the urban water and sanitation sector 
(MoUD 2012). The fourth and final stage is the calculation 
of the index with the help of selected indicators. This index 
is unidirectional with increasing value on the scale of 100 
(<20 = Critically low; 20-40 = Poor; 40-60  =Fair; 60-80 = 
Good; >80 = Excellent).

Variable Aggregation

Smart City Environmental Sustainability Index (SCESI) is 
the summation of the domain indices: Solid Waste Man-
agement Index (SWMI), Water Supply Management Index 
(WSMI), Sewerage, Sanitation and Stormwater Management 
Index (SSSI) and Ambient Environment Condition Index 
(AECI). Individual domains are the summation of indicator 
score eq. (1) which is calculated using weighted sum linear 
aggregation eq. (2). To bring uniformity, SCESI is divided 
by the number of environmental domains and computed 
using eq. (3).
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AIM OF THE RESEARCH

In the present research, Sensitivity Analysis is carried out 
for the index developed known as Smart City Environmental 
Sustainability Index (SCESI). Sensitivity Analysis 
investigates the variation in output factor when there is 
a variation in input factors (Pianosi et al. 2016). SCESI 
developed depends on the weight given by experts and data 
generated for each indicator. It is justified to assume that 
data gathered by municipalities or reliable sources is not 
flawless, and some percentage of error may be expected 
(Saisana & Saltelli 2008). Moreover, non-availability of 
data for all the 24 environmental indicators may be possible, 
which affects the overall index result. Hence, sensitivity 
analysis is carried out by generating eight scenarios. 
The result of the analysis can address a wide range of 
questions like which indicator has the highest dependency, 
lowest dependency or negligible effect on the SCESI. The 
methodology adopted for Sensitivity Analysis is discussed 
in the further section.

MATERIALS AND METHODS

To assess the uncertainties involved due to the non-availa-
bility of the data, case study of five Indian cities: Delhi (D), 
Patna (P), Varanasi (V), Allahabad (A) and Bhubaneswar (B) 
is taken up. The sources of data for Solid Waste Management, 
Water Supply Management and Sewerage, Sanitation and 
Stormwater Management are City Development Plan (CDP) 
and Swachh Sarvechhan Report (SSR) from the Swachh 
Bharat Mission program. Ambient Environment condition 
data is obtained through the Central Pollution Control Board 
(CPCB) and ENVIS website of respective cities. To avoid 
discrepancy in the result a factor of 0.25 is taken for indi-
cator having a critically low performance. To estimate the 
errors involved in calculating the Smart City Environmental 
Sustainability Index, due to the non-availability of indicator 
data, an approach of Ignoring indicator data based on weight 
factor is used (Kumar & Alappat 2005, Ohri & Singh 2011). 
Further, in this approach, two options are explored. In the 
first option, the data of the environmental indicator having 
high weight in each of the four domains are ignored and in 
the second option, the data of the environmental indicator 
having low weight in all the four domain data are assumed 
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to be unavailable. The results obtained in the two options 
are discussed further. 

Removing Indicators with High Weight Factor

 1. In the first step, the Domain indices are calculated using 
7 indicators (7I) for SWMI, 7 indicators (7I) for WSMI, 
7 indicators for SSSI (7I) and 3 indicators for AECI (3I). 
Respective Domain Indices is calculated using eq. (1) 
and (2).

 2. In the second step, the indicator having the highest 
weight in each domain is presumed to be unknown. For 
calculating domain indices, 6 indicators (6I) for SWMI, 
6 indicators (6I) for WSMI, 6 indicators for SSSI (6I) 
and 2 indicators for AECI (2I) is involved. Degree of 
Segregation (0.171) in SWM, Water Quality Monitoring 
(0.167) in WSM, Coverage of toilets (0.160) in SSS 
and Ambient Air Quality (0.376) in AEC is ignored 
(Table 2). As the data of indicator having the highest 
weight is presumed to be unknown the domain indices 
are calculated using eq. (4).

 3. In the third step, it is presumed that indicators having 
the second-highest weight are unavailable along with 
the indicators involved in step 2. For calculating domain 
indices, 5 indicators (5I) for SWMI, 5 indicators (5I) 
for WSMI, 5 indicators for SSSI (5I) and 2 indicators 
for AECI (2I) is taken up. Degree of scientific disposal 
of MSW (0.165) in SWM, Exploitation of underground 
water (0.163) in WSM and Collection efficiency of 
Sewage Network (0.156) in SSS is ignored (Table 2). 
Respective domain indices are calculated using eq. (4). 

 4. The percentage error occurred due to calculating domain 
index value with respect to the domain index value when 
data for all the indicators are available is also reported 
in the last row (Table 2). 

Removing Indicators with Low Weight Factor

 1. In the first step, the Domain indices are calculated using 
7 indicators (7I) for SWMI, 7 indicators (7I) for WSMI, 
7 indicators for SSSI (7I)  and 3 indicators for AECI (3I). 
Respective Domain Indices is calculated using eqns. 1 
and 2.

 2. In the second step, the indicator having the lowest 
weight in each domain is presumed to be unknown. For 
calculating domain indices, 6 indicators (6I) for SWMI, 
6 indicators (6I) for WSMI, 6 indicators for SSSI (6I) 
and 2 indicators for AECI (2I) is involved. Solid Waste 
Management programs carried in the city during the 
last 3 years (0.083) in SWM, Extent of cost recovery in 
water supply services (0.109) in WSM, Extent of Cost 

Recovery (0.101) in SSS and Ambient Surface Water 
Quality (0.299) in AEC is ignored (Table 3). As the data 
of indicator having the lowest weight is presumed to be 
unknown the domain indices are calculated using eq. 
(4).

 3. In the third step, it is presumed that the second-lowest 
weight indicators are unavailable along with the 
indicators involved in step 2. For calculating domain 
indices, 5 indicators (5I) for SWMI, 5 indicators (5I) 
for WSMI, 5 indicators for SSSI (5I)  and 2 indicators 
for AECI (2I) is taken up. Extent of cost recovery in 
Solid Waste Management (0.130) in SWM, Continuity 
of water supplied in terms of average no of hrs per day 
(0.127) in WSM and Coverage of Storm Water Drainage 
(0.134) in SSS is ignored (Table 3). Respective domain 
indices are calculated using eq. (4). 

 4. The percentage error occurred due to calculating domain 
index value with respect to the domain index value when 
data for all the indicators are available is also reported 
in the last row (Table 3). 

RESULTS AND DISCUSSION

The precision of the outcome is determined by sensitivity 
analysis when certain interventions are applied (Sözer & Tak-
maz 2020). Each intervention has a different impact on the 
overall index developed. Eight scenarios have been generated 
in high and low weight factors respectively. The different 
combinations involved in eight scenarios are as follows:  7 
indicators of SWM, 7 indicators of WSM, 7 indicators of 
SSS, 3 indicators of AEC (Total=24);  6 indicators of SWM, 7 
indicators of WSM, 7 indicators of SSS, 3 indicators of AEC 
(Total 23); 5 indicators of SWM, 7 indicators of WSM, 7 
indicators of SSS, 3 indicators of AEC (Total 22); 5 indicators 
of SWM, 6 indicators of WSM, 7 indicators of SSS, 3 indi-
cators of AEC (Total 21); 5 indicators of SWM, 5 indicators 
of WSM, 7 indicators of SSS, 3 indicators of AEC (Total 20); 
5 indicators of SWM, 5 indicators of WSM, 6 indicators of 
SSS, 3 indicators of AEC (Total 19); 5 indicators of SWM, 
5 indicators of WSM, 5 indicators of SSS, 3 indicators of 
AEC (Total 18); 5 indicators of SWM, 5 indicators of WSM, 
5 indicators of SSS, 2 indicators of AEC (Total 17). 

Normalised SCESI is calculated by summing up the 
normalised domain indices values. Percentage error is 
calculated using eqn 5. The result of the analysis is shown 
in Fig. 1 and Fig. 2. The highest error of 8.8% is introduced 
when 2 indicators of high weight indicators are ignored in 
the city Bhubaneswar. A marginal error upto 5% is reported 
in the other cities. An error of 12.95% is reported in the city 
Delhi when 7 indicators of low weight factor are ignored. 
An assessment of the result shows that the error involved in 
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the different scenarios is not significantly dependent on the 
number of environmental indicators considered, for which 
data is unavailable. 

CONCLUSIONS

Smart City Environmental Sustainability Index (SCESI) is 
calculated on the basis of 24 environmental indicators and 
their corresponding weights. Due to resource and time con-
straint, unavailability of data is a general phenomenon. For 
this purpose sensitivity analysis is carried out to explore the 
possible sets of missing data set. A classification of indicators 
in high and low weight categories has been done to show its 
effect on SCESI, in case of non-availability of data. Eight 
scenarios have been generated, which showed that percentage 
error is highest when 7 indicators of low weight category are 
ignored. A marginal error up to 12% is introduced if there 

is non-availability of high or low weights indicators. Thus, 
SCESI can be reported with a marginal error but the poli-
cymakers should prioritize the efforts for data collection to 
be non-biased towards the development of Environmentally 
Sustainable Smart Cities. 

REFERENCES

AMRUT, 2015. Bihar State Annual Action Plan for proposed schemes 
under AMRUT. Available from http://amrut.gov.in/upload/uploadfiles/
files/19%20BiharSAAP.pdf.

Bosch, P., Jongeneel, S., Rovers, V., Neumann, H.M., Airaksinen, M. and 
Huovila, A. 2017. CITYkeys Indicators for smart city projects and 
smart cities. CITYkeys report.

CBUD 2015a. City Development Plan for Allahabad, 2041 (Final City 
Development Plan). Available from http://allahabadmc.gov.in/
documentslist/City_Development_Plan_Allahabad-2041.pdf.

CBUD 2015b. City Development Plan for Varanasi, 2041 (Final City 
Development Plan). Available from http://nnvns.org/data/Final%20
CDP%20Varanasi.pdf.

RESULTS AND DISCUSSION 

The precision of the outcome is determined by sensitivity analysis when certain interventions 

are applied (Sözer & Takmaz 2020). Each intervention has a different impact on the overall 

index developed. Eight scenarios have been generated in high and low weight factors 

respectively. The different combinations involved in eight scenarios are as follows:  7 

indicators of SWM, 7 indicators of WSM, 7 indicators of SSS, 3 indicators of AEC (Total=24);  

6 indicators of SWM, 7 indicators of WSM, 7 indicators of SSS, 3 indicators of AEC (Total 

23); 5 indicators of SWM, 7 indicators of WSM, 7 indicators of SSS, 3 indicators of AEC 

(Total 22); 5 indicators of SWM, 6 indicators of WSM, 7 indicators of SSS, 3 indicators of 

AEC (Total 21); 5 indicators of SWM, 5 indicators of WSM, 7 indicators of SSS, 3 indicators 

of AEC (Total 20); 5 indicators of SWM, 5 indicators of WSM, 6 indicators of SSS, 3 indicators 

of AEC (Total 19); 5 indicators of SWM, 5 indicators of WSM, 5 indicators of SSS, 3 indicators 

of AEC (Total 18); 5 indicators of SWM, 5 indicators of WSM, 5 indicators of SSS, 2 indicators 

of AEC (Total 17).  

Normalised SCESI is calculated by summing up the normalised domain indices values. 

Percentage error is calculated using eqn 5. The result of the analysis is shown in Fig. 1 and Fig. 

2. The highest error of 8.8% is introduced when 2 indicators of high weight indicators are 

ignored in the city Bhubaneswar. A marginal error upto 5% is reported in the other cities. An 

error of 12.95% is reported in the city Delhi when 7 indicators of low weight factor are ignored. 

An assessment of the result shows that the error involved in the different scenarios is not 

significantly dependent on the number of environmental indicators considered, for which data 

is unavailable.  
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ABSTRACT

In the present study, the atmospheric concentrations of various pollutants over the Indian subcontinent 
before the COVID-19 (during 2019) and during COVID-19 phases (2020) were studied. The COVID-19 
has created a negative impact on the country’s economy but has positivity over the atmospheric 
resources. The levels of carbon monoxide (CO), nitrogen dioxide (NO2), and UV aerosol index were 
assessed using satellite images for the two different phases. The obtained results can be interpreted 
and can be substantiated with the lockdown effect due to the COVID -19 pandemic. The pollutants 
are mostly emitted from anthropogenic sources like vehicular emissions, industrial emissions, power 
plants, construction works, commercial and institutional places.  It was evident that the levels of carbon 
monoxide, nitrous dioxide and aerosols levels have drastically decreased during the lockdown period. 
Hence, it can be concluded that COVID-19 has cleaned the atmospheric pollution as well as climate 
change scenario and nature on its own.  

INTRODUCTION

The Corona diseases 2019 (COVID-19) has become a glob-
al pandemic and was the greatest threat to more than 200 
countries and infected more than 3 million people globally 
(WHO 2020). The United Nations Department of Economic 
and Social Affairs (UNDESA) has predicted that the COV-
ID-19 pandemic has troubled the global economy and it 
could shrink by 1% in 2020. Many countries have adopted 
the control measures like social distancing, wearing personal 
protective equipment like a mask, hand-wash, regular sani-
tizing, regional lockdown, closing the mass gathering places 
like schools, colleges, industries, pilgrim centre, shopping 
malls, tourist spots and other non-essential business (Zhang 
et al. 2020). In India, the COVID-19 has affected over 70,000 
people and killed 2,200 people, subsequently, the infected 
persons usually experience mild to moderate respiratory 
issues. The Ministry of Health and Family Welfare, Gov-
ernment of India has stated that many older people affected 
with COVID-19 and other multiple health illness like cardi-
ovascular disease, chronic respiration problem, diabetes, and 
cancer are most likely to build up serious illness and fatality. 

The novel COVID -19 inception in late December 2019 
has reduced the anthropogenic activities raised by the humans 
like vehicular transport, industrial emissions, fossil fuel 

burning and energy consumption. The pollutants such as 
carbon monoxide, black carbon, ozone, particulate matters, 
nitrous oxide and aerosols are the most common pollutants 
that are emitted from anthropogenic activities and which 
can harm human begins (Badarinath et al. 2007, Kumar et 
al. 2010, Ding et al. 2013, Zhang et al. 2020). The prediction 
of the atmospheric and climate changes can be envisaged 
by quantifying the primary and secondary air pollutants. 
Carbon monoxide (CO) is a colourless, tasteless, odourless, 
and non-irritating gas formed due to the incomplete or 
partial combustion of carbon materials (Badarinath et al. 
2007). Nitrous oxide is an excellent tracer of human-induced 
activities, it is mostly emitted as NO from anthropogenic 
combustion sources like vehicular emission, power plants 
and residential combustion (Martin et al. 2003, Zhang et al. 
2018). Aerosols are a suspension of small water droplets or 
solid particles carried over by the air or other gases into the 
atmosphere. Aerosols significantly affect the radiation and 
cause an imbalance between the radiation energy scattering 
and absorbing (Jia et al. 2019). All these pollutants are highly 
responsible for causing much illness to the human begins like 
respiratory problems, bronchitis, asthma, skin cancer and 
many other problems (Ghude et al. 2019). Additionally, the 
above-mentioned gases are an important commodity in the 
greenhouse gases, which are responsible for global climate 
change. Hence, it is necessary to understand the air quality 

    2021pp. 713-719  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 05-07-2020
Revised:    10-09-2020
Accepted: 16-09-2020

Key Words:
Aerosol index  
Carbon monoxide
COVID 19
Nitrogen dioxide  
Spatio-temporal variation

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.030



714 C. Ramprasad

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

trends before and after the COVID-19 situation over the In-
dian Sub-continent. In the present study, the spatial-temporal 
variation of the gaseous pollutants like carbon monoxide 
(CO), and Nitrogen dioxide (NO2), using the satellite data 
over the Indian subcontinent were simulated and the trend of 
Ultraviolet Aerosol index (UVAI) was analysed before and 
after the novel COVID-19 pandemic situation. 

MATERIALS AND METHODS

Study Area

Most of the megacities around the world are affected by air 
pollution and pressing a growing concern on human health. 
The study focused on the Indian subcontinent as many re-
ports are suggesting the quality of urban air pollution and 
its related problems. The trends of the air pollution levels 
over the Indian subcontinent before and after the COVID-19 
pandemic are analysed using satellite images. The Indian 
cities are grouped into six different zones which consist of 
many mega cities – The northern zone consists of 29 cities; 
Southern zone consists of 26 cities; Eastern zone consists 
of 21 cities; Western zone consists of 33 cities; Central 
zone consists of 8 cities; North-east zone consists of 11 
cities. Data criterion was collected from the satellite images 
(https://giovanni.gsfc.nasa.gov/giovanni/) for the year 2019 
and 2020 i.e., one year before the COVID-19 and during the 
pandemic situation. 

Satellite Datasets for Gaseous Air Pollutants

GIOVANNI is an open broad web interface that allows the 
users to view and analyze NASA’s gridded data from various 
satellites and surface observations. Giovanni provides the 
users with the data’s pertaining to the atmospheric chemistry, 
atmospheric temperature, water vapour, atmospheric aero-
sols, hydrology, ocean chlorophyll, and surface temperature 
and analytical functions were performed by Grid Analysis 
and Display Systems (GrADS) (Acker & Leptoukh 2007). 
The Atmospheric Infrared Sounder (AIRS) is a grating 
spectrometer aboard the second earth observing system 
(EOS) and the polar orbiting platform. AIRS comprises 
of an innovative atmospheric sound group with infrared, 
visible and microwave sound sensors with a combination of 
Advanced Microwave Sounding Unit (AMSU) and Humidity 
Sounder for Brazil (HSB). The carbon monoxide (CO) map 
was prepared by considering the monthly averaged mean 
mole fraction values in air and measured in ppbv during the 
ascending day time at 1 × 1 degree grid cells at 925 hPa (Kahn 
et al. 2014). The Nitrogen dioxide (NO2) satellite data sets 
were acquired from the time average OMI-AURA (Ozone 
Monitoring Instrument-AURA) tropospheric column level 3 

daily gridded at 0.25 × 0.25 degree resolution and measured 
with a unit 1 per sq. cm (Nickolay et al. 2019). 

The UV aerosol index (AI) map was obtained from the 
daily time-weighted average from Ozone Monitoring Instru-
ment (OMI) at 1 × 1 degree resolution. The index detects the 
particulate maters mostly dust and soot emissions from the 
anthropogenic activities. It is based on the spectral contrast 
method in a UV region where the ozone is very minimal. 
The AI is the difference between the observations and model 
values of absorbing and non-absorbing spectral radiance 
ratios and given by the below equation (1), 

AI=100 [log10(I360/I331)measured − log10(I360/I331)calculated ]…(1)

Where, (I360 / I331)measured are the radiances measured at 
360 nm and 331 nm and (I360 / I331)calculated are the calculated 
radiances at 360 nm and 331 nm assuming a Rayleigh 
scattering atmosphere. Positive values of the Aerosol Index 
generally represent absorbing aerosols (dust and smoke) 
while small or negative values represent non-absorbing 
aerosols and clouds (Pawan & Bhartia 2012).

RESULTS AND DISCUSSION

Carbon Monoxide (CO)

Spatial-temporal variation: Carbon monoxide (CO) is 
produced by the incomplete combustion of various carbon 
fuels of both biomass and fossil origins as well as from 
the oxidation of methane and other hydrocarbons. CO is a 
poisonous, odourless, and colourless gas. CO is not a direct 
greenhouse gas; however, CO and other pollutants can 
affect tropospheric ozone, carbon dioxide, and methane. 
Thus, CO can have an indirect effect on climate. The mix-
ing ratio of CO is widely used as a tracer of polluted air in 
remote regions mainly due to its specific emission sources 
and longer atmospheric lifetimes of about 2 months (Sahu 
et al. 2019, Tang et al. 2019). CO is measured by the total 
column measurement; it is the number of molecules of CO 
in an atmospheric column from the Earth’s surface to the top 
of the stratosphere above a square centimetre of the surface, 
it is the volume mixing ratio in parts per billion (ppbv). In 
South Asia, the major sources of CO emissions are biomass 
burning and anthropogenic activities including the usage of 
fossil fuels (Shindell et al. 2006). Yoon & Pozzer (2014) es-
timated a rapid increase in CO mixing ratios over South Asia 
due to the increasing anthropogenic emissions by combining 
observations with a global climate model. In urban and pol-
luted regions, the oxidation of CO can lead to the formation 
of ozone (O3) in the presence of oxides of nitrogen (NOx 
= NO + NO2) and sunlight. Additionally, CO is a criterion 
pollutant as exposure to its elevated levels adversely affects 
the regional to global air quality and human health (Prockop 
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& Chichkova 2007). Therefore, it is important to investigate 
the spatio-temporal variations of CO and the contribution 
of various emission sources, especially over the South Asia 
region where anthropogenic activities are increasing rapidly.

During July, the CO concentrations in the Indian pen-
insular region are much lesser in the range of 7.9 – 14.9 × 
10-1 ppbv (Fig. 1). Whereas, the concentrations of CO during 
the December month were over the Indian subcontinent 
were in the range of 10.6 – 18.1 × 10-1 ppbv (Fig.1). The 
spatio-temporal variability of CO in the troposphere depends 
on the source locations and the mixing/transport associated 
with the horizontal and vertical winds (Chandra et al. 2016). 
In the lower troposphere, the strength of local emission, 
dilution due to horizontal winds and vertical ventilation 
due to convection control the seasonal variations of primary 
pollutants such as CO. In contrast, the seasonality of CO aloft 
strongly depends on the vertical transport near the ground to 
the middle and upper troposphere, especially in the tropics 

favoured by strong convection activities (Sheel et al. 2014). 
The near-surface wind speeds in July are higher compared 
to December, leading to dilution effect and hence lower CO 
concentration in July than in December. The spatial variation 
of CO is visible from the figure, as it is lesser in the oceans 
and more in the overland. The above scenario explains to 
us that as the anthropogenic activities (Burning of fossil 
fuel) are more in the land surface than in the ocean; hence 
concentrations of CO are higher in land. It was also evident 
from the figure that the spatial variation of CO over the Bay 
of Bengal was much higher compared to the Arabian Sea. 
The above scenario explains the fact that proximity of land 
directly affects CO levels. The Bay of Bengal is in between 
two landmasses and is more vulnerable to the continental 
wind-driven outflow of pollutants into the oceans. 

Effect of COVID-19 on carbon monoxide levels: The 
lockdown scenario due to COVID-19 has shut many of the 
industries and transportation paved a negative impact on the 
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economy of the country. But, there is positivity from the 
COVID-19, the atmospheric pollution levels have drastically 
come down. It was seen from the carbon monoxides levels 
in the air during the ascending day time at 925 hPa (Fig. 2). 
During March 2019 the Indian subcontinent has emitted a 
carbon monoxide value ranging from 15.14 - 18.15 × 10-1 
ppbv while the levels of carbon monoxide came down to 
1 -1.27 × 10-1 ppbv during the lockdown period. A similar 
trend was observed for the carbon dioxide values over the 
city of Kolkata (Mitra et al. 2020). 

Nitrogen dioxide (NO2)

The emissions of nitrogen dioxide (NO2) are mainly from 
mobile and stationary fuel combustion sources. It is an 
irritant gas, which can cause inflammation of the airways 
at a higher concentration. As the fuel gets combusted, the 
nitrogen present in that combine with the oxygen molecules 
to create nitric oxide (NO), which further reacts with nas-
cent oxygen to form the NO2. Both these compounds are 
together considered as oxides of nitrogen (NOx), where NO 

are not that harmful like NO2. The NOx gases react to form 
smog and acid rain which can cause adverse health effects 
like lung diseases, respiratory problems and skin allergies, 
further higher concentration of nitrous oxides may damage 
the vegetation, leaf damages and yield (Haris et al. 2011, 
Deng et al. 2018, Marescaux et al. 2018).

Similar to carbon monoxide values over the Indian 
subcontinent, the concentrations of nitrogen dioxide have 
decreased due to the lockdown (Fig. 3 and 4). As it can be 
visualized from Fig. 4 satellite images that there were many 
red-orange colour pockets during March 2019, but that was 
significantly reduced during the 2020 period. In the same 
way, the May concentrations of NO2 have reduced due to 
lesser mobile emissions. Also, it can be visualized that over 
the 20-25° N and 80-85° E there were many red pouches 
(highlighted by encircling). The concentrations over that 
regions were in the range of 1.24-1.65 × 10-16 OMI per sq. cm 
(Fig. 4). The reason may be due to may stationary emissions 
i.e., power plants are operational over Chhattisgarh and were 
in good agreement with Patra (2017). 

 
Fig. 3: Spatio-temporal variation of NO2 over Indian Subcontinent during March. 

 
Fig. 4: Spatio-temporal variation of NO2 over Indian Subcontinent during May. 
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UV Aerosol Index

The UV aerosol index (UVAI) is the vital method that 
detects the absorbing aerosol from the satellite near to UV 
wavelength range. It was explained by researchers that if a 
positive UVAI value was recorded, it implies that aerosol 
absorption is happening; a negative value indicates a non-ab-
sorbing aerosol. If the AI is close to zero, it indicates the 
minimal aerosol absorption or non-aerosol related effects 
such as clouds, ocean colour effects or sun glint (Hammer 
et al. 2015). The mean OMI UVAI observations for April 
and May 2019 and 2020 were shown in Fig. 5 and 6. It was 

visible that clear signals over many Indian cities during April 
and May 2019. 

The UVAI in many of the northern cities like Noida, Delhi, 
Kanpur and Punjab regions were above 1.5 and 3.0. It resem-
bles that the regions dominant in the mineral dust and biomass 
burning, and were in good agreement with Kumar & Kumar 
(2017). After the COVID-19 lockdown situation, the UVAI has 
significantly reduced in many of the Indian cities as seen in the 
figure. The places that recorded maximum UVAI during April 
and May 2019 has shown decline values of UVAI (highlighted 
with red rounds in figures) during the same month in 2020. 

 
Fig. 3: Spatio-temporal variation of NO2 over Indian Subcontinent during March. 

 
Fig. 4: Spatio-temporal variation of NO2 over Indian Subcontinent during May. 

 
Fig. 5: Spatio-temporal variation of Aerosol Index over Indian Subcontinent during April.Fig. 5: Spatio-temporal variation of Aerosol Index over Indian Subcontinent during April. 

 
Fig. 6: Spatio-temporal variation of Aerosol Index over Indian Subcontinent during May. 

 

Fig. 6: Spatio-temporal variation of Aerosol Index over Indian Subcontinent during May.



718 C. Ramprasad

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

CONCLUSION

The extent of change in the atmospheric parameters like 
carbon monoxide (CO), nitrogen dioxide (NO2) and ultra-
violet aerosol index (UVAI) are studied over the Indian sub-
continent during the unprecedented worldwide COVID-19 
pandemic scenario. The global pandemic and subsequent 
lockdown have flattened the world economy but it reduced 
the anthropogenic emission sources to a great extent. A 
significant reduction of primary pollutants, like NO2 (~65%) 
and CO (~7%) reveals that the reduced emissions from the 
vehicular movements and other essential anthropogenic ac-
tivities, and reveals a better air quality during the lockdown. 
There was more than a 57% reduction in the UV aerosol 
index (UVAI) as the value was 1.5-3.5 during the year May 
2019 and reduced to 0.5-2.0 during the year May 2020. The 
above results are evident that apart from the local meteor-
ological and natural emissions like sea spray and pollen 
grains, the lockdown of various industries, lesser vehicular 
emissions have decreased the dust as well as smoke emis-
sions thereby the reduced UVAI values. Amongst the three 
atmospheric pollutants studied, CO was the least impacted 
by the lockdown. The emissions of CO were predominantly 
from fossil fuel burning, and the least contribution was seen 
during the lockdown as well as CO has a longer atmospheric 
lifetime. Hence, the novel COVID-19 has many negative 
impacts worldwide but showed few positive effects on the 
environment by reducing the atmospheric pollutants level and 
provided a unique opportunity for the researchers to explore 
sustainable and balanced mitigation strategies. 
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ABSTRACT

This research aims to spatially analyze the impacts of climate change, specifically flood and drought 
on the level of food security in the Bengawan Solo watershed. Agriculture is one of the sectors that is 
significantly affected by the phenomenon. Flood and drought disrupt agricultural productivity, resulting 
in farmers having difficulty accessing their livelihoods. This has the potential to threaten food security. 
This research was conducted in the Bengawan Solo watershed which flows through three provinces 
on the island of Java. Widespread watersheds and inadequate infrastructure make it difficult to monitor 
so that the areas through which rivers flow are vulnerable to flood and drought. The impact of these 
climate-related problems on food availability makes this research important. This research was started 
with the calculation of the food security index in each regency/city in the Bengawan Solo watershed 
regions and mapped it with a Geographic Information System (GIS). The step then proceeded to the 
impact assessment of flood and drought on food security using the quantitative method of panel data 
regression in the 2014-2018 period. To sum up, flood and drought contributed in a negative way to the 
level of food security. Information about food security is useful in planning the allocation of resources 
by the government. Therefore, efforts to strengthen food security can be more directed according to 
the needs.   

INTRODUCTION

Climate change is happening more rapidly and is bringing 
an impact in various regions of Indonesia. From weather 
changes that endanger food production, to rising sea levels 
(United Nation 2019). Food security affected by climate 
change through increasing temperatures and extreme events 
(IPCC 2019). Climate variation will increase the risk of flood 
and drought. The connection between climate change and 
agricultural production is vigorous (Suryanto et al. 2020). 
Agricultural productivity is highly affected if there is any 
climate variation and it leads to food insecurity. Agricultural 
failure caused by nature and climatic conditions is quite 
high (Budhathoki et al. 2019). This has an impact on the 
quality of agricultural production and results in losses for 
farmers (Yang et al. 2010). So, it requires the development 
of calculations for farmers to address climate risks. Indone-
sia is an agricultural country whose population livelihood 
structure is dominated by the agricultural sector by 27.33% 
(Statistical Bureau of Indonesia 2019). Indonesia’s Gross 
Domestic Product of 13.45% is occupied by the agricultural 
sector which is ranked the second largest after the industrial 
sector (Statistical Bureau of Indonesia 2019). This means that 
the survival of society depends on the agricultural sector. If 
agricultural productivity is disrupted, it will cause losses and 
increase poverty which also affects food security.

The agricultural product is prone to climate change 
(Deryugina & Konar 2017). Climate change threatens food 
production systems that affect livelihoods and food security 
(Bhagawati et al. 2017). Referring to the data of the Cen-
tre for Research on the Epidemiology of Disaster (2018),  
Indonesia ranks 4th in the world as the country experiencing 
the most natural disasters in 2018. The frequent occurrence 
of drought, water scarcity, and unsustainable intensive 
farming practices affect food security (Hameed et al. 2020). 
In a previous study in the Waduk Minyun watershed, it was 
found that watershed management had to be adjusted accord-
ing to future climate change (Qiu et al. 2020). Community 
perceptions about floods and their impacts are extremely 
indispensable for Flood Risk Management exercises because 
they can increase the level of preparedness, response and 
recovery (Masud et al. 2018). Hunger and climate risk have 
a high correlation, particularly for areas most affected by 
food insecurity (Krishnamurthy et al. 2014). Food security 
is when everyone has sufficient, safe and nutritious food 
(Food Agricultural Organization 2006).

Flood and drought have proven agricultural failure, 
as happened in South Kulon Progo, Yogyakarta Province 
(Suryanto et al. 2020). The result of mapping areas prone to 
flood and drought using a Geographic Information System 
(GIS) was used to identify flood and drought effect on ag-
ricultural land (Saptutyningsih 2011). Sianturi et al. (2018) 
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determined the crop pattern system in West Java Province 
which was applied in the form of mapping of the areas prone 
to flood vulnerability. Highly vulnerable areas have low 
productivity and high financing.

 The purpose of this research is to investigate the impact 
of climate change, especially floods and drought in the 
Bengawan Solo watershed on the level of food security. 
The maps areas that are prone to flood, drought, and food 
insecurity showed by using geographic information systems 
that facilitate the identification of disaster-prone areas. Infor-
mation about vulnerability to flood and drought in an area is 
highly significant in determining the treatment that will be 
provided by the government to prevent and overcome the 
risk of food vulnerability.

MATERIALS AND METHODS

The selected area for this research was the Bengawan Solo 
watershed. Watersheds are land areas that channel rain-
fall and snowmelt to tributaries, rivers, and streams, and 
eventually to exit points such as reservoirs, bays, and seas 
(National Oceanic and Atmospheric Administration 2020). 
Bengawan Solo is the largest river on Java island and drains 
water from a watershed of ± 16,100 km2 (Kementerian PUPR 
Ditjen Sumber Daya Air BBWS Bengawan Solo 2017). The 
research process was divided into 3 stages. First, mapping 
and ranking the scores of the food security index (FSI). 
Second, processing the data using panel data regression to 
determine the impact of flood and drought on food security 
in the Bengawan Solo watershed, and the last, processing the 
data of flood, drought, and food security using Geographic 
Information System (GIS). 

Flood and drought are among the main challenges in 
watershed management systems. The frequency rising of 

rainfall can reduce the efficiency of management practices. 
River sedimentation also increases during climate change 
due to high rainfall (Qiu et al. 2020), this increases the 
potential for future floods and droughts. Flood risk prediction 
is useful for adaptation (Xu et al. 2019), as well as the 
risk of drought. Drought monitoring and assessment are 
important for mitigation and prediction (Okal et al. 2020). 
Spatial data analysis is needed to obtain information about 
potential floods, drought, and food security in the form of 
maps. Afterwards, the analysis of the effect of flood and 
drought on the level of food security can be performed. This 
research employed three analytical methods namely Food 
Security Index (FSI), geographic information systems, and  
panel data regression. Geographic Information System (GIS) 
in this study is to simulate food security levels based on  
food security index scores. Research on developing flood  
risk zone maps is very important and several research  
studies have been carried out on this issue worldwide (An 
et al. 2020)

Strategies to improve food security in each region are still 
constrained by the identification of the level of food security. 
Food Security Index (FSI) aims to show how to develop 
and validate potential indicators by comparing them with 
other indicators (Ibok et al. 2019). Spatial identification and 
scores of the food security index can help to both imaging 
and predicting, thus reducing losses. Meanwhile, panel data 
regression with Stata is a stated approach to find out the 
impact of flood and drought on the level of food security in 
the 5 years of 2014-2018.

There are several determining factors of food security, 
namely food accessibility, food availability, and food 
adequacy (Food Security Agency, 2018). The parameters 
used referred to the standard indicators by The Economist 
Intelligence Unit (2019) on the Global Food Security Index. 

Table 1: Scores of expert judgement indicator.

No The Indicator Scores of  Each Regency/City based on Expert Judgment Score

Regency City

Food Availability   

1 The ratio of normative consumption to the net availability per capita per day 0.30 -

Food Accessibility   

2 The percentage of population below the poverty line 0.15 0.20

3 The percentage of households with a proportion of expenditure on food is  higher than 65% of total expenditure 0.08 0.125

4 Percentage of households without access to electricity 0.08 0.125

Food Utilization   

5 The average years of schooling of women above 15 years 0.05 0.08

6 Percentage of households without access to clean water 0.15 0.18

7 The ratio of total population per health worker to population density 0.05 0.08

8 Prevalence of stunting 0.05 0.08

9 Life expectancy 0.10 0.13

Source: (Food Security Agency, 2018)
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The Food Security Index (FSI) is to evaluate achievements 
and classify food security. The three main steps of FSI 
calculation are as follows:

Step 1: Determination and ranking of the scores of the 
factors based on expert judgment: To calculate the index, 
each group of variables was scored based on the result of 
expert judgement from the Food Security Agency. The three 
aspects of food security, namely availability, accessibility, 
and utilization of food were investigated. Based on these 
three aspects, the results are provided in Table 1.

Step 2: Calculation of the food security index: Given that 
aspects of the food security index indicator have different 
units, it is necessary to do a normalization process in the 
calculation of the food security index. The normalization 
process in this research used the approach of Z max-min 
value and distance to scale (0-100). This was intended to 
make each data that had different units comparable. So that 
it could be used to generate conclusions. Following the max-
min, normalization was performed using the formula below:

 

 

 

 

 

 

 

 

 

 

Table 1: Scores of expert judgement indicator. 

No The Indicator Scores of  Each Regency/City based on Expert Judgment 
Score 

Regency  City 

Food Availability     

1 The ratio of normative consumption to the net availability per capita per day 0.30 - 

Food Accessibility     

2 The percentage of population below the poverty line 0.15 0.20 

3 

The percentage of households with a proportion of expenditure on food is  

higher than 65% of total expenditure 0.08 0.125 

4 Percentage of households without access to electricity 0.08 0.125 

Food Utilization     

5 The average years of schooling of women above 15 years 0.05 0.08 

6 Percentage of households without access to clean water 0.15 0.18 

7 The ratio of total population per health worker to population density 0.05 0.08 

8 Prevalence of stunting 0.05 0.08 

9 Life expectancy 0.10 0.13 

Source: (Food Security Agency, 2018) 
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different units, it is necessary to do a normalization process in the calculation of the food security index. The 

normalization process in this research used the approach of Z max-min value and distance to scale (0-100). 

This was intended to make each data that had different units comparable. So that it could be used to generate 

conclusions. Following the max-min, normalization was performed using the formula below: 
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Where: 

X = the score of each data  

Where:

X = the score of each data 

Xmin = the minimum score of X

Xmax = the maximum score of X

FSI score is the result of multiplication of each standard-
ized indicator value with the score of the indicator (Food  
Security Agency, 2018), using the following formu-
la:  

 

Xmin = the minimum score of X 

Xmax = the maximum score of X 

FSI score is the result of multiplication of each standardized indicator value with the score of the indicator 

(Food Security Agency, 2018), using the following formula:   

 
Where: 

Yj = food security index of the jth regency or city 

αi = score of each indicator 

Xij = standardized indicator score of the jth regency or city 

Step 3: Geographic Information System of a food security index: The Geographic Information System 

(GIS) application was used to analyze floods, droughts, and food security levels, then the results were 

displayed on maps. 

Losses caused by climate change can reduce agricultural productivity. Farmers crop failure can be caused 

by flood and drought as happened in Kulon Progo (Saptutyningsih 2011) and the Yangtze River watershed 

(Liu et al. 2019). The variables used in this research were as follows: 

FSI = α + βX1 + β2 X2 + β3 X3 + β4 X4 + β5 X5 + β6 X6 + β7 X7 + e 

Where,  

FSI = Food security index = Food security scores 

X1 = Flood index = Frequency of flood manifested in dummy variables (0 

means no flood, and 1 means it experiences flood) 

X2 = Drought index = Frequency of drought manifested in dummy variable (0 

means no drought, and 1 means it experiences drought) 

X3 = Human development index = The level of human development 

X4 = Inflation = Rate of change in price 

X5 = Farm size = Farm size 

X6 = Total population = Total population 

X7 = Gross Regional Domestic 

Product (GRDP) per capita 

= Economics output per capita 

 

RESULTS AND DISCUSSION 

The Bengawan Solo watershed stretches through three provinces namely Central Java, East Java and 

Yogyakarta Special Region. Areas in the present research consisted of three cities namely Surakarta, Madiun, 

Surabaya and 20 regencies which are Klaten, Boyolali, Wonogiri, Sukoharjo, Sragen, Karanganyar, Blora, 

Pacitan, Ponorogo, Rembang, Ngawi, Madiun, Magetan, Bojonegoro, Lamongan, Tuban, Gresik, Mojokerto, 

Trenggalek and Gunung Kidul. In this research, we used secondary data from the Central Statistics Agency 

(BPS), the National Disaster Management Agency (BNPB), and the Bengawan Solo River Region Centre. 
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Where:

Yj = food security index of the jth regency or city

ai = score of each indicator

Xij = standardized indicator score of the jth regency or 
city

Step 3: Geographic Information System of a food security 
index: The Geographic Information System (GIS) applica-
tion was used to analyze floods, droughts, and food security 
levels, then the results were displayed on maps.

Losses caused by climate change can reduce agricultural 
productivity. Farmers crop failure can be caused by flood 
and drought as happened in Kulon Progo (Saptutyningsih 
2011) and the Yangtze River watershed (Liu et al. 2019). 
The variables used in this research were as follows:

FSI = a + bX1 + b2 X2 + b3 X3 + b4 X4 + b5 X5 + b6 X6  
+ b7 X7 + e

Where, 

FSI = Food security index = Food security scores

X1 = Flood index = Frequency of flood 
manifested in 
dummy variables (0 
means no flood, and 
1 means it experienc-
es flood)

X2 = Drought index = Frequency of drought 
manifested in dum-
my variable (0 means 
no drought, and 1 
means it experiences 
drought)

X3 = Human develop-
ment index

= The level of human 
development

X4 = Inflation = Rate of change in 
price

X5 = Farm size = Farm size

X6 = Total population = Total population

X7 = Gross Regional 
Domestic Product 
(GRDP) per capita

= Economics output 
per capita

RESULTS AND DISCUSSION

The Bengawan Solo watershed stretches through three 
provinces namely Central Java, East Java and Yogyakarta 
Special Region. Areas in the present research consisted of 
three cities namely Surakarta, Madiun, Surabaya and 20 
regencies which are Klaten, Boyolali, Wonogiri, Sukoharjo, 
Sragen, Karanganyar, Blora, Pacitan, Ponorogo, Rembang, 
Ngawi, Madiun, Magetan, Bojonegoro, Lamongan, Tuban, 
Gresik, Mojokerto, Trenggalek and Gunung Kidul. In this 
research, we used secondary data from the Central Statistics 
Agency (BPS), the National Disaster Management Agency 
(BNPB), and the Bengawan Solo River Region Centre. The 
Bengawan Solo watershed tends to have flood and drought 
vulnerability as shown in the maps provided in Fig. 1 and 
Fig. 2.

The Bengawan Solo watershed is an area that is 
vulnerable to flood and drought (Kementerian PUPR Ditjen 
Sumber Daya Air BBWS Bengawan Solo 2017). Therefore, 
it needs the role of various parties to prevent and minimize 
losses incurred. In Fig. 1, the GIS results show that almost 
the whole regencies/cities in the Bengawan Solo watershed 
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Fig. 2: Map of drought Risk in the Bengawan Solo Watershed.

have the potential to experience flood risk, but Surabaya 
has the highest risk of all. Some areas situated in Surakarta, 
Boyolali, Klaten, Sukoharjo, Sragen, Ngawi, Magetan, 
Ponorogo, Bojonegoro, Tuban, Lamongan, Gresik, and 
Mojokerto are also prone to flood at a moderate risk. Other 
areas have a low flood risk.

The drought risk areas are presented in Fig. 2. All the 
regencies/cities in the Bengawan Solo watershed have the 
potential to experience drought, but Gunung Kidul, Pacitan, 
Trenggalek, and Blora are considered as the regions with 
the highest risk. Some areas with moderate risks located in 
Boyolali, Rembang, and Bojonegoro. Drought occurs due 
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Table 2: Food Security Index Score in Bengawan Solo Watershed.

No. Regency/City FSI Score 2014-2018

1 Surakarta 67.43

2 Madiun 70.32

3 Surabaya 69.74

4 Boyolali 63.8

5 Klaten 63.4

6 Sukoharjo 68.15

7 Wonogiri 42.25

8 Karanganyar 60.5

9 Sragen 47.3

10 Blora 40.9

11 Rembang 58.75

12 Pacitan 32.4

13 Ponorogo 37.5

14 Madiun 39.55

15 Magetan 46.15

16 Ngawi 23.8

17 Bojonegoro 35.95

18 Tuban 36.4

19 Lamongan 41.05

20 Mojokerto 61.3

21 Trenggalek 39.45

22 Gresik 72.95

23 Gunung Kidul 30.75

Source: Processed data, 2020

to minimal rainfall caused by climate change. While other 
areas have a low risk of drought.

It is necessary to measure regional food security scores 
to find out which regions have low food security (Table 2) 
so that the government can provide more intervention. The 
attempts to overcome food vulnerability can be well planned 
when it is visualized on a map. The region that has the highest 
FSI score is categorized as an area with good food security, 
on the contrary, the smallest FSI score indicates the regency/
city is vulnerable to food security.

Areas with a food security index map are presented in  
Fig. 3. All regencies/cities in the Bengawan Solo Watershed 
have the potential to experience food vulnerability risks. 
Based on the index score, the locations with the highest 
food security are Surabaya, Gresik, and Sukoharjo. This is 
due to the high level of GRDP per capita compared to other 
regions in the Bengawan Solo watershed. On the other hand, 
areas that have low food security/food insecurity are Gunung 
Kidul, Pacitan, and Ngawi. This is because these regencies/
cities have areas that tend to be vulnerable to floods and 
drought. Inadequate production of the agricultural sector 
has resulted in high levels of poverty in these regions. Other 
regencies/cities are categorized as regions with moderate lev-
els of food security. The level of food security is influenced 
by several factors as described in the results of panel data 
regression (Stata) in the period of 2014-2018.

Table 3 presents panel data regression result of the 
variables that have the potential to affect the level of food 
security. Regression results show that flood and drought 

It is necessary to measure regional food security scores to find out which regions have low food security 

(Table 2) so that the government can provide more intervention. The attempts to overcome food vulnerability 
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have a significant negative effect of 5% on the food security 
index, which means it reduces food security. In addition to 
flood and drought, other variables that influence the level of 
food security in the Bengawan Solo watershed are the human 
development index, farm size, and GRDP per capita which 
have a significant positive effect of 5%, which means these 
variables increase food security.

Climate change, which causes flood and drought, is of 
concern to researchers because it will disrupt the supply of 
food availability. Areas that are identified as having low 
levels of food security must anticipate reducing the risk of 
potential losses. Food security in Indonesia is closely related 
to the price of rice (Timmer 2011) since it is the staple food 
of Indonesian. Indonesia is the 4th largest population in the 
world with a total of 264 million population based on (World 
Bank 2019). This causes the consumption of food to be rela-
tively high. This research is expected to give support to the 
government in tackling the risk of food insecurity caused by 
climate change. By using GIS, areas that are prone to flood, 
drought, and food insecurity have been incorporated into the 
map so that it will ease the government in providing special 
treatment and intervention. 

CONCLUSION

The contribution of climate change, especially floods and 
drought, to the level of food security in the Bengawan Solo 
watershed is crucial. Scores are grouped into three sectors 
of vulnerability in the Bengawan Solo watershed from the 
highest to lowest food security levels. From the results of 

the research, it can be concluded that flood and drought 
reduce the level of food security. That is, climate change 
causes additional burdens for the government to achieve 
development goals namely food security. Surabaya, Gresik 
and Sukoharjo are areas with high levels of food security. 
Whereas Gunung Kidul, Pacitan, and Ngawi are areas that 
have low food security or food vulnerability. Adaptation 
options for climate change and food distribution between 
regions can be alternatives. This research is expected to 
support the community and also the government so that it is 
easier to identify areas that need more attention to prevent 
food vulnerability in the rainy and dry seasons.
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ABSTRACT

In the present study, we intended to remediate Cr(VI) with alkaliphilic bacteria Paenibacillus pabuli 
(JX561107) and Bacillus cereus (JX561108) isolated from alkaline industrial contaminated soil in 
Pondicherry. The isolated bacteria were tested for the removal efficiency of hexavalent chromium 
at different concentrations (50 mg/L, 200mg/L, 400mg/L). At 50 mg/L of hexavalent chromium 
concentration, Paenibacillus pabuli and Bacillus cereus were found to be highly efficient in removing 
Cr(VI) in 72 hrs at the inoculum rate of 1% of overnight grown bacterial cultures. The isolates could 
remove 98% and 74% of Cr(VI) within 72 hrs of treatment at 9.5 pH. When the concentration of the 
Cr(VI) was increased to 400 mg/L, there was a gradual decrease in Cr(VI)  removal. SEM images 
were obtained from the tested bacteria to observe the bacterial cell surface for the changes in the 
morphology and EDX analysis were also carried out to confirm whether the adhered particles are of 
chromium.  
 

INTRODUCTION

Alkaliphilic microorganisms attract increased attention dur-
ing the last decades in the context of their great potential 
for biotechnological applications and research of ecological 
diversity (Rossi et al. 2003). Several alkaliphilic bacte-
ria have been isolated from different environments, for  
example, deserts, soda lakes, and arid soils (Li et al. 2002). 
Most intense and extensive intervals of organisms have 
been observed generally in “moderate” environments. It 
would also have been known to have an “extreme” envi-
ronment on the Earth are considered to avoid the endurance 
of existence. Habitats in these ecological environments, 
for instance, pH, temperature and salinity concentrations 
are exceedingly elevated or low. The extreme environ-
ment is populated by a group of organisms that have been 
particularly modified to these specific circumstances and 
these types of intense microbes are frequently referred to 
as alkaliphiles, halophiles, thermophiles and acidophiles, 
and reflect an exacting type extreme environment in which 
they inhabit (Horikoshi 1991). 

Hexavalent chromium is a strong oxidizing agent, 
frequently present as hydrochromate (HCrO4), chromate 
(CrO4)) or dichromate (Cr2O7) oxyanions, depending on 
the pH (United States, Environmental Protection Agency, 
US EPA 1998). The widespread utilization of hexavalent 

chromium in industries such as stainless steel production and 
tanning, cause chromium contamination of soil and ground-
water in and around the production site (Turick & Carmiol 
1996). Microbes that can resist this stress are more likely to 
survive and influence chromium speculation (Francisco et al. 
2002, Branco et al. 2005). The chromium resistant bacterial 
isolates showed removal efficiency of around 45.5% at 28°C 
ambient temperature (Sen et al. 2019). The rationale of this 
study was to examine the ability of alkaliphilic bacteria 
Paenibacillus pabuli and Bacillus cereus, isolated from al-
kaline industrial contaminated soil, to remediate hexavalent 
chromium at different concentrations.

MATERIALS AND METHODS

Collection of Soil Samples

Soil samples were collected from alkaline industry-contam-
inated soil from Pondicherry in the area of Thavalakuppam. 
Triplicate sampling at each station was collected in a plastic 
container during the post-monsoon months from October- 
December. Before the collection of the soil, the pH of the 
soil sample was measured at the collection site and recorded 
as 9.5 (alkaline). The soil samples were collected from five 
randomly selected spots from the locations with the help of a 
scooper from the topmost sediment layer, i.e. 0-15 cm layer 
of sediment samples (approximately 500 g) and transferred 
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into a sterile sample container and brought to the laboratory 
(Das et al. 2011).

Isolation of Alkaliphilic Bacteria 

Isolation of alkaliphilic bacteria from the soil samples col-
lected aseptically from contaminated soil using rich alkaline 
nutrient agar medium containing sodium sesquicarbonate 
solution (modified method of Horikoshi 1999) and was per-
formed by making serial dilution of the samples. The dilution 
used for the study was 100μL of the 10-7 dilution spread in 
Alkaline Nutrient Agar. The pH of the soil was adjusted 
to 9.5. The plates were incubated at 37°C for 48 hrs. The 
isolated colonies were sub-cultured with alkaline nutrient 
agar to check the purity of the isolates. Identification of the 
bacterial isolates was carried out by bacteriological methods 
based on colony morphology, Gram staining, motility and 
biochemical tests. Barcoding of bacterial isolates was done 
by the method described by Marmur (1961).

DNA Bar Coding 

Genomic DNA isolation: Alkaline strains were grown 
in an alkaline nutrient broth of pH 9.5 at  37°C. After 12 
hours of incubation, 1.5 mL of the cultured broth was taken 
and centrifuged at 8,000 rpm for 6 min. The pellets were 
re-suspended with 330 μL of GTE solution and incubated 
at 37°C for 30 minutes. The pinch amount of lysozyme was 
added to the same solution and incubated at 37°C for 1 h. 
Ten μL of 20% SDS was added and incubated at 37°C for 
overnight. RNase (0.1 mg/mL) was added to the solution 
to remove the RNA from the solution and kept at 37°C.  
After 3 h of incubation, 17 μL of EDTA (0.5M) was mixed 
and incubated at 50°C for 10 min. Proteinase K (10 μL) 
was added and incubated at 37°C for 3 h. After incubation, 
200 μL of phenol:chloroform (24:1) was mixed slowly and 
centrifuged at 16,000 rpm for 15 min. After centrifugation, 
the aqueous phase layer was collected and mixed with an 
equal volume of isopropanol. It was slowly shaken up and 
down until to see the pool of DNA, and centrifuged at 
16,000 rpm for 15 min. The DNA pellet was washed with 
1 mL of 95% ethanol and centrifuged at 16,000 rpm for 
15 min. After centrifugation, the pellet was air-dried and 
dissolved in 40 μL of 1X TE buffer. It was confirmed by 
running the agarose gel electrophoresis. 

Agarose gel electrophoresis: The isolated DNA sample was 
separated on 0.8% agarose gel. 1X TAE buffer was prepared 
by an appropriate concentration of 1 mL of 50X TAE buff-
er and mixed with 49 mL distilled water. Further, 0.4 g of 
powdered agarose was added and mixed well. They were 
allowed to boil until agarose dissolved completely. Then 3 μL 
of ethidium bromide (0.5 μg/mL) was added from the stock 
solution of 10 mg/mL and mixed well. The warmed agarose 

solution was poured into the gel casting tray and allowed to 
set for 30-45 min at room temperature. The gel was mounted 
in the electrophoresis tank. Electrophoresis buffer was added 
to cover the gel to a depth of about 1mm. The isolated DNA 
sample was mixed with a loading buffer and loaded into the 
well of the submerged gel using a micropipette. A voltage of 
50-60V was applied. After 1-2 h, the gel was taken out from 
the buffer and examined under a UV illuminator (UVI-TEC). 
The clear band was observed as red, orange fluorescence. 
The molecular weight was measured by using appropriate 
marker DNA.

Polymerase Chain Reaction (PCR)

The total genomic DNA from the isolates was done by 
16SrDNA PCR assay by using the 16SrDNA universal 
primers (F- 5’AGA GTT TGA TCC TGG CTC AG-3’ and 
R- 5’-CGG TTA CCT TGT TAC GAC TT-3’). They were 
amplified using the above mentioned PCR mixture. The 
PCR was run using Eppendorf Gradient thermocycler, the 
gradient PCR assay was done by using the various annealing 
temperatures. The PCR cycle used was initial denaturation at 
95ºC; 4 min denaturation at 95ºC; 30 s. Annealing 55ºC; 30 
s. Extension 72ºC; 30 s. Final extension 72ºC; 10 min cycles 
30 cycles. The PCR products were analysed by 0.8% agarose 
gel electrophoresis. The PCR-amplified 16SrDNA’s were 
purified using the quick PCR purification kit from Bangalore 
Genie. The sequencing was performed (Eurofins, Bangalore) 
and sequencing was deposited in the NCBI Genbank. The 
study of the arrangement and homology and the construction 
of a phylogenetic tree for the sequenced nucleotide were 
carried out by the bioinformatics tools.

Experimental Study

Degradation of Cr(VI): The experimental study involving 
three different hexavalent chromium concentrations, i.e. 50 
mg/L, 200 mg/L and 400 mg/L was carried out in 250 mL 
conical flasks (100 mL in each) at 9.5 pH. One per cent of 
sucrose was added to all the conical flasks and 1 % of over-
night grown bacterial cultures were seeded in each conical 
flask. The flasks were kept on a rotary shaker at 180 rpm at 
37°C. Hexavalent chromium depletion was estimated at an 
interval of 24 h till 72 h to depletion by the isolated bacte-
rial strains with different chromium concentrations. After 
absorption, the mixture was centrifuged at 4000 rpm for 
15 min. The remaining metal concentration in the solution 
was measured. Quantity of metals bound was taken to be 
the distinction among the initial and final concentrations of 
metal (Gardea-Torresdey et al. 1998). The concentration of 
metal in the solution was estimated with an atomic absorption 
spectrophotometer. The experiment was done thrice and the 
average value was taken for discussion.
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Scanning Electron Microscopic Study and EDX 
Analysis

Scanning Electron Microscopic (SEM) studies were per-
formed to examine the changes in surface morphology 
before and after treatment and elemental composition of the 
biosorbent along with EDX study using a scanning electron 
microscope. Pellets of bacterial culture obtained through 
centrifugation were used for these spectral studies. The 
pellets were washed twofold with 0.1 M phosphate-buff-
ered saline (PBS; 15 mM phosphate buffer, 138 mM NaCl, 
2.7 mM KCl, pH 7.4 at 25ºC) and fixed overnight in 2% 
glutaraldehyde (prepared in 0.1 M PBS). The cells were 
washed with PBS and distilled water earlier to dehydration 
throughout an ethanol series (10% in absolute), held at each 
concentration for 30 minutes. Samples were positioned on a 
brass stub, sputter-coated with gold and examined by Scan-
ning Electron Microscope (De et al. 2008). SEM and EDX 
studies were performed with a Hitachi S-3400N Scanning 
electron microscope, available at Central Instrumentation 
Facility (CIF) Pondicherry University. 

RESULTS

Identification of Isolated Alkaliphilic Bacteria from 
Alkaline Industry-Contaminated Soil

Alkaliphilic bacteria were isolated from alkaline industrial-
contaminated soil. They exhibited most favourable growth 
at pH 9.5. Paenibacillus pabuli and Bacillus cereus were 
isolated from the alkaline industry-contaminated soil, 

and the molecular characterizations were done. Based 
on phylogenetic analyses, 16S rDNA gene sequence of 
alkaliphilic bacteria was compared with sequence existing 
in the Genbank catalogue by BLAST software and sequence 
were submitted to NCBI Genbank. 

The phylogenetic tree derived from 16S rRNA gene 
sequence of Paenibacillus pabuli and Bacillus cereus and 
sequences of the closest phylogenetic neighbours obtained 
by NCBI BLAST analysis confirmed the relationships among 
the selected isolates (Fig. 1 and Fig. 2)

Removal of Hexavalent Chromium from Tannery 
Effluent by Isolated Alkaliphilic Bacteria

Chromium was removed from the tannery effluent 
by alkaliphilic bacterial strains isolated from alkaline 
industrial soil at pH 9.5 (pH of the alkaline industry effluent 
contaminated soil from which bacterium was isolated). The 
removal efficiencies of hexavalent chromium in solution 
were calculated from the differences between the initial and 
the residual concentration after 72 hrs of treatment at 37°C 
at pH 9.5. The concentration of total Cr(VI) was reduced 
to 1.1 mg/L from 50 mg/L in 72 hrs of treatment with 
Paenibacillus pabuli showed 98 % efficiency and Bacillus 
cereus removed Cr(VI) to 12.92 mg/L from 50 mg/L in 72 
hrs with 74 % efficiency (Fig. 3). When the concentration 
of Cr(VI) was increased to 200 mg/L there was a gradual 
decrease in the Cr(VI) concentration to 57% from 200 mg/L 
in 72 hrs of treatment with Paenibacillus pabuli and Bacillus 
cereus reduced Cr(VI) to 33% from 200 mg/L in 72 hrs of 
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treatment (Fig. 4). Whereas, when the Cr(VI) concentration 
is increased to 400 mg/L, there was no absorption indicating 
the intolerance of bacterial biomass in a higher concentration 
of chromium due to high stress exerted by the higher level 
of metal ions in the medium.

SEM and EDX Analysis 

Bacterial species paenibacillus pabuli and Bacillus cereus 
showed high efficiency in the removal of chromium in 72h 
of treatment. SEM analysis was conducted to differentiate 
the morphological changes due to adsorption of  Cr(VI).  
Before biosorption, the cell surface was smooth and even. 
After the biosorption, there was a significant change on the 
surfaces of the bacterial cell. The figures clearly show that 
the bacterial cell surfaces before the treatment were smooth 
without any adhesion of Cr(VI), while after the treatment the 

cell surface was rough and wrinkled due to the adhesion of 
metal on the bacterium (Fig. 5 and Fig. 7). The EDX spectrum 
confirms the existence of Cr(VI) in the pellets of bacteria 
used in chromium treatment (Fig. 6 and Fig. 8).

DISCUSSION

Current awareness has been drawn to the expansion of the ab-
sorption technique as a method of bioremediation. It has been 
focused on a relatively inexpensive and easier than using a 
chemical treatment to overcome the contamination of heavy 
metals (Nies 2000). Moreover, countless researchers have 
reported the biosorption of heavy metal into pure cultures of 
bacteria and algae and onto the natural microbial population, 
which is possible through efficient and environmentally 
friendly remediation technologies (Gutnick & Bach 2000).
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Fig. 2:  Phylogenetic tree of Bacillus cereus and NCBI accession number - JX561108.
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In the present study, Paenibacillus pabuli and Bacillus 
cereus from alkaline industry-contaminated soil were evalu-
ated for their chromium removal efficiency at 9.5 pH (pH of 
alkaline industry contaminated soil from which alkaliphilic 
bacteria were isolated). The results are quite encouraging, 
recording higher adsorption capacity at higher pH. The 
chromium(VI) efficiency of bacteria isolated from alkaline 
industrial contaminated soil, namely Paenibacillus pabuli 
and Bacillus cereus revealed 98% and 74% efficiency. 

Further experimental study on evaluation of concentra-
tion based efficiency, 200 mg/L of Cr(VI)  concentration 

and the tested bacteria recorded about 57% removal; but at 
higher concentration of chromium (400 mg/L), there was no 
removal by isolated bacterial strain tested. Such observation 
indicates the intolerance of bacterial biomass in a higher 
concentration of chromium due to high stress exerted by the 
higher level of metal ions in the medium. Up to 200 mg/L of 
chromium, the bacteria were able to remove more than 57% 
of Cr(VI) but when the concentration was doubled (i.e., 400 
mg/L), there was no removal. It has been also reported that 
the high chromium concentration prohibited the development 
of bacteria (Bopp & Ehrlich 1988).
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Fig. 5: SEM images of Paenibacillus pabuli before and after the treatment. 
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Fig. 5: SEM images of Paenibacillus pabuli before and after the treatment. 
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Fig. 7: SEM images of Bacillus cereus before and after treatment. 
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Such intolerance of a higher concentration of chromium 
by the bacteria reveals that the capability of a given amount 
of bacterial biomass could have played a significant role in 
maintaining its effectiveness. In the present study, a loop 
full of overnight grown pure culture biomass was inoculated 
in different Cr(VI) concentrations. The amount of biomass 
given cannot be tolerated due to the high concentration of 
metal in the medium and it is assumed that the actual thresh-
old level of each bacterium might be scaled out to maintain 
the high efficiency of the bacterium for future research. The 
present findings are in close conformity with the observation 
made by Wang & Xiao (1995) in Bacillus sp. Further, Basu 
et al. (2014) and Yilmaz (2003) reported that the removal 
percentage was decreased with increasing chromium con-
centration. This is because the amount of inoculum was 
constant, relatively less biomass was available for chromium 
(VI) removal from the media. It is proving to be reported 
at low concentrations that all the metal ions in the solution 
will interact with the binding sites and thus facilitate 100% 
adsorption. The higher the concentration, the sites available 
for adsorption are less compared to the molecules of the 
solute present. Thus, observations made in the experimental 
studies are in close conformity with previous reports.

On examining the mechanism behind the adsorption of 
chromium to the bacterial cell surface, it has been reported 
that to endure under metal-stressed circumstances, bacteria 
have emerged numerous types of mechanisms to endure and 
survive through biomechanism of the uptake of heavy metal 
ions. These mechanisms comprise the discharge of metal ions 
outer the surface of the cell, aggregation and complexation 
of the metal ions within the cell (Nies 1999). Further, the 
adhesion of metal to the bacterial cell surface might be due 
to the presence of an exopolysaccharide production (Loaëc 
et al. 1997). 

To examine the current findings regarding the adsorption 
of hexavalent chromium on the surface of bacterial cells, 
SEM images of the bacterial cell surface of treated and 
untreated bacteria show the metal adhered on the surface 
of the bacterial strains, giving a wrinkled and rough surface 
morphology in Paenibacillus pabuli and Bacillus cereus. 
Similar images were also recorded by Jun Guo et al. (2012) 
in Pseudomonas plecoglossicida showing that before the 
absorption the cells were rod-shaped with a smooth surface, 
but after the absorption, there were changes on the cell sur-
faces. Similarly, Dhal et al. (2010) also obtained SEM-EDX 
images indicating adherence of hexavalent chromium on the 
surface of bacterial cells. Besides, to substantiate whether the 
adsorbed material is made of chromium, the EDX spectrum 
was obtained for Paenibacillus pabuli and Bacillus cereus 
used in treatment studies. The EDX spectrum established 
the occurrence of Cr(VI)  in the pellets of bacteria treated 

in Cr(VI) remediation. Silica (Si) peak in the EDX spectrum 
may be due to the preparation of smear on glass slides and 
the peak of Al might have originated from the sample holder.

CONCLUSION

Concludingly, it is reported that for bioremediation, having 
less than 200 mg/L of chromium, the alkaliphilic bacteria 
Paenibacillus pabuli and Bacillus cereus were able to toler-
ate and adsorb high Cr(VI) concentrations and could be the 
potential species as bioadsorbents. The suitability of these 
alkaliphilic isolates, particularly for chromium removal, 
would open up new lines of application through suitable 
biotechnological tools and techniques.
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ABSTRACT

The fastness properties of the flower of Opuntia ficus-indica dyed cotton fabric have been studied 
using different combinations (1:3, 1:1 and 3:1) of various mordants, such as myrobolan-nickel 
sulphate, myrobolan-aluminium sulphate, myrobolan-potassium dichromate, myrobolan-ferrous 
sulphate and myrobolan-stannous chloride. The wash, rub, light and perspiration fastness of the 
dyed samples have been evaluated. It is found that the flower of Opuntia ficus-indica dye can 
be successfully used for the dyeing of cotton to obtain a wide range of colours by using various 
combinations of mordants.   

INTRODUCTION

Environmental pollution due to the discharge of dyeing 
industry effluents is the matter of major concern nowadays. 
For many years, people have been using all types of natural 
substances, derived mainly from plants and animals. The 
use of natural dyes for textile dyeing purposes decreased 
to a large extent after the discovery of synthetic dyes in 
1856. Synthetic dyestuffs produce hazardous by-products 
(Gulrajani et al. 1992), some of which possess carcinogenic 
intermediates, and hence a ban has been imposed by Germany 
and some other European countries on the use of benzidine 
dyes in textile garments exported into their countries 
(Anderson 1971 & Kumaresan et al. 2010). Hence, due to 
the current eco-consciousness, the attention of researchers 
has been shifted to the use of natural dyes for dyeing textile 
materials (Kumaresan et al. 2012, Kumaresan et al. 2015). 
Dyes derived from natural sources have emerged as an 
important alternative to synthetic dyes.

MATERIALS AND METHODS

In the present work, the flower of Opuntia ficus-indica (Fig. 
1) growing in all warm and damp parts of India, have been 
used. Opuntia ficus-indica (prickly pear) is a species of 
cactus that has long been a domesticated crop plant grown 
in agricultural economies throughout arid and semiarid parts 
of the world. Opuntia is grown primarily as a fruit crop, and 
also for the vegetable nopales and other uses. The dye was 

used to dye cotton at optimized dyeing conditions, using a 
combination of mordants and to evaluate the resultant colour 
fastness of the dyed samples to washing, rubbing, perspiration 
and light.

Bleached plain weave cotton fabric, obtained from Gandhi-
gram Rural University, Dindigal, was used for the study. AR 
grade ferrous sulphate, aluminium sulphate, nickel sulphate, 
potassium dichromate, stannous chloride, and commercial 
grade acetic acid, common salt and sodium carbonate were 
used. A natural mordant myrobolan (Terminalia chebula) 
powder (Kumaresan 2016) was also used for the study. The 
ethanol extract of the flower of Opuntia ficus-indica was 
used to get pale brown colour for dyeing fabrics. Depending 
upon the mordant used, the colour obtained on textiles may 
give different shades.

A known quantity of flowers of Opuntia Ficus-Indica 
was dried, powdered and soaked in warm water overnight. 
The flower of Opuntia ficus-indica extract was obtained by 
boiling it in the same water. The dye extract was allowed to 
cool, filtered and used for dyeing. The dyeing was carried 
out at optimized conditions namely dye extraction time 60 
min, material to liquor ratio 1:20, and dyeing time 50 min.

The mordant combinations viz., myrobolan-nickel 
sulphate, myrobolan-aluminium sulphate, myrobolan-
potassium dichromate, myrobolan-ferrous sulphate, and 
myrobolan-stannous chloride were used in the ratio of 1:3, 
1:1 and 3:1. The total amount of two mordants used in each 
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combination was 5% on the weight of the fabric i.e., 5 g of 
the mordant/100 g of the fabric. Each of the five mordant 
combinations in three different ratios mentioned above was used 
with all the three mordanting methods namely pre mordanting, 
simultaneous mordanting and post mordanting for dyeing 
(Kumaresan 2019). After dyeing, the solution was allowed 
to cool, removed from the dye bath, rinsed under running 
water to remove excess dye and shade dried.

For optimizing the extraction method, the ethanol 
extraction of dye liquor was carried out under varying 
conditions, such as time of extraction, temperature of 
extraction bath and material-to-liquor ratio  (Kundal et al. 
2016, Sharada Devi et al. 2002). In each case, the optical 
density or absorbance value at a particular maximum ab-
sorbance wavelength (l420 nm) for the ethanol extract of 
plant parts were estimated by using Hitachi-U-2000 UVVIS 

absorbance spectrometer.

Colour fastness to the washing of the dyed fabric samples 
was determined as per IS: 764-1984 method using a Sasmira 
launder-O-meter following IS-3 wash fastness method 
(Samanta et al. 2003, Bains et al. 2003). The wash fastness 
rating was assessed using greyscale as per ISO-05-A02 (loss 
of shade depth) and ISO-105-AO3 (extent of staining) and the 
same was cross-checked by measuring the loss of depth of 
colour and staining using Macbeth 2020 plus computer-aided 
colour measurement system attached with relevant software.

Colour fastness to rubbing (dry and wet) was assessed 
(Senthilkumar et al. 2002) as per IS: 766-1984 method using 
a manually operated crock meter and greyscale as per ISO-
105-AO3 (extent of staining). Colour fastness to exposure 
to light was determined as per IS: 2454-1984 method. The 
sample was exposed to UV light in a Shirley MBTF Microsal 
fade-O-meter (having 500 Watt Philips mercury bulb tungsten 
filament lamp simulating daylight) along with the eight blue 
wool standards (BS1006: BOI: 1978). 

Colour fastness to perspiration, assessed according to IS: 
971-1983 composite specimen, was prepared by placing the 
test specimen between two adjacent pieces of fabrics of silk 
and cotton and stitched all among four sides. The sample was 
soaked in the test solution (acidic/alkaline) separately with 
MLR 1:50 for 30 minutes at room temperature. The sample 
was then placed between two glass plates of perspirometer 
under the load of 4.5 kg. The apparatus was kept in the oven 
for four hours at 37 ± 2°C. At the end of this period, the 
specimen was removed and dried in air at a temperature not 
exceeding 60°C. The test samples were graded for change 
in colour and staining using grey scales.

Table 1: Fastness grades of the flower of Opuntia ficus-indica dye, dyed on cotton at optimum dyeing conditions (wavelength 440 nm, dye extraction 
time 60min, material to liquor ratio 1:20, dyeing time 50 min) using Mb-NS mordant combination.

Mordanting Method Mordant 
Properties

Light 
Fastness 
Grade

Wash Fastness Rub Fastness Perspiration Fastness

Grades Grades Acidic Alkaline

CC CS Dry Wet CS CC CS CC

CC CS CC

Pre Mordanting 1:3 3-4 4 5 5 5 5 4 5 4 5

1:1 3-4 4-5 5 5 4-5 5 4 5 4-5 5

3:1 3-4 4 5 4-5 5 5 5 5 5 5

Simultaneous Mordanting 1:3 3-4 4-5 5 5 5 5 5 5 5 5

1:1 3-4 4 5 5 5 5 5 5 5 5

3:1 3-4 4-5 5 5 4-5 5 4 5 5 5

Post Mordanting 1:3 3-4 4 4 5 5 5 4 5 5 4-5

1:1 3-4 4-5 5 4-5 5 5 4 5 4-5 4-5

3:1 3-4 4 5 5 5 5 4 5 5 5

Mb-NS = Myrobolan-Nickel sulphate, CC = Colour change, CS = Colour staining

The dye was used to dye cotton at optimized dyeing conditions, using a combination of mordants and 
to evaluate the resultant colour fastness of the dyed samples to washing, rubbing, perspiration and light. 

 

 

 

 

 

 

 

 
 

Fig. 1: Floweres of Opuntia ficus-indica. 

Bleached plain weave cotton fabric, obtained from Gandhigram Rural University, Dindigal, was used for 
the study. AR grade ferrous sulphate, aluminium sulphate, nickel sulphate, potassium dichromate, 
stannous chloride, and commercial grade acetic acid, common salt and sodium carbonate were used. A 
natural mordant myrobolan (Terminalia chebula) powder (Kumaresan 2016) was also used for the 
study. The ethanol extract of the flower of Opuntia ficus-indica was used to get pale brown colour for 
dyeing fabrics. Depending upon the mordant used, the colour obtained on textiles may give different 
shades. 

A known quantity of flowers of Opuntia Ficus-Indica was dried, powdered and soaked in warm 
water overnight. The flower of Opuntia ficus-indica extract was obtained by boiling it in the same 
water. The dye extract was allowed to cool, filtered and used for dyeing. The dyeing was carried out at 
optimized conditions namely dye extraction time 60 min, material to liquor ratio 1:20, and dyeing time 
50 min. 

The mordant combinations viz., myrobolan-nickel sulphate, myrobolan-aluminium sulphate, 
myrobolan-potassium dichromate, myrobolan-ferrous sulphate, and myrobolan-stannous chloride were 
used in the ratio of 1:3, 1:1 and 3:1. The total amount of two mordants used in each combination was 5% 
on the weight of the fabric i.e., 5 g of the mordant/100 g of the fabric. Each of the five mordant 
combinations in three different ratios mentioned above was used with all the three mordanting methods 
namely pre mordanting, simultaneous mordanting and post mordanting for dyeing (Kumaresan 2019). 
After dyeing, the solution was allowed to cool, removed from the dye bath, rinsed under running water 
to remove excess dye and shade dried. 

For optimizing the extraction method, the ethanol extraction of dye liquor was carried out under 
varying conditions, such as time of extraction, temperature of extraction bath and material-to-liquor 
ratio  (Kundal et al. 2016, Sharada Devi et al. 2002). In each case, the optical density or absorbance 
value at a particular maximum absorbance wavelength (λ420 nm) for the ethanol extract of plant parts 
were estimated by using Hitachi-U-2000 UVVIS absorbance spectrometer. 
Colour fastness to the washing of the dyed fabric samples was determined as per IS: 764-1984 method 
using a Sasmira launder-O-meter following IS-3 wash fastness method (Samanta et al. 2003, Bains et 
al. 2003). The wash fastness rating was assessed using greyscale as per ISO-05-A02 (loss of shade depth) 
and ISO-105-AO3 (extent of staining) and the same was cross-checked by measuring the loss of depth 
of colour and staining using Macbeth 2020 plus computer-aided colour measurement system attached 
with relevant software. 
Colour fastness to rubbing (dry and wet) was assessed (Senthilkumar et al. 2002) as per IS: 766-1984 

Fig. 1: Floweres of Opuntia ficus-indica.
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RESULTS AND DISCUSSION

Mordant Combination: Myrobolan-Nickel Sulphate

The evaluation of colour fastness to light, washing, rubbing 
and perspiration of flower of Opuntia ficus-indica dyed 
cotton samples treated with myrobolan-nickel sulphate 
combination in the aqueous medium is presented in  
Table 1. All the treated samples subjected to light showed 
fairly good (3-4) light fastness for all ratio mordant 
combinations. The washing fastness grades ranged between 
4 and 5-4 for all the treated samples and there was no colour 
staining. The colour change to dry and wet rubbing for all 
the treated samples was excellent (5). 

Mordant Combination: Myrobolan-Aluminium 
Sulphate

The evaluation of colour fastness to light, washing, rubbing 
and perspiration of flower of Opuntia ficus-indica dyed 
cotton samples treated with myrobolan-aluminium sulphate 
combination in the aqueous medium is presented in Table 2. 
All the treated samples subjected to light showed fairly good 
(3-4) light fastness for all ratios of mordant combinations. The 
treated samples for pre mordanting showed fair (3 to 2-3) 
washing fastness grades, but they ranged from excellent to 
good (4-5 to 4) for all the treated samples for simultaneous 
and post mordanting. There was no colour staining. The 
colour change to dry and wet rubbing for all the treated 
samples was excellent (5). There was no colour staining 
ranged from no staining to negligible staining (5 to 4-5) in 
dry rubbing. 

Mordant Combination: Myrobolan-Potassium 
Dichromate

The evaluation of colour fastness to light, washing, rubbing 
and perspiration of flower of Opuntia ficus-indica dyed cotton 
samples treated with Myrobolan-potassium dichromate 
combination in an aqueous medium is presented in Table 3. 
The treated samples subjected to light showed fairly good 
(3-4) light fastness for all ratio mordant combinations. The 
washing fastness grades showed fairly good (3-4) for all the 
treated samples. The colour change to dry and wet rubbing 
for all the treated samples was excellent (5). 

Mordant Combination: Myrobolan-Ferrous Sulphate

The evaluation of colour fastness to light, washing, rubbing 
and perspiration of flower of Opuntia Ficus-Indica dyed 
cotton samples treated with myrobolan: ferrous sulphate 
combination in an aqueous medium is presented in Table 4. 
The treated samples subjected to light showed fairly good 
(4-3-4) light fastness for all ratios of mordant combinations. 
The washing fastness grades ranged from excellent to good 
(5-4) for all the treated samples. The colour change to dry 
and wet rubbing for all the treated samples was excellent (5). 

Mordant Combination: Myrobolan-Stannous Chloride

The evaluation of colour fastness to light, washing, rubbing 
and perspiration of flower of Opuntia ficus-indica dyed 
cotton samples treated with myrobolan-stannous chloride 
combination in an aqueous medium is presented in Table 
5. The treated samples subjected to light showed fairly 
good (4 to 3-4) light fastness for all the ratios of mordant 

Table 2: Fastness grades of the flower of Opuntia ficus-indica dye, dyed on cotton at optimum dyeing conditions (wavelength 440 nm, dye extraction time 
60 min, material to liquor ratio 1:20, dyeing time 50 min) using Mb-AS mordant combination.

Mordanting Method Mordant 
Properties

Light 
Fastness 
Grade

Wash Fastness Rub Fastness Perspiration Fastness

Grades Grades Acidic Alkaline

CC CS
Dry Wet

CS CC CS CC
CC CS CC

Pre Mordanting 1:3 3-4 4 5 4 5 4-5 4 5 4 5

1:1 3 5 5 4 4-5 4-5 4 5 4-5 5

3:1 4 4 5 4 5 5 5 5 5 4-5

Simultaneous Mor-
danting

1:3 4 5 4-5 5 5 5 5 5 4-5 4-5

1:1 4 5 4-5 5 5 5 5 5 5 5

3:1 4 4-5 5 5 4-5 5 4 5 5 5

Post Mordanting 1:3 4 4 4 5 5 5 4 4 4-5 4

1:1 3-4 4 4 4-5 5 4 4 4 4-5 4

3:1 3-4 4 4 5 5 4 4 4-5 5 5

Mb-AS = Myrobolan-Aluminium sulphate, CC = Colour change, CS = Colour staining
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Table 3: Fastness grades of the flower of Opuntia ficus-indica dye, dyed on cotton at optimum dyeing conditions (wavelength 440 nm. dye extraction 
time 60min, material to liquor ratio 1:20, dyeing time 50 min.) using Mb-PD mordant combination.

Mordanting Method Mordant 
Properties

Light 
Fastness 
Grade

Wash Fastness Rub Fastness Perspiration Fastness

Grades Grades Acidic Alkaline

CC CS Dry Wet CS CC CS CC

CC CS CC

Pre Mordanting 1:3 3-4 4 4 3 4 3 4 4 4 4

1:1 3-4 4-5 4 3 3-4 3 4 4 4 4

3:1 3-4 4 4 3 4 3 3 3-4 3-4 3

Simultaneous  
Mordanting

1:3 3-4 3-4 4 3-4 4 4 3 3-4 3-4 3-4

1:1 3-4 3-4 4 3-4 4 4 3 3-4 3-4 4

3:1 3-4 3-4 3-4 3-4 4 3-4 3 3 3 4

Post Mordanting 1:3 3-4 4 4 4 4 4 4 4 3 3-4

1:1 3-4 4-5 3 3 3 3 4 4 3 3

3:1 3-4 4 3 3 3 3 4 4 3-4 3-4

Mb-PD = Myrobolan-Potassium dichromate, CC = Colour change, CS = Colour staining

Table 4: Fastness grades of the flower of Opuntia ficus-indica dye, dyed on cotton at optimum dyeing conditions (wavelength 440 nm. dye extraction 
time 60min, material to liquor ratio 1:20, dyeing time 50 min.) using Mb:FS mordant combination.

Mordanting
Method

Mordant
Properties

Light 
Fastness 
Grade

Wash Fastness Rub Fastness Perspiration Fastness

Grades Grades Acidic Alkaline

CC CS Dry Wet CS CC CS CC

CC CS CC

Pre Mordanting 1:3 3-4 4 4 4-5 5 5 4 4-5 4 4-5

1:1 3-4 4-5 4 4-5 4-5 5 4 4-5 4-5 4-5

3:1 3-4 4 4 4-5 4-5 5 4 5 5 4-5

Simultaneous 
Mordanting

1:3 3-4 3-4 4 5 5 5 5 5 5 5

1:1 3-4 3-4 4 5 5 5 5 5 5 5

3:1 3-4 3-4 3-4 5 5 5 5 5 5 5

Post Mordanting 1:3 3-4 4 4 5 4-5 4-5 4 4 5 4-5

1:1 3-4 4-5 3 4-5 4-5 4-5 4 4-5 4-5 4-5

3:1 3-4 4 3 4-5 4-5 4-5 4 4 4 5

Mb-FS: Myrobolan-Ferrous sulphate, CC = Colour change, CS = Colour staining

Table 5: Fastness grades of the flower of Opuntia ficus-indica dye, dyed on cotton at optimum dyeing conditions (wavelength 440 nm, dye extraction 
time 60min, material to liquor ratio 1:20, dyeing time 50 min) using Mb-SC mordant combination.

Mordanting 
Method

Mordant 
Properties

Light 
Fastness 
Grade

Wash Fastness Rub Fastness Perspiration Fastness

Grades Grades Acidic Alkaline

CC CS Dry Wet CS CC CS CC

CC CS CC

Pre Mordanting 1:3 3-4 4 4 3-4 4 3-4 4 3-4 3-4 4

1:1 3-4 4-5 4 3-4 4 4 4 4 4 4

3:1 3-4 4 4 4 3-4 4 4 3-4 3-4 3

Simultaneous 
Mordanting

1:3 3-4 4-5 4 4 4 4 4 3-4 3-4 3-4

1:1 3-4 4-5 4 4 4 4 4 3-4 3-4 4

3:1 3-4 4 4-5 3-4 3-4 3-4 4 3 4 4

Post Mordanting 1:3 3-4 4-5 4 4 4 4 4 4 4 4

1:1 3-4 4-5 4 3-4 3-4 3-4 4 4 4 4

3:1 3-4 4 4 3-4 3-4 3-4 4 4 4 4

Mb-SC = Myrobolan-Stannous chloride, CC = Colour change, CS = Colour staining
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combinations. The washing fastness grades ranged be- tween 
excellent to good (4-5 to 3-4) for all the treated samples and 
there was no colour staining. The colour change to dry and 
wet rubbing for all the treated samples was excellent (5). 
The colour staining ranged from negligible to slight staining 
(4-5) in both dry and wet rubbing. 

CONCLUSION

It was found from the study that flower of Opuntia ficus-indica 
dye can be successfully used for dyeing cotton to obtain a wide 
range of soft, pastel and light colours by using a combination 
of mordants. With regards to colour fastness, test samples ex-
hibited excellent fastness to washing (except for pre- mordan-
ting using myrobolan-potassium dichromate combination); 
excellent fastness to rubbing (except for pre-mordanting using 
myrobolan-potassium dichromate combination); and good to 
excellent fastness to perspiration in both acidic and alkaline 
media and fairly good fastness to light.
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ABSTRACT

The use of wastewater for diverse applications is gaining popularity for protecting scarce freshwater 
resources. The global supply of freshwater is limited and is threatened by the masses. Communities 
are competing over the allocation of limited freshwater resources to meet the increasing demand for 
water for agriculture, industry and cities. Wastewater treatment units are being used to treat wastewater 
for irrigation, firefighting, and other domestic purposes. The environment and human health can be 
adversely affected if wastewater is not accurately treated. Treated wastewater if free from toxicity can 
help in preserving the natural environment. In the present work, the synchrotron-based Total Reflection 
X-ray Fluorescence (TXRF) has been used to assess the trace elements present in the treated 
wastewater collected from a sewerage treatment plant in the study area. The results are compared 
with the World Health Organization (WHO) recommended values and concluded that the concentration 
of all detected elements (Cr, Mn, Ni, Cu, Zn and Pb) are within permissible limits (except iron). 
Investigations are further incorporated in calculations of the water quality index (WQI) that is used for 
the treated water standards. The present WQI 82.70 lies in the good quality range 80-94 by Canadian 
Council of Ministers of the Environment (CCME 2001) standards and does not pose any hazard to the 
environment, therefore, recommended for irrigation, toilet flushing, firefighting etc.   

INTRODUCTION

Approach to freshwater is crucial for anthropological devel-
opment, the environment and the economy. More than two 
billion people have a paucity to clean drinking water and 
hygiene (World Health Organization 2017) that blocks con-
tinual growth attempts worldwide. The increasing burden on 
existing water resources has resulted in higher water paucity 
and an expanding need for adequate quality water. An inte-
grated One Water concept can facilitate meeting this demand 
by limiting discharges from wastewater treatment (Mitchell 
2006). Three general types of water reuse include agricultural, 
environmental, and industrial applications. The main objective 
of wastewater treatment is to abolish as much of the pollutants 
as possible before the remaining water, called effluent, can be 
discharged back to the environment. Water reuse produces 
substantial environmental benefits. It helps in mitigating 
the adverse effects of sewage or industrial effluent on the 
environment. The end use of wastewater decides the required 
water quality and management measures to ensure safety. 
World health organization and other countries have provided 
guidelines and standards for the secure use of wastewater in 
irrigation and other environments (WHO 2006).

Water sample analysis in terms of trace elements and their 
concentration is a topic of great concern in many fields. It 
can be done by a number of procedures. Researchers have 

used various methods like atomic absorption spectroscopy 
(AAS), inductively coupled plasma atomic emission spec-
troscopy (ICP-AES) and X-ray fluorescence (XRF) technique 
to analyse the elemental quantification of water samples. 
Bamford et al (2004) applied XRF technique for trace ele-
mental analysis of environmental samples e. g. soil, water and 
plants and recommended XRF for determination of elements 
in the range Na to U. Melquiades et al. (2004) used XRF 
technique for simultaneous heavy metal contamination in 
water. X-ray fluorescence is considered as a non-destructive 
simultaneous analysis of the sample, but the use is preferred 
for solid samples only (Margui 2014). TXRF (total reflection 
X-ray fluorescence) is another version of X-ray fluorescence 
technique, where the intricacy of the Compton spectral 
background is eradicated to a large extent. This is due to 
the high reflectivity of the flat surface and low penetration 
depth of the primary X-ray beam in the substrate material, on 
which the incident X-rays can impinge at glancing incidence 
angles. The above characteristics enhance the detection sen-
sitivities of TXRF technique by two or three times or higher 
compared to normal X-ray fluorescence: typically, in the 
range of parts per billion (ppb) (Tiwari 2018). Synchrotron 
radiation has multiple edges over conventional X-ray sources 
like monochromacy, high incident flux, high convergence, 
and linear polarization, which results in increased signal 
strength and reduced scattered background. Moreover, tun-
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ability of the incident photons energy to the characteristic 
absorption edge of an element identified in the sample leads 
to higher fluorescence intensities and hence making this 
technique appropriate for swift elemental analysis. TXRF is 
thus suitable for quickly studying all considered elements. 
TXRF spectroscopy has attracted interest in recent years. 
Examining the extraordinary competencies of synchrotron 
radiation, TXRF can be efficiently applied to detect trace 
concentrations of contaminants. 

Water quality has been studied extensively in acceptable 
and standard ways by applying the water quality index (Tyagi 
et al. 2013). The possibilities of using treated wastewater 
for diverse applications need to be strengthened with ele-
ments of affordability, sustainability and above all public 
acceptance. In the present work, synchrotron-based TXRF 
has been used to measure the trace elemental concentration 
of treated wastewater collected from a sewerage treatment 
plant in the study area. 

MATERIALS AND METHODS

To achieve a thin and homogenous sample layer 100 µL of 
polyvinyl alcohol was added to 10 mL of the treated water 
sample. 10 µL of gallium was added as an internal standard 
in the water sample. After complete homogenization, 10 µL 
of the liquid sample was placed on a siliconized quartz glass 
substrate and the sample was vacuum dried for about 10 
minutes. The sample reflector carrying the water sample was 
placed in the experimental set-up as shown in Fig. 1 (a) and 
1(b) along with other instrumentations involved in TXRF.

The measurements were performed on a synchrotron 
beam line 16 (BL-16) specially commissioned for X-ray 
fluorescence studies at Raja Ramanna Centre for Advanced 
Technology, Indore-India. The experimental arrangement of 
beam line (BL-16) consists of a double crystal monochromator 

with Si(111) symmetric and asymmetric crystals. The set-up 
also has focusing optics and a combination of slits to reduce 
the scattered X-ray background and improve the collimation 
of the X-ray beam. For accurate detection of trace elements 
present in the sample, the set-up is equipped with a silicon 
drift detector having an energy resolution of 129 eV at 5. 9 
keV. The fluorescent spectra were recorded for 500 seconds. 
Fig. 1(a) depicts a schematic design of the TXRF set up at 
BL-16, whereas Fig. 1(b) shows an actual photograph of the 
TXRF set up at BL-16.

RESULTS AND DISCUSSION

Fig. 2 shows typical TXRF spectra obtained for sewerage 
treated water mixed with 10 ppm of Ga standard at 18 keV 
synchronous X-ray energy, whereas the inset shows fitted 
TXRF spectra of the same sample on a logarithmic scale. 
Solid black and red lines, respectively, are the experimental 
and fitted data, whereas the green line represents a good 
estimation of the spectral background. 

Most of the trace elements Cr, Mn, Fe, Ni, Cu, Zn and 
Pb were identified in the treated water sample with the best 
detection sensitivity. The measured concentration of trace 
elements (ppb) in the treated water sample is listed in Table 
1 and Fig. 3 along with the permissible WHO limits (2008). 
The comparison shows that the measured concentration of 
trace metals is within permissible standards for almost all the 
elements except iron that is more than 20 times of its permis-
sible limit. The probabilistic reasons for the high content of 
iron may be geological deposits (regional soils, rocks), acidic 
nature of wastewater and chemical reactions enhancing iron 
concentration in the STP (EPA 2001). Many studies have 
also found that the presence of iron in huge amounts in the 
water can act as an adsorbent for the pollutants after making 
complexes in presence of some favourable chemical agents 

Water quality has been studied extensively in acceptable and standard ways by applying the water 
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Fig. 1: (a) Schematic diagram of the experimental TXRF set-up developed at RRCAT (b) Actual 

photograph of the TXRF spectrometer. 
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(Najafpoor et al. 2020). For example, nanoparticles of iron 
oxide are sufficient to remove (Hu et al. 2005) chromium, 
selenium, copper, lead, and nickel, from the simulated as 
well as natural waters (Zhang et al. 2016). It is also possible 
that the abundant iron present in water may get mixed with 
sludge and form complexes, which can act as an adsorbent 
for the removal of heavy metals from the water. Furthermore, 
both manganese, and nickel in treated water are observed 
as 85 ppb and 15 ppb, which are within quite safe levels as 
suggested by WHO (2006). Manganese is one of the most 
abundant metals in Earth’s crust, usually occurring with 
Iron. Manganese, Iron and Nickel occur naturally in many 
food sources, leafy vegetables, nuts, grains, and animal 
products etc. Therefore, anthropological activities can also 
be responsible for the marginal concentration of Manganese 
and Nickel as compared to other trace elements in the treated 
water samples collected from domestic sewerage plant. 

Water Quality Index (WQI)

The water quality index (WQI) is an essential mean to 
ascertain the water quality in urban, rural and industrial 
areas. WQI is documented by Canadian Council of Ministers 

of the Environment (CCME 2001). The index enables us 
to understand how far the physical parameters related to 
water quality surpass their respective limits. Therefore, 
WQI demonstrates water quality standards for all settings 
as determined by the World Health Organisation. WQI 
calculations are related to various physical, chemical, 
and bacteriological parameters, but in developing and 
underdeveloped nations, the primary concern is to 
provide affordable solutions due to limited funds (Ongley 
1998, Ongley & Booty 1999). Therefore, in these type 
of circumstances, only major parameters can be used to 
calculate WQI (Kannel et al. 2007). The general WQI 
equation involves three factors as below (eq. i):
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equations (ii), (iii) and (iv) are 7.69, 12.5 and 26.12 respec-
tively are substituted in equation (i) to produce WQI value 
(between 0 and 100) that characterizes water quality. WQI 
ranges and descriptions are:
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Fig. 2 shows typical TXRF spectra obtained for sewerage treated water mixed with 10 ppm of Ga 

standard at 18 keV synchronous X-ray energy, whereas the inset shows fitted TXRF spectra of the 

same sample on a logarithmic scale. Solid black and red lines, respectively, are the experimental and 

fitted data, whereas the green line represents a good estimation of the spectral background.  

 

 

 

 

 

 

 

 

 

 

Fig. 2: Typical TXRF spectra obtained for sewerage treated water mixed with 10 ppm Ga standard at 
18 keV. The inset shows fitted TXRF spectra of the same sample on a logarithmic scale.
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Table 1: The concentration of trace elements (ppb) in sewerage treated 
water along with WHO standards.

Sr 
No.

Trace metal 
(parameters)

TXRF results 
(7% uncertainty)

Permissible limits 
(WHO year)

1 Cl 130276(±9119.32) 250000

2 Ca 815(±57.05) 75000

3 Cr 32(±2.24) 50

4 Mn 85(±5.95) 100

5 Fe 8136(±569.52) 300

6 Ni 15(±1.05) 20

7 Cu 16(±1.12) 100

8 Zn 262(±18.34) 3000

9 Pb 12(±0.84) 10
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Fig. 3: Graphical representation of trace elemental concentration (ppb) in 
sewerage treated water mixed with 10 ppm Ga standard.
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Marginal (45-64) Poor (0-44)

In the present analysis, physical parameters like pH value, 
turbidity, total hardness, and TDS of the same water (Table 2) 
have also been taken into consideration for WQI calculations.

The water quality index (WQI) for the treated water is 
calculated by drawing analysis from Table 1 and Table 2 
and the approximated value of the same is 82.70, which is 
considered as good quality as per CCME (2001). 

CONCLUSION

The results of wastewater analysis show how synchro-
tron-based TXRF measurements can successfully be 
applied for multi-elemental analysis of liquid samples to 
simultaneously quantify almost all elements after a precise 
and systematic sample preparation technique. The detection 
sensitivities of the TXRF technique is far better compared to 
conventional XRF and other analytical methods. Synchrotron 
TXRF (SR-TXRF) is advantageous in terms of experimental 
time, minimum background, high monochromatic radiation 
flux along with sample preparation and calibration. It is 
concluded that the measured elemental concentration for 
almost all trace metals in the treated water is within per-
missible WHO guidelines (except iron). Furthermore, it is 
quite evident from the calculated value of the water quality 
index (WQI) that the treated water has no significant threats 
and can be recommended as an alternative to freshwater for 
irrigation, toilet flushing, firefighting etc in the study area.
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Table 2: Physical parameters like pH value, turbidity, total hardness and TDS of the water samples of study area along with reference ranges [*].

Sr. 
No. 

Parameter Jan, 
2019

Feb, 
2019

March, 
2019

April, 
2019

May, 
2019

June, 
2019

July, 
2019

August, 
2019

Reference range [*]

1 pH value 7.65 7.5 7.6 7.45 7.5 7.46 7.65 7.5 6.5-8.5

2 Turbidity (NTU) 4.5 4.5 4.5 5 4.5 4.5 5 5 1-5

3 Total hardness (mg/L) 180 190 180 184 185 180 184 185 200

4 TDS (mg/L) 85 80 80 85 85 80 90 85 500

*(Bureau of Indian Standards 2012)
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ABSTRACT

Iron-based waterworks sludge was activated using 0.5-3 mol/L H2SO4 acid to obtain the acid-activated 
iron-based waterworks sludge (AAIBWS). The sludge treated with 1 mol/L H2SO4 acid was best 
for phosphorus adsorption and used to carry out batch phosphorus adsorption experiments. The 
influencing factors including solution pH, contact time and reaction temperature were investigated. 
The results indicated that the acid environment was favourable for P adsorption. The phosphorus 
adsorption increased with the rising reaction time and temperature. The pseudo-second-order equation 
was best to describe the adsorption process among the three kinetic models. The Langmuir isotherm 
provided a better fit of the data than the Freundlich model. Thermodynamic parameters showed that the 
phosphorus adsorption on AAIBWS-1 had a spontaneous and endothermic nature.   

INTRODUCTION

Phosphorus (P) discharged from industrial, agricultural 
sections and household is a limiting nutrient that causes 
eutrophication. It was reported that more than 60% of the 
lakes have been eutrophicated in China (Pan et al. 2004). 
The most stringent discharge standard for ‘P’ has been set 
as 0.5 mg/L for the effluent discharged from the municipal 
sewage treatment plants to reduce the eutrophication in the 
water bodies accepting the effluent. 

Chemical, physical and biological technologies have been 
developed to remove phosphorus from wastewater (Chang 
et al. 2017, Liu et al. 2018, Braun et al. 2019). Among the 
technologies, adsorption has attracted special concern due to 
its advantages such as low cost, high efficiency and simple 
operation.

Globally, the coagulation/flocculation process is used to 
produce drinking water in surface water treatment works. 
Aluminium and iron salts are two chemical coagulants used 
widely to remove turbidity from raw water (Faisal et al. 

2020). During the coagu-flocculation process, the hydrolysed 
coagulants react with the suspended solids and colloids to 
form the flocs which settle down in the sedimentation tank, 
resulting in the generation of a large quantity of waterworks 
sludge globally (Fang et al. 2019, Faisal et al. 2020, Shrestha 
et al. 2020, Wang et al. 2018). The sludge contains coagulant 
residual, silica, clay minerals, and dissolved organic matters 
(Kang et al. 2019). Currently, the sludge is mainly dewatered 
and disposed of in landfills subsequently (Zhao et al. 2011), 
whereas, more and more landfills refuse to accept the de-
watered waterworks sludge due to the scarce land resources 
and stringent environmental requirements in China. Hence, 
recycling and reuse of waterworks sludge is a promising way 
to deal with the massive sludge.

Acid activation could significantly enhance the porosity, 
surface area and roughness of the particles (Zhu et al. 2018, 
Lian et al. 2020), and increase the adsorption capacity sub-
sequently. As a result, iron-based waterworks sludge was 
acid-activated and used as an adsorbent to remove ‘P’ from 
its aqueous solution in this study.
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MATERIALS AND METHODS

Iron-based waterworks sludge: The iron-based waterworks 
sludge was collected from a drinking water treatment plant 
in Liaoning province, China. The collected sludge was dried 
in the open air and at 105°C in a drier for 2 h in sequence. 
The sludge was cooled and sieved through an 80 mesh sieve. 
40 g sifted sludge powder was mixed with 400 mL of 0.5- 
3 mol/L H2SO4 acid, and the mixture was reacted at 90°C for 
2 h. The mixture was then processed using alternate treatment 
of centrifugation at 4000 rpm for 5 min and washed with 
deionized water several times until the supernatant became 
neutral. The activated sludge was re-dried at 105°C for  
2 h. Finally, the dried acid-activated iron-based waterworks 
sludge (AAIBWS) was collected for the experiment.

Characterization of AAIBWSs: A scanning electron  
microscope (JSM- 6460LV, Japan Electronic Co., Ltd.) was 
used to record the surface morphologies of AAIBWSs. The 
surface area was measured using the Brunauer-Emmett-Tell-
er (BET) method of N2 adsorption and desorption (Auto-
sorb-I, Quantachrome, USA). The chemical compositions 
of AAIBWSs were analysed using an X-ray fluorescence 
spectrometer (XRF, Model ARL PERFORM’X, Thermo 
Fisher Scientific Inc.). 

‘P’ adsorption studies: Batch experiment of ‘P’ adsorption 
was conducted in the following way: 10 mL P-containing 
solution and 0.08 g sludge were added into a glass bottle 
and reacted in a shaker at different temperatures for various 
times given explicitly in the following experiments. At the 
end of the reaction, the mixture was taken out and filtered 
through a 0.45 μm filter membrane and the residual ‘P’ in the 
supernatant was determined using the ascorbic acid method. 
The ‘P’ uptake was calculated using the following equation

 𝑞𝑞 = (𝐶𝐶0 − 𝐶𝐶𝑒𝑒)𝑉𝑉
𝑚𝑚  

 

log𝑞𝑞𝑒𝑒 = log𝑘𝑘𝑓𝑓 +
1
𝑛𝑛 log 𝑐𝑐e 

 

𝐾𝐾 = 𝑞𝑞𝑒𝑒
𝑐𝑐𝑒𝑒

 

   …(1)

Where q(mg/g) is the ‘P’ uptake by per unit mass of the 
sludge. C0 and Ce (mg/L) are the initial and final ‘P’ concen-
trations, respectively and ‘m’ (g) is the mass of AAIBWS 
used in the experiment. Each adsorption test was repeated 
three times, and the mean value of the three results was used 
in this article. The experimental errors were calculated and 
expressed with error bars.

RESULTS AND DISCUSSION

Characterization of the AAIBWS: Fig. 1 shows the SEM 
images of AAIBWSs treated with H2SO4 solutions of differ-
ent concentrations. It can be seen clearly that the raw sludge 
had the largest particle size of about 30 nm which decreased 
to about 20 nm as the H2SO4 solution concentration rose to 

3 mol/L since more iron compounds dissolved in H2SO4 
solution of higher concentration which was also the main 
reason that caused the decrease of the content of iron com-
pounds of acid-activated AAIBWSs (Table 1). The specific 
surface area of raw sludge was 81.41 m2/g that increased to 
140.32 m2/g after acid treatment by 1 mol/L H2SO4 acid, and 
then decreased to 51.93 m2/g as the H2SO4 concentration 
increased to 3 mol/L.

Effect of H2SO4 concentrations on AAIBWS adsorption 
capacity: Fig. 2 shows the effect of H2SO4 concentrations 
on the adsorption capacity of AAIBWSs. ‘P’ adsorption 
on raw sludge was 2.36 mg/g that increased to 3.79 mg/g 
as the H2SO4 concentration increased to 1 mol/L, and then 
decreased to 0.63 mg/g dramatically with the rising H2SO4 
concentration to 3 mol/L. The ‘P’ adsorption of AAIBWSs 
has same trend as their specific areas, indicating that the 
specific area is very crucial for ‘P’ adsorption on AAIBWS. 
AAIBWS treated with 1 mol/L H2SO4 (AAIBWS-1) solution 
was used to carry out the following experiments.

Effect of solution pH on ‘P’ adsorption: Fig. 3 shows the 
effect of solution pH on the ‘P’ adsorption on AAIBWS-1. In 
the pH range of 3-6, the ‘P’ adsorption was very stable and 
changed only from 7.15 mg/L to 7.26 mg/L, and decreased 
to 6.32 mg/L at pH 7, and further decreased to 6.02 mg/L at 
pH 10. The results indicated that the acid environment was 
favourable for ‘P’ adsorption.

Kinetic study: Fig. 4 shows the effect of reaction time on 
AAIBWS-1 at two initial ‘P’ concentrations. Each curve con-
tains both a fast and a slow adsorption stage. Both of the two 
fast stages lasted from the beginning of the experiment to the 
15th min when AAIBWS-1 had more free active sites to make 
fast adsorption, whereas, the reaction slowed down due to less 
active sites and the competition between ‘P’ in the solution 
and ‘P’on the AAIBWS-1 surface in the following slow stage.

Three kinetic models including pseudo-first-order, pseu-
do-second-order, and Elovich equations are adopted to fit the 
data as shown in Fig. 4. The models are shown as follows:
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Tab1e 1: The main compositions and specific areas of AAIBWSs.

H2SO4
concentration
(mol/L)

Oxide content（wt%） Specific 
surface 
area（m2/g)

Fe2O3 SiO2 Al2O3 MoO3

0 83.54 8.66 3.24 1.02 81.41

0.5 82.77 9.63 3.13 1.28 130.59

A-1 80.37 11.54 3.45 1.39 140.32

2 69.84 19.35 5.29 1.7 78.12

3 25.66 55.12 12.07 0.299 51.93
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Fig.1: SEM images of AAIBWS treated with H2SO4 solution of different concentrations (a-0；b-0.5；c-1；d-2；e-3). 
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（C0 = 50mg/l, Time=220min,Temperarture = 30°C）
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Where qt and qe (mg/g) are the ‘P’ adsorption at time t and at equilibrium respectively, k1 (min-1) is the 
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 …(4)

Where qt and qe (mg/g) are the ‘P’ adsorption at time t and 
at equilibrium respectively. Both k1 (min-1) and k2 [g/(mg 
min)] are the equilibrium rate constants for pseudo-first-or-
der and pseudo-second-order kinetic models, respectively. 
a [(mg/(g min)] is the initial adsorption rate and the cont-
stant associated with the fraction of surface coverage, and  
b (g/mg) is the activation energy for chemisorption,  
respectively. 

As given in Table 2, the correlation coefficients of the 
pseudo-second-order equation are highest among the three 
equations, indicating the pseudo-second-order equation was 
best to describe the adsorption process. 

Adsorption isotherms: Adsorption isotherm models are 
very important to understand the adsorption mechanisms. 
Hence, Langmuir and Freundlich models were used to fit 
the data shown in Fig. 5. The linearized forms of the two 
models are shown as the following equations, respectively:
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Where K is the distribution coefficient (L/kg); ΔS° is the standard entropy change (kJ/mol·k); ΔH° is the 

standard enthalpy change (kJ/mol); R is the ideal gas constant (8.314J mol/k); T is the reaction 

temperature (K); ΔG° is the standard Gibbs free energy change (kJ/mol). 

Table 4: The thermodynamic parameters of ‘P’ adsorption on AAIBWS-1. 

qe ΔH0 ΔS0  ΔG0(kJ/mol) 

(mg/kg) (kJ/mol) (kJ/mol·k)  283K 293K     303K 

2000 54.77 0.24  -14.38 -16.82 -19.27  

4000 55.45 0.24  -13.22 -15.64 -18.07  

6000 58.37 0.24  -10.83 -13.27 -15.72  

 

As given in Table 4, the negative values of ΔG° at the three temperatures indicated the spontaneous 

nature of ‘P’ adsorption process, and the decreasing ∆Gº values with the rising temperature suggested 

that higher temperature was favourable for the ‘P’ adsorption process. The positive ∆Hº revealed the 

endothermic nature of the ‘P’ adsorption process, leading to better ‘P’ adsorption at the higher 

temperature. 
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and qm (mg/g) is the maximum adsorption capacity. kf is the 
Freundlich constant related to adsorption capacity, and ‘n’ 
is adsorption intensity.

As given in Table 3, the correlation coefficients of the 
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and the nature of monolayer adsorption (Khan et al. 2020).
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Fig. 4: Effect of reaction time on ‘P’ Adsorption on AAIBWS-1  
(Temperarture = 30°C, pH = 7).

Table 2: The parameters of the three kinetic equations for ‘P’ adsorption on AAIBWS-1.

C0 
(mg/L)

Pseudo-first-order equation Pseudo-second-order equation Elovich equation

qe k1 R2 qe k2 R2 a k3 R2

50 2.28 0.0058 0.9571 4.78 0.0070 0.9947 1.35 0.4945 0.9165

100 4.28 0.0066 0.9332 7.09 0.0037 0.9909 1.32 0.8204 0.9101
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Table 3: The parameters of Langmuir and Freundlich isotherm for P  
adsorption on AAIBWS-1.

Reaction
Temperature

Langmuir Freundlich

qm b R2 kf n R2

10°C 7.14 0.09 0.9958 2.46 4.87 0.9985

20°C 7.19 0.17 0.9964 3.22 6.17 0.8815

30°C 7.30 0.42 0.9990 3.70 6.76 0.8735

Table 4: The thermodynamic parameters of ‘P’ adsorption on AAIBWS-1.

qe ∆H0 ∆S0 ∆G0(kJ/mol)

(mg/kg) (kJ/mol) (kJ/mol·k) 283K 293K     03K

2000 54.77 0.24 -14.38 -16.82 -19.27 

4000 55.45 0.24 -13.22 -15.64 -18.07 

6000 58.37 0.24 -10.83 -13.27 -15.72 

(8.314 J mol/k); T is the reaction temperature (K); ∆G° is 
the standard Gibbs free energy change (kJ/mol).

As given in Table 4, the negative values of ∆G° at the 
three temperatures indicated the spontaneous nature of ‘P’ 
adsorption process, and the decreasing ∆Gº values with the 
rising temperature suggested that higher temperature was 
favourable for the ‘P’ adsorption process. The positive ∆Hº 
revealed the endothermic nature of the ‘P’ adsorption process, 
leading to better ‘P’ adsorption at the higher temperature.

CONCLUSION

Iron-based waterworks sludge was treated with 0.5-3mol/L 
H2SO4 acid solution to improve its ‘P’ adsorption capacity, 
and 1mol/L H2SO4 acid solution was proved to be best for 
the activation. Batch adsorption experiments were conducted 
to investigate the ‘P’ adsorption of AAIBWS-1. The results 
indicated that AAIBWS-1 had a larger ‘P’ adsorption capac-
ity in the acid environment than in the alkaline environment. 
The pseudo-second-order equation was better than the pseu-
do-first-order equation and Elovich equation to describe the 
‘P’ adsorption on AAIBWS-1. Langmuir isotherm was better 
than Freundlich isotherm to fit the experimental data, and the 
thermodynamic parameters indicated that ‘P’ adsorption on 
AAIBWS-1was spontaneous and endothermic.
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ABSTRACT

The main geological landform in southwest China is karst, and hydrological resources in the region 
are rich. The water resources in this region cannot be efficiently and rationally used due to the 
complex topography and difficulty in developing water resources, which has led to problems such as 
desertification and soil erosion. The most typical area of karst landforms is in Guizhou Province. A water 
management method for an interconnected river system network is proposed, taking Guiyang as an 
example. This study provides a foundation for China’s South-to-North Water Diversion Project and can 
improve socioeconomic conditions in China.   

INTRODUCTION

Currently, human activities are becoming increasingly intense. 
With the rapid development of science and the economy, 
our living standards have significantly improved. However, 
we have encountered problems related to sustainable devel-
opment. The territory of China covers 9.6 million square 
kilometres, which has many advantages and encompasses 
large quantities of land and natural resources. However, these 
resources are not evenly distributed in space. For example, the 
water resources in southeast China account for 46% of the 
national water resources and 84% of the water resources in 
the entire western part of the country. Hydropower resources 
could account for 75.6% of the resources in western regions 
(Zhang et al. 2004), but the utilization rate is 6%. The problems 
in the southwest region are related to the ruggedness, vulner-
ability of the ecological system, low environmental capacity 
and inability to withstand natural disasters, which have led to 
difficulty in the development of water resources in karst areas.

An interconnected river system network (IRSN) is an 
important part of the land -water system, and it has been 
considered in national water resource management. From 
the perspective of biodiversity, the connected rivers have 
more species than the disconnected rivers (Jiang et al. 2020), 
Moreover, it is important for the river with good connectivity 

in hydrodynamics (Phillips et al. 2011). In hydraulic, storage 
thresholds at a range of scales have now been recognized 
as important, connectivity has become an important 
concept crucial to understanding how water is transferred 
through a catchment (Spence 2010), IRSNs provide a 
solution for repairing and adjusting existing water system 
patterns by connecting the hydraulic relationships among 
adjacent reservoirs and mitigating the uneven geographical 
distribution of water (Li et al. 2011a). This can also provide 
a solution for rivers about increasing the utilization rate 
and securing sustainable ability (Xu et al. 2011). Wu et al. 
(2007) proposed IRSNs could be used as the indexes of river 
health. Therefore, IRSNs are of great significance to the 
redistribution of water resources in karst areas.

GLOBAL RESEARCH STATUS OF IRSNS

Most of the IRSN projects connect the disconnected water 
with some new hydraulic works. There are various IRSN 
projects in some western countries, such as Nile irrigation 
project in ancient Egypt, Central Valley Project in the United 
States and Garrison Water Diversion Project in the United 
States (Cui et al. 2011). Many scholars have researched on 
connected river network; Vannote et al. (1979) put forward 
the river continuum concept, and the implications of the con-
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cept in the areas of structure, function, and stability of riverine 
ecosystems are discussed. Amoros et al. (1988) proposed the 
interactions between water bodies within the floodplains of 
large rivers. Ward et al. (1989) proposed the four-dimensional 
framework in natural lotic ecosystems. Pringle (2001, 2003) 
had further research, which is the understanding of how the 
river networks are affected by hydrologic alterations that 
originate outside of their boundaries. He originally proposed 
that the calculation of river is at a regional scale or a global 
scale. In China, the research on IRSNs is relatively recent, 
and IRSN projects in many areas are in the initial stage. IRSN 
projects can not only improve the uneven distribution of water 
resources but also improve the ecological environment and 
promote socioeconomic benefits. Therefore, many scholars 
have performed studies on this topic. At the beginning of the 
21st century, some scholars began to pay attention to assess-
ing river health. Dong (2005) conducted physical-chemical 
and biological habitat quality assessments. According to 
the relevant evaluation criteria for river health, Zhang et al. 
(2010) analysed the influence of water system connectivity on 
the Yangtze River in 2010 with three criteria and concluded 
that water system connectivity has an obvious optimization 
effect on the ecological environment. Li et al. (2011b), who 
started from conceptual analysis and proposed a corresponding 
classification system, performed an in-depth study of a con-
nected water system of rivers and lakes. Later, some Chinese 
scholars discussed and studied IRSNs in specific cities. For 
example, Zheng (2017) proposed the IRSN for Shenyang, 
which involved one district, three corridors, five channels and 
20 wetlands. Wang (2017) is planning an IRSN in Taiyuan that 
includes one lake, nine rivers, dual water diversion sources, 
and four river and lake connectors.

CHINESE IRSN PROJECTS

As a new approach to solving urban water resource problems, 
IRSN projects in China have been implemented in most 
cities. Many cities have started to create IRSN projects to 
address existing water resource problems. The IRSN projects 
in some cities are summarized in Table 1.

The IRSN project mechanisms are not yet fully 
understood and must be assessed from practice, so further 
studies of IRSNs are necessary; moreover, such projects still 
have many problems to be solved. Still, IRSN projects have 
relatively great prospects for development.

WATER DISTRIBUTION AND THE PROBLEMS IN 
GUIYANG

Guiyang’s location is in the central part of Guizhou Province 
and east of the Yunnan-Guizhou Plateau; the terrain in this 
area is high in the southwest and low in the northeast, and 

there is a main mountainous and hilly landscape (Wang et 
al. 2015). The mountain area totals 4218 square kilometres, 
level areas encompass only 912 square kilometres, and 
canyon areas account for 1.2% of Guiyang. The average 
annual rainfall in the area is 1129.5 mm, and this rainfall 
feeds the Wujiang River in the Yangtze Basin and the 
Hongshui River in the Zhujiang Basin, of which the former 
is larger. The water flow in Guiyang is very complicated, 
and the water resources are mainly from rain. According 
to statistics, there are approximately 98 rivers in Guiyang, 
including 90 rivers in the Yangtze Basin and 8 rivers in the 
Zhujiang Basin. Additionally, Hongfeng Lake, Baihua Lake, 
Aha Lake and Huaxi Reservoir are the main surface waters. 
According to the Water Resources Bulletin in Guiyang, the 
water resource volume is less than that in other cities, and 
the frequency of dry years is high, so the water resource 
reserves require specific attention. Besides, the proportion 
of surface water resources accounts for one-third of the total, 
as given in Table 2.

Problems with Water Resources in Guiyang

Guiyang has a large number of water resources, but these 
resources are difficult to effectively utilize. Therefore, 
Guiyang has the same water problems as many large and 
medium-sized cities, and the specific water shortage prob-
lems are as follows:

Table 2: Water resources over the years in Guiyang.

Year Total Water 
Resources 
(1012m3) 

Groundwater 
Resources
(1012m3 )

Proportion
(%)

Level of 
Runoff

2013 33.58 11.97 35.6 Dry stage

2014 58.09 14.4 24.8 Abundant 
stage

2015 48.28 13.58 28.1 Normal stage

2016 32.55 9.96 30.6 Dry stage

2017 52.65 13.78 26.2 Abundant 
stage

Table 1: Some domestic IRSN projects. 

Project Site IRSN Project Name Project Status

Chongqing Bibei River to Binan River Plan to use in 2020

Changsha Dazhongyuan River Plan to use in 2020

Xining Xigan Channel, Guosi Chan-
nel, and Jiefang Channel

Finished 60% at the 
beginning of 2019

Huanggang Changhe River Started in 2019

Jiujiang Bali Lake, Saicheng Lake Started in 2019

Dazhou Xi Bridge to Mingyue 
Bridge

Started in 2017

Mudanjiang Main river in the city Started in 2016
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 1. General water shortage - the annual rainfall is limited 
from November to March in the subsequent year, and 
there are no major floods even during the flood season 
in summer.

 2. Engineering water shortage - the site is located near the 
sources of many rivers near, but also the centre of the 
karst belt. The karst landform is permeable and has a 
large altitude gradient. As a result, it is difficult to build 
hydraulic structures in the area, and most precipitation 
runs off.

 3. Ecological water shortage - as in many cities, agriculture 
and industry are developing rapidly in Guiyang. 
However, the drainage of industrial water is not properly 
regulated, which has led to pollution and the destruction 
of water sources in the city. 

 4. Geological water shortage - there is the typical karst 
landform in Guiyang, so the ecological environment 
is vulnerable. In addition, mountains divide the water 
system, which makes the hydrological connectivity 
poor. Moreover, the strong permeability enriches 
groundwater resources, reduces the amount of surface 
water and decrease the total volume of usable water 
resources.

Main Solutions

Resource water shortage: Due to the lack of precipitation 
and accessible water, water consumption should be con-
trolled to ensure that sufficient water is available. Urban 
water resources mainly come from rainfall and rivers. 
However, the precipitation varies based on the geographical 
location and climatic environment, and water mainly comes 
from rainfall; thus, urban rainfall is very difficult to collect 
and use, and water must be reasonably conserved.

 1. Urban water: Residents’ awareness regarding water 
saving must be enhanced. Earth’s resources are not 
inexhaustible, and we must rationally use resources to 
obtain long-term benefit. The public must be informed 
about the importance of water savings and the effects 
of water issues on everyday life.

 2. Industrial water: We must emphasize using water 
reasonably and standardizing wastewater treatment. 
Industrial water is more treatable than urban water, so 
the potential effect of saving industrial water is greater. 
Moreover, industrial wastewater can be recycled. We 
should reuse water as much as possible to alleviate the 
problem of insufficient resources.

Engineering water shortage: Because the construction of 
large-scale hydraulic engineering projects generally requires 
considerable land resources, there are no large hydro-

junctions in the city. The large and medium-sized reservoirs 
in Guiyang are listed as follows (large and medium-sized 
reservoirs have a capacity of 10 million cubic meters to 1 
billion cubic meters): Aha Lake, Hongfeng Lake, Huaxi 
Reservoir, Baihua Lake. The details are as in Table 3.

Thus, the large and medium-sized reservoirs are mainly 
concentrated in the west and south of the city, and there 
are relatively few water-retaining structures in the eastern 
area, so the water transport is from the west to the middle 
and eastern parts of the city. According to the water system 
conditions, an appropriate water-retaining structure should be 
built in the eastern part of the city to supply water in multiple 
directions, thus creating a balanced conveyance network.

Ecological water shortage: For this problem, the level of 
industrial wastewater generation should be standardized. 
Heavy polluters, such as Guigang industry, moved out of 
the city in 2013, but the manufacturing processes resulted 
in inevitable pollution. In addition, the discharge of polluted 
wastewater was common. In 2017, Zhongtieyueshan Lake 
was polluted by construction wastewater from Wanda and 
resulted in fish death on a large scale. Because of vigorous 
urban development, many industries have ignored the 
problem of sewage discharge. Therefore, promoting the 
management of wastewater and the relevant laws and 
regulations could curb water source pollution by sewage in 
a timely manner.

Geological water shortage: Guiyang is a typical region with 
many karst phenomena. In karst areas, the soil permeability 
is high, and the groundwater volume is large; this volume 
mainly comes from surface water seepage and atmospheric 
precipitation. From a geomorphological perspective, the 
karst geomorphology accounts for 83% of the whole city.

 1. We can increase groundwater use to reduce the con-
sumption of surface water.

 2. For facilities that need to collect water, such as artifi-
cial lakes in urban areas, to supply water for residents 
and other domestic water uses, artificial impervious 
membranes can be adopted; such measures can greatly 
improve the utilization rate of surface water resources 
and reduce underground seepage in karst areas.

Table 3: Three lakes and one river in Guiyang.

Reservoir name Capacity 
(104m3)

Basin 
area 
(km2)

Location 
(Relative to the  
Downtown Area)

Aha Lake 8658 190 Southwestern

Huaxi Reservoir 3140 325 South

Hongfeng Lake 60000 1551 Western

Baihua Lake 19100 1831 Northwestern
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PROPOSAL OF AN IRSN PROJECT IN GUIYANG

Karst is a special landform that is mainly composed of 
carbonate rocks; the soil is slightly alkaline, and carbonate 
minerals are highly soluble, so they are not easily weathered. 
As a result, the soil layer in karst areas is thin and is charac-
terised by poor water storage. With barren land and severe 
calcification, only some plants, such as alkaline plants, can 
survive in karst areas (Yang 1990). A causality diagram of 
karst ecosystem sensitivity is provided in Fig. 1. Establishing 
a reasonable and effective IRSN project can improve the soil 
ecological environment. The aim of governing the current 
channels and building a new channel is to strengthen the 
water area connectivity and improve water quality.

Developing the IRSN Project

The thin soil layer: Areas with good soil quality can provide 
sufficient nutrients for vegetation growth and reduce soil 
and water loss during torrential rainfall events. According 
to the soil properties in karst areas, the thickness of the 
weathered soil layer is inversely proportional to the erosion 
rate of the weathered rock. For the farmland in Guiyang, 
high nutrient levels are needed to support the growth of 
the crops, so fertilizer in the soil, such as green manure, is 
needed to increase the mineral content. Besides, ecological 
slope protection measures should be implemented to reduce 
landslides, which can also promote the restoration of the 
ecological system, create good river ecosystems, and improve 
the ecological environment in the city.

Weak resistance to disaster: There are abundant 
groundwater resources in Guiyang, and the water storage 
capability of the soil is poor; thus, it is necessary to enhance 
the connection between surface water and groundwater. 
Surface pollutants will seep into the groundwater due to 
the high permeability of the karst, leading to groundwater 

pollution, low oxygen concentrations, scarce microorganisms 
and a poor self-purification capacity. Therefore, we can 
appropriately increase the number of sewage treatment 
plants and improve urban wastewater discharge management. 
For example, the regulation project of the Nanming River 
in Guiyang is a typical water decontamination project. In 
addition, it is important to improve water quality by testing 
the upstream water quality in Hongfeng Lake and Baihua 
Lake; only when we do this can we mitigate the pollution at 
the source to improve the water quality in the city and create 
a healthy and liveable ecological environment.

  Based on the ArcGIS, Fig. 2 shows the general 
distribution of the water system and the variations in the 
terrain elevation in Guiyang (this paper mainly discusses 
the area circled in red). The main waters are Hongfeng 
Lake, Baihua Lake, Aha Lake and Huaxi Reservoir. The 
four lakes supply seven residential areas (Yunyan district, 
Nanming district, Wudang district, Guanshanhu district, 
Baiyun district, Huaxi district and Qingzhen). The reason 
for the high water conveyance pressure is the long distance 
between the centralized and regional water conveyance 
channels. With reference to channel in California, United 
States, we can build a channel that transports water from the 
northwestern to southeastern parts of the city and provides 
water to water-deficient areas such as Wudang district and 
densely populated areas of Nanming and Yunyan districts. 
Otherwise, the natural landform leads to abundant resources 
in the west but limited in the east, we could develop an 
underground water storage location in the west to mitigate 
water shortage issues in the dry season.

CONCLUSION

In China, Guiyang is a typical city with regional karst land-
forms; the area is characterised by abundant hydropower 
resources and low usage rates. The hydrology in karst 
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areas can lead to water conservancy issues. This paper first 
addresses the basic reasons for the lack of available water 
resources in the city. 

 1. Engineering water shortages

 2. General water shortages

 3. Ecological water shortages

 4. Geological water shortage

Based on an IRSN project, this paper proposes a method 
to solve the water resources issues in Guiyang. If the water 
resource problem in karst areas can be effectively solved, 
the utilization rate of water resources in Southwest China 
can be greatly improved, which can contribute to a national 
water resource balance and generate great social benefits.
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and reduce soil and water loss during torrential rainfall events. According to the soil properties in karst 
areas, the thickness of the weathered soil layer is inversely proportional to the erosion rate of the 
weathered rock. For the farmland in Guiyang, high nutrient levels are needed to support the growth of 
the crops, so fertilizer in the soil, such as green manure, is needed to increase the mineral content. 
Besides, ecological slope protection measures should be implemented to reduce landslides, which can 
also promote the restoration of the ecological system, create good river ecosystems, and improve the 
ecological environment in the city. 
Weak resistance to disaster: There are abundant groundwater resources in Guiyang, and the water 
storage capability of the soil is poor; thus, it is necessary to enhance the connection between surface 
water and groundwater. Surface pollutants will seep into the groundwater due to the high permeability 
of the karst, leading to groundwater pollution, low oxygen concentrations, scarce microorganisms and a 
poor self-purification capacity. Therefore, we can appropriately increase the number of sewage treatment 
plants and improve urban wastewater discharge management. For example, the regulation project of the 
Nanming River in Guiyang is a typical water decontamination project. In addition, it is important to 
improve water quality by testing the upstream water quality in Hongfeng Lake and Baihua Lake; only 
when we do this can we mitigate the pollution at the source to improve the water quality in the city and 
create a healthy and liveable ecological environment. 
  Based on the ArcGIS, Fig. 2 shows the general distribution of the water system and the variations in 
the terrain elevation in Guiyang (this paper mainly discusses the area circled in red). The main waters 
are Hongfeng Lake, Baihua Lake, Aha Lake and Huaxi Reservoir. The four lakes supply seven residential 
areas (Yunyan district, Nanming district, Wudang district, Guanshanhu district, Baiyun district, Huaxi 
district and Qingzhen). The reason for the high water conveyance pressure is the long distance between 
the centralized and regional water conveyance channels. With reference to channel in California, United 
States, we can build a channel that transports water from the northwestern to southeastern parts of the 
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Fig. 1: A causality diagram of karst ecosystem sensitivity.

city and provides water to water-deficient areas such as Wudang district and densely populated areas of 
Nanming and Yunyan districts. Otherwise, the natural landform leads to abundant resources in the west 
but limited in the east, we could develop an underground water storage location in the west to mitigate 
water shortage issues in the dry season. 

 
Fig. 2: Water system and geological map of Guiyang. 

 
CONCLUSION 

In China, Guiyang is a typical city with regional karst landforms; the area is characterised by 
abundant hydropower resources and low usage rates. The hydrology in karst areas can lead to water 
conservancy issues. This paper first addresses the basic reasons for the lack of available water 
resources in the city.  

(1) Engineering water shortages 
(2) General water shortages 
(3) Ecological water shortages 
(4) Geological water shortage 
Based on an IRSN project, this paper proposes a method to solve the water resources issues in 

Guiyang. If the water resource problem in karst areas can be effectively solved, the utilization rate 
of water resources in Southwest China can be greatly improved, which can contribute to a national 
water resource balance and generate great social benefits. 
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ABSTRACT

Arsenic (As) is a renowned threat to the environment and human well-being. Its concentration is 
increasing year after year in several countries. The utmost pretentious are mining regions of India, 
as per government surveys and available research findings. Population residing near mining regions 
are bounded to consume arsenic tainted water in their routine life and evolve various hazardous 
health problems. Besides many physicochemical techniques at hand for its purification, none are 
promising. The microbial mediated arsenic detoxification involving oxidation/reduction and extrusion 
by a membrane-associated efflux pump may perhaps financially acuity and a promising method for 
bioremediation. The arsenic richness in mining regions triggered the evolution of bacterial cells to 
come up with a potential mechanism to survive in As rich environment. Microbial extrusion strategy of 
As in both As3+ and As5+ forms may also be involved in increasing As in abandoned mining regions in 
underground water. So, to understand the involvement of these bacterial cells in the increment of As 
in these regions the present study was performed by personally visiting these sites and conversation 
with local residents. We have witnessed many jaw-dropping truths about As exposure risk to humans 
and domesticated animals, which has been discussed in this article. This review comprehensively 
summarizes current studies associated with arsenic exposure, environmental dispersal and its 
bioremediation through arsenic metabolizing bacteria covering recent developments, pathways, action 
mechanism and understanding arsenic metabolizers with the depiction of future prospects on arsenic 
bioremediation from contaminated systems.   

INTRODUCTION

Life standards have been increased in today’s world with 
the realization of environmental threats and issues. Heavy 
metals besides PAHs (polycyclic aromatic hydrocarbons) are 
chronic contaminants broadly distributed in the surroundings, 
therefore simple remediation methods are privileged over 
high-priced physicochemical strategies (Singh et al. 2011). 

Heavy metals persist in nature for a long time as they 
cannot be degraded by decomposers rather gets accumulated. 
Usually, arsenic remains along with minerals, like sulphur 
and iron. On average, its abundance in earth crust is 1-2 mg/
Kg having two forms As3+ (arsenite) that is a pretty toxic 
form than As5+ (arsenate) (Meliker et al. 2008). Arsenic 
(As) tainting in groundwater is a prominent issue among 
mining regions and utilization of deep tube-wells for water 
supply, causing arsenic poisoning. Volcanic eruptions, 
weathering, and anthropogenic sources are accountable for 
arsenic release in groundwater including smelting, mining, 
etc. (Bhattacharya et al. 2007). Arsenic discharge from coal 

ventures likewise represents across the board pollution of 
soil and groundwater (Dontala et al. 2015).

According to the consolidated hazardous chemicals list 
of the Environmental Protection Agency (EPA) of 2001, the 
United States, exposure to arsenic causes acute and adverse 
health issues. In 2001, EPA declared arsenic limits for drinking 
water (10 µg/L) which is being employed till today. Arsenic 
pollution extent and its potential danger to human wellbeing 
have brought about extensive enthusiasm for concentrate 
microbial species in-charge of the diminishment of arsenic 
(Mirza et al. 2017). Drinking water mining from shallow 
tube-wells is among vital pathways for its entrance into human 
bodies (Chakraborti et al. 2017b). Human contact to arsenic 
predominantly occurs by utilizing groundwater (cooking or 
crop irrigation) which have increased inorganic arsenic levels 
(WHO) in humans as well as plant body. Various geological 
and other factors were acknowledged enhancing arsenic 
mobilization, affecting many regions in India (Philp 2015). 
Arsenic translocation and bio-magnification have also im-
pacted numerous important crops (Chakraborty et al. 2014).

    2021pp. 759-769  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 20-05-2020
Revised:    18-06-2020
Accepted: 25-07-2020

Key Words:
Bioremediation
Arsenic  
ars operon  
Arsenate reductase  
Arsenite oxidase
Mining

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.037



760 Ankur Bhardwaj et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

The As-toxicity relies on its biochemical nature and 
uses phosphate transporters for entering into a bacterial 
cell (Nordstrom 2002). Aquaporin mediated As entrance 
in the cell, blocks the function of many proteins by alter-
ing their functional groups. It also affects respiration by 
binding to PDh (pyruvate dehydrogenase), 2-oxoglutarate 
dehydrogenase and other enzymes leading to DNA damage 
by inhibiting its repairing mechanism (Bhattacharjee et al. 
2005). Oxidative phosphorylation is caused by As due to 
hindrance created by it in enzymatic activity (Jomova et 
al. 2011). Like-wise As5+ structural similarity to phosphate 
is responsible for its access to active cells, interrupting 
oxidative phosphorylation (Kumari & Jagadevan 2016). 
The ingestion of large doses of arsenic causes fatal health 
problems (Fig. 1) and prolonged contact produces lesions in 
skin (Mazumder 2015). Arsenic carcinogenicity is already 
well known however, its lung cancer mechanism has not 
well been understood (Wei et al. 2019). Metals serve vital 
roles (in small quantities) in living beings, serving essential 
catalytic roles (Ryan et al. 2005). Microorganisms can me-
tabolize metals through various methods (Silver & Phung 
2005). Diverse detoxification strategies were developed 
by bacteria to encounter arsenic toxicity and among them, 
one is transforming it to a less lethal form (Turner 2001). 
Among reduced arsenic species, arsenite is more portable 
and dangerous while arsenate is less toxic in comparison 
(Edwards et al. 2000).

National rural drinking water (NRDW) programme has 
been adapted by State governments for providing clean 
water to affected habitations (Tomar 2017). An objective 
of making accessible safe and hygienic drinking water by 
2021, is set by the Government of India (GOI) for 28,000 
habitations extremely pretentious with arsenic contamination 
(Dey 2017). Due to increasing health issues, the Ministry 
of Drinking Water and Sanitation (MDWS) has launched 
‘National Water Quality Sub-Mission’ for the habitants of 
affected regions (Chakraborti et al. 2017a). The MDWS has 
also commissioned around 35 developmental projects for 
water quality improvement in rural and urban areas (Omar 
et al. 2017).

According to a recent report demonstrated in Ra-
jya-Sabha (Feb. 2017) from MDWS, various schemes have 
been executed equipping clean water in pretentious areas of 
the country. Expanding the reliability of numerous nations 
on groundwater has increased the focus on safe remediation 
strategies (Kadushkin et al. 2004). Arsenic expulsion tech-
nique in influenced regions could be the only option for a 
healthy water supply. The arsenic alleviation approach has 
to be implemented according to specific geographical and 
socio-economic characteristics of the area. 

GLOBAL ARSENIC EPIDEMIOLOGY

Arsenic is affecting a major World population with several 
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impacts and has now become a foremost environmental 
concern (Chikkanna et al. 2019). Detecting arsenic for a 
normal person is nearly impossible due to the absence of 
flavour, colour and aroma. People relying on groundwater 
having eminent arsenic level are vulnerable to its toxicity 
risk. Abandoned mines cause arsenic arrival in groundwater 
leading to an increase in its concentration (Hajalilou et al. 
2011). Nowadays research on arsenic accumulation is going 
on to understand its speciation. 

The application of arsenic-rich water for irrigation is a 
key factor responsible for high soil arsenic accumulation. 
Soil samples were investigated by Sandhi and co-workers 
during the ripening stage of rice from different paddy fields 
and arsenic aggregation was observed to be higher (90 to 210 
µg/kg) in dehusked grains than in husked grains (Sandhi et 
al. 2017). Certain ecological advancements contain abnormal 
arsenic amounts that reach wells and various public water 
deliveries through leaching (McArthur 2019). Quantitative 
investigations of groundwater samples of Mongolian regions 
indicate that arsenic species are vastly associated with Fe 
species controlled by geographical and redox factors (Jiang 
et al. 2015). Arsenite was detected in rice samples from 

Korea with concentrations of 28.51 and 51.91 µg/kg (Kwon 
et al. 2017).

In Chile, the capital of Santiago, millions of tube wells 
were found containing arsenic (>50 µg/L) and 7600 people 
are affected (Quinodóz et al. 2019). Various nations specifi-
cally, India, Bangladesh and Vietnam are at great risk, where 
the one-third population is drinking arsenic-polluted water 
(WHO 2010). Around 57 million individuals are devouring 
arsenic-contaminated water above recommended limits in 
India and many other countries (Table 1) (Jha et al. 2017).

EPIDEMIC ARSENIC CONSEQUENCE IN INDIA

In India, groundwater contamination is severely problematic 
due to futile purification systems and intermittent floods and 
monsoon (Kadushkin et al. 2004). Mining, industrialization, 
ore processing has deleteriously impacted the environment 
through ecosystem alterations, biodiversity damage and 
accumulation of toxic pollutants (Singh & Singh 2016). 
These activities produce enormous hazardous wastes, 
left without treatment. Abandoned mines contaminate 
groundwater by redox events and anaerobic conditions, 

Table 1: Worldwide distribution of arsenic (Santra et al. 2013, Herath et al. 2016).

S.No. Country Region Groundwater Arsenic level (µg/L) Permissible limit (µg/L)

1 Afghanistan Ghazni 10-500 10 (WHO)

2 Australia Victoria (around the gold-mining regions) 1-12 (Groundwater);
1-73 (Drinking-water);
1-220 (Surface water)

NIL

3 Bangladesh Noakhali <1-4730 50 (WHO)

4 Brazil Minas Gerais
(Southeastern Brazil)

0.4-350
(Surface water)

10 (WHO)

5 Cambodia Prey Veng and
Kandal-Mekong delta

Up to 900
1-1610

10 (WHO)

6 Canada Nova Scotia
(Halifax County)

1.5-738.8 10 (WHO)

7 China - 50-4440 50 (WHO)

8 Finland Southwest Finland 17-980 10 (WHO)

9 Greece Fairbanks (mine tailings) Up to 10,000 10 (WHO)

10 India West Bengal Uttar Pradesh 10-3200 50 (WHO)

11 Japan Fukuoka Prefecture (southern region) 1-293 10 (WHO)

12 Mexico Lagunera 8-620 25

13 Nepal Rupandehi Up to 2620 50

14 Pakistan Muzaffargarh (southwestern Punjab) Up to 906 50

15 Taiwan - 10-1820 10 (WHO)

16 Thailand Ron Phibun 1->5000 10 (WHO)

17 USA Tulare Lake Red River Delta Up to 2600 10 (USEPA)

18 Vietnam (Northern Vietnam)
Mekong Delta (Southern Vietnam)

<1-3050 10 (WHO)
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accumulating particulates in groundwater sources, hence, 
contaminated water treatment is considerably essential 
before consumption (Ayangbenro & Babalola 2017). It has 
been reported that even after abandoning the mining activity, 
the concentration of As increases, which may be due to 
the microbial transforming system (Zhang et al. 2019). It 
adversely affects the flora and fauna of mining regions. 

With the aim of providing safe drinking water, a number 
of wells were developed earlier (advocated by UNICEF 
and World Bank) resulted in decreased newborn mortality 
and diarrheal disease by 50%. But as per investigation, ap-
proximately one among five wells are now arsenic tainted 
above EPA standard (Chakraborti et al. 2008). Nine hundred 
villages were found to have arsenic above the standard limit, 
where groundwater is mostly extracted by deep tube-wells 
having higher ‘As’ sediments (Shah 2010).

WHO has reported many regions of West-Bengal and 
other states, consuming high arsenic-contaminated drink-
ing water (Ahamed et al. 2006). Government programs to 
provide ‘safe’ drinking-water, controlled arsenicosis, but in 
a few areas problem is still the same. The districts situated 
nearby Ganga and Gandaki river were scrutinized and found 
that the arsenic affected far above WHO defined limit (10 
µg/L) (Shah 2010). In 2016, the Mahavir Cancer Institute, 
Bihar analysed 23,000 new malignancy patients, and these 
cases were due to arsenic poisonous quality (Chakraborti et 
al. 2017b). A number of other states like, Jharkhand, Madhya 
Pradesh, Chhattisgarh and Assam are facing arsenic tainted 
water issues. Sahibganj district of Jharkhand situated in the 
middle Ganges plain has arsenic >50 µg/L (Ramanathan et 
al. 2006). People residing in those areas have no alternative 
and are continuing with the same exposed risk (Chakraborti 
et al. 2003). Arsenic disasters are happening today and 
most outstandingly due to drinking water contamination. 
More than 40 million individuals in India, are exposed to 50 
µg/L or above arsenic. The scenario is equally bad in some 
districts of Bihar, West Bengal and Uttar Pradesh (Milton 
et al. 2001). Chhattisgarh state was parted from Madhya 
Pradesh (year 2000). Border regions of MP and Chattisgarh 
district are mostly affected by arsenic contamination. In 1999 
Rajnandangaon district of Madhya Pradesh was reported to 
have high groundwater arsenic concentration and above a 
million of the population of Rajnandangaon is consuming 
arsenic polluted water (Patel et al. 2017). Some dug-wells, 
along with hand tube-wells, are contaminated with higher 
(520 µg/L) arsenic concentration in West Bengal and Ra-
jnandgaon (Saha & Ray 2019). 

The As3+ concentration in groundwater of Barasat (Gan-
getic plain), West Bengal was found excessive than As5+ (10 
to 538 µg/L), showing reducing conditions (Kar et al. 2010). 

The reduction activity of iron/sulphur oxides was a foremost 
mechanism for arsenic release into groundwater (Sichone 
2019). Several states were also discovered as influenced with 
maximum arsenic level (3,700 µg/L) (Tchounwou et al. 2019).

Groundwater arsenic release mechanism was investigated 
in Balia district, U.P and 468 µg/L concentration was found 
at depths of 30-33 m (Chauhan et al. 2009). Groundwater 
arsenic concentration of Sahibganj district, Jharkhand was 
highest in post-monsoon (133 µg/L) compared to monsoon 
(98 µg/L) and pre-monsoon (115 µg/L) (Alam et al. 2016). 
The water standard of the Dhanbad area, Jharkhand was 
not up to the mark (Masto et al. 2011). Hydro-geochemical 
processes and isotropic rock tracing of aquifers were studied 
in the East-Singhbhum area of Jharkhand. Temporal and 
seasonal differences affect groundwater quality signifi-
cantly (shallow aquifers) due to disparity in flow, recharge, 
geochemical processes. Groundwater arsenic concentra-
tion of Bishnupur locality, Manipur was found highest in 
post-monsoon and increase is anticipated in nearby future 
(Chakraborti et al. 2018).

Many people of West-Bengal are affected by arsenic 
exposure, as per the latest report presented in Lok-Sabha. 
Although State governments are determined to manage the 
arsenic peril, still more is left to finish (Gupta & Singh 2019). 
Since the skill for arsenic elimination from water is novel 
and expensive, there is a progress lag in setting water man-
agement plants (Shan et al. 2019). Comprehensive detail on 
groundwater, Kolkata Municipal Corporation (KMC) stated 
a higher arsenic level (>50 µg/L) (Chakraborti et al. 2017a). 
A proceeding of Lok Sabha, 2017 by MDWS, says that states 
like Himachal Pradesh, Punjab, Haryana, Assam, Arunachal 
Pradesh, Karnataka, Kerala and many additional regions are 
moderately or severely affected with arsenic (soil or water) 
contamination (Ali et al. 2019).

ARSENIC DETOXIFICATION GENES

The majority of microorganisms have evolved with 
arsenic detoxification systems (Yan et al. 2019). Various 
studies elucidating its molecular processes were conducted 
against many microorganisms. Microbes deliberate 
arsenic detoxification with the assistance of the ars operon 
framework (Thul et al. 2019). This operon possesses 
either three (arsR, B, C) or five (arsR, A, B, C, D) gene 
components (Table 2). This (ars) operon exists either on 
plasmids or integrated with genome (Firrincieli et al. 2019). 
The operon (ars) gene encrypts proteins for repression in 
absence of arsenic, arsenate reduction, its efflux supporting 
detoxification system. The ars homologs were studied in 
diverse biological structures like; fungi, plant and animals 
(Fernández et al. 2014). 
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MICROBIAL ARSENITE RESISTANCE

Microbes evolved mechanism for enzymatic oxidation (As3+ 
to As5+) for arsenite or reduction (As5+ to As3+) for arsenate. 
They do carry redox events and are imperative players in the 
arsenic geocycle (Turner 2001). Bacteria resist their toxic 
effects by preventing their intake or actively exporting the 
arsenicals or by modifying them enzymatically or chemical-
ly. Therefore paramount search for more oxidizing (arsenite) 
bacteria concerning bioremediation is greatly significant 
(Verma & Kuila 2019). Many microorganisms show resis-
tance to arsenic especially arsenate, while there are only a few 
bacterial isolates known exhibiting arsenite resistance (Tian 
et al. 2019). Arsenite concentration was proved lethal on or 
above 200 µg/L for many bacteria. However, arsenite directly 
can be methylated by P. alcaligenes (arsenite S- adenosyl-
methionine methyltransferase) (Zhang et al. 2015). Arsenite 
oxidation attenuates toxicity, provided its re-conversion in 
the cell does not happen. Bacteria harbour transport protein 
for both arsenic valencies and their transformation catalysing 
enzymes (Oremland & Stolz 2003). Presently, it is typically 
assumed that arsenite oxidizing microbes can harbour both 

oxidase and reductase enzymes. Both enzyme system in 
arsenic resistant isolate was found, however, the simulta-
neous occurrence of two enzymatic systems jeopardize the 
bioremediation process (Dunivin et al. 2019).

SOLUBILIZATION, MOBILIZATION AND UPTAKE 
OF ARSENIC

Arsenic solubilization depends on its speciation and 
transformation (Smedley & Kinniburgh 2002, Cullen & 
Reimer 1989). Arsenic is additionally found in different 
methylated forms in the mine drainage system and 
geothermal inputs. Anaerobic condition in the underground 
region holds the highest arsenic concentration, where it 
favours the geochemical conditions for its solubilization 
(Cullen & Reimer 1989). Fe-Mn oxides at the water-sediment 
interface scavenge arsenic from mine tailings and from 
contaminated water that causes As concentrations to remain 
enriched in the upper sediments even after mine tailings have 
been ceased (Sprague & Vermaire 2018). 

Structural similarity of As3+ and As5+ to phosphate 

Table 2: Characterized arsenic resistance gene cluster among microorganisms.

S.No Name of organism ars genes References

1 E. coli plasmid R773. arsR, A, B, D, C Hedges & Baumberg 1973

2 Staphylococcus xylosus plasmid pSX267. arsR, B, C Rosenstein et al. 1992

3 Staphylococcus aureus plasmid pI258 arsR, B, C Ji & Silver 1992

4 E coli W3110 arsR, B, C Carlin et al. 1995

5 Yersiniae sp. arsR, B, C, H Neyt et al. 1997

6 Acidiphilium multivorum AIU
301 plasmid pKW301

arsR, D, A, B, C Carlin et al. 1995

7 Bacillus subtilis arsR, B, C ORF2 Sato & Kobayashi 1998

8 Pseudomonas aeruginosa arsR, B, C Cai et al. 1998

9 Acidithiobacillus ferrooxidans arsR, C and arsB, H. Butcher et al. 2000

10 Pseudomonas fluorescens strain MSP3 arsR, B, C Prithivirajsingh et al. 2001

11 Synechocystis sp. Strain PCC 6803 arsB, H, C López-Maury et al. 2003

16 Shewanella species ANA-3 arsR, B, C Saltikov et al. 2003

12 Halobacterium sp. Strain NRC-1 arsA, D, R, C, arsR2, M Wang et al. 2004

13 Corynebacterium glutamicum ATCC 13032 arsR, B, C Ordóñez et al. 2005

14 Sinorhizobium meliloti. arsR,apqs C Yang et al. 2005

15 Acidithiobacillus caldus arsD, A, B Kotze et al. 2006

17 Streptomyces sp. Strain FR-008. arsR, O, B, T, C Wang et al. 2006

18 Leptospirillum ferriphilum arsR, B, C, arsR, C, D, A, B Fournier et al. 2006

19 Acinetobacter baumannii arsR, B, H, C Fournier et al. 2006

20 Ochrobactrum tritici SCII24T arsR, A, B, D and
arsR, C, H ,ACR3

Branco et al. 2008

Note: (i) arsR (arsenical resistance operon repressor), arsB (arsenical pump membrane protein), arsC (arsenate reductase), arsH (unknown), arsD  
(arsenic operon regulator), arsA (ATPase subunit). (ii) arsR, B, C makes the main detoxification system, arsD and arsA are supporting proteins.
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typically aid prokaryotic cells for their uptake through 
various transporters (Fig. 2). More specifically, the Pit-
phosphate transporter is in-charge of arsenate uptake in E.coli 
cells (Willsky & Malamy 1980). Pst-phosphate transporter is 
also found transporting arsenate in some bacterial cells but 
at a low level than “Pit” (Bertin et al. 2011). Microbial flora 
which is continually presented to high measures of arsenate 
express just “Pst” according to lessen arsenate take-up (Meng 
et al. 2004). In E.coli, GIpF (aquaglyceroporins) is stated for 
foremost As3+ uptake (Banerjee et al. 2018). Dissimilatory 
Arsenate Reducing Bacteria (DARB) phylogenetically 
belong to a diverse group and respire As5+ by reducing it 
anaerobically. DARB own a conserved arsenate reductase 
(arrA) gene, essential for reduction system (Burton et al. 
2014). It is mostly utilized biomarker estimating variations 
in arsenic reducing microbes across different environments. 
Most bacteria utilize a similar process of As detoxification 
involving its uptake, reduction and extrusion using an efflux 
pump (Kumari & Jagadevan 2016).

ARSENITE OXIDATION (AS3+ TO AS5+)

Oxidation of As3+ represents a promising detoxification 
process that allows microorganisms to tolerate their toxic 
levels in tainted locations (Santini & Hoven 2004). So far, 

isolated arsenite oxidising prokaryotes can be grouped in two 
categories: (i) Chemolithoautotrophs (aerobes or anaerobes, 
using arsenite as electron donor and CO2/ HCO3

- as specific 
carbon source) (ii) Heterotrophs (grow in organic matter) 
(Oremland et al. 2002). Chemolithoautotrophic bacteria 
NT-26 and MLHE-1 oxidizes As3+ to As5+ using oxygen 
and NO3

- as electron acceptor (Ellis et al. 2001). Several 
heterotrophic bacteria are persuaded to oxidise As3+ provided 
in growing media using arsenite oxidase. Arsenite oxidase 
activity was measured biochemically in presence of azurin 
or cytochrome-C (Pandey et al. 2009). Yet, at the alike 
period, it looks that most ecological isolates don’t have this 
potential, in spite of the fact that many microorganisms were 
recognized having arsenite oxidase gene, which proves that 
arsenite oxidase is the most important factor for counteract-
ing arsenic toxicity. Microorganisms can indirectly disturb 
arsenic mobility via sulphate reduction, iron-oxide reduction 
and mineral dissolution by oxidation (McArthur et al. 2004). 
The As3+ oxidation to As5+ (a less toxic form of arsenic) 
occurs due to bacterial arsenite oxidase in the peri-plasm 
of microorganism (Rosen 2002). A sensor kinase (AoxS) 
recognizes the presence of As3+ and activates a controller 
protein (AoxR). AoxR is a point control for aox operon 
clubbed with RpoN (an option of σ54 of RNA polymerase) 
(Satyapal et al. 2016). The RpoN is the requisite factor for 
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the transcriptional onset of aox operon, the products of which 
are transferred to peri-plasm by ‘Tat’ protein in A. tumefa-
ciens.  In peri-plasm, ‘Tat’ is engaged in the oxidation of 
As3+ (Shankar & Shanker 2014).

ARSENATE REDUCTION (AS5+ TO AS3+)

Arsenate uptake by the bacterial cell is done by dual phosphate 
transporters Pst (specifically) and Pit (generally). Arsenite 
expulsion is finished by (i) carrier-mediated arsenite protein 
and (ii) through ATPase engaged in arsenite translocation 
(Shankar & Shanker 2014). Bacteria harbour two systems for 
arsenate reduction; cytoplasmic and periplasmic reduction 
systems. When As5+ is intruded by Pst/Pit transporters 
(membrane), the arsC (arsenate reductase) reduces it to 
As3+ followed by extrusion using arsAB pump (Biswas et 
al. 2019). In cytoplasmic reduction arsC uses glutaredoxins 
providing reducing potential. In the reaction cascade (Fig. 3), 
arsenate first unites with an anionic site of arsC forming an 
arsenate thioester transition with the active site and reduced 
by glutathione, extruding arsenite (Hare et al. 2019).

Various arsenic forms display different toxicity degrees. 
Among organic acids of arsenic MMAV (monomethylarson-
ic acid) and DMAV (dimethylarsinic acid) are barely harmful 
than inorganic arsenic, whereas MMAIII (monomethylarson-
ous acid) and DMAIII (dimethylarsonous acid) are highly 
toxic (Santra et al. 2013). Different arsenic metabolizing 
bacteria are classified into arsenite oxidizing and reducing 
(arsenate) bacteria which are skilled in coinciding in the en-
vironment, demonstrating a fact that they do play an essential 
part in metabolizing arsenic (Yan et al. 2019).

ARSENIC BIOREMEDIATION

Bioremediation technology for eliminating hazardous met-
als have gained considerable importance over the years. 

Microbial biosorbents are eco-friendly, cost-effective and a 
competent substitute for remediating arsenic (Sylvia et al. 
2005). The flexibility of microorganisms to detoxify huge 
pollutants range makes bioremediation an innovative strategy 
in this regard (Singh 2014). Bioremediation skill relies on 
encouraging the growth of specific micro-flora that are in-
digenous to the specified contaminated sites and are capable 
to perform desired activities (Dixit et al. 2015). 

The arsenic inescapability in nature has constrained the 
development of resistant mechanism in specific microorgan-
isms utilising As in metabolism. K. pneumonia, a gram-neg-
ative, non-motile, rod-shaped bacteria possess the ability to 
oxidize As3+ and reduce As5+ (Daware & Gade 2015). It is 
also reported to have high resilience regarding both arsenate/
arsenite. Through the transformation assay redox ability of K. 
pneumonia towards arsenic was determined to clarify the de-
toxification mechanism (Batool & Rehman 2017). Although 
arsenic bioremediation has received great consideration, still 
this technology hasn’t been implemented at commercial or 
field-scale to rectify contaminated sites. For successful bi-
oremediation, the design requires three main factors which 
are: bacteria should exist in arsenic-contaminated sites, 
should bear high metabolic capacities and could perform 
under distinct environmental conditions (Nookongbut et al. 
2017). Recent investigation depicted, purple non-sulphur 
Rhodopseudomonas bacteria (R. palustris & R. faecalis) are 
attractive organisms for application in arsenic bioremediation 
as they possess the most versatile growth modes and can 
flourish under a variety of conditions (Zhao et al. 2015). 
Bacterial nucleotide sequence having ars operon encodes for 
various regulatory components like arsA, arsB, arsC, arsD 
and arsR respectively (Table 3).

Recent advances in various biotechnological tools 
have prompted the beginning of a few non-conventional 
bioremediation strategies advancing their components and 
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performance under diversified natural conditions (Gorny et 
al. 2018, Palit et al. 2019).  Metallothioneins (MTs) are low 
molecular weight proteins, introduced recently and found in 
a variety of microorganisms. The cysteine-rich amino acid 
content of MTs have a greater binding affinity with heavy 
metals and are efficiently suitable for remediating them at low 
concentrations (Ma et al. 2011). Recombinant E.coli plasmid 
with a copy of the MT gene was constructed resulting in a 
three times increase in bioaccumulation of arsenic (Ma et al. 
2011). Voluntary As3+ oxidation at the anode of microbial 
fuel cells (MFCs) with bioelectricity production was also 
studied and evaluated (Li et al. 2016).

CONCLUSION AND DISCUSSION

The bacterial arsenic encounter varies greatly among 
bacterial species. Various bacterial cells were recognized 
harbouring genes for metabolizing and transforming arsenic 
species. The Arsenic oxidizing ability of bacterial isolates are 
well understood and many microbes were being diagnosed 
and isolated. Arsenic reducing (As5+ to As3+ transformation) 
property of bacterial cells are not very well understood, so 
emphasis should be given in this area as it is too dangerous 
for the biotic community as well as humans. It has already 
been reported that in the abandoned mining regions the con-
centration of arsenite is increasing year after year minutely. 
This is because the native bacterial cells take up arsenate, 
reduce and extrude arsenite in the underground environ-
ment. This process increases the arsenite concentration in 
underground water severely, making it unfit for drinking and 
irrigation purpose. The arsenite when consumed by humans 
for a long period, leads to various abnormal deformities, 
as reported in this review. Crops if grown on As contam-
inated soil or irrigated with As contaminated water, either 
sequester it or accumulate it. This process further leads to 
the development of crops that are not suitable for human or 
animal consumption.

When we visited some contaminated regions of MP and 
Jharkhand, we came to know about a fact by talking to the 
native people, that none individual is survived above 52 
years of age. The living population, especially adults have 

developed skin lesions (grey or black spots) on their palms, 
foot and front abdominal region. We also came to know 
that, if they use those crop plants which are being grown of 
contaminated soil, as fodder for milk yielding animals like 
cow and buffalo, they gradually become weak and decreases 
the milk yielding capacity and finally, dies within 10 to 12 
months. Likewise, many regions are there in India, facing 
these types of moderate to severe problems. Government 
and non-government agencies are also playing their part to 
improve the vegetation and livelihood of arsenic affected 
regions, but it is not up to the mark. Every year the problem 
persists and increases in a dramatic mode. So, biological 
remediation methods employing bacterial community may 
prove a valuable and cost-effective method, to achieve ar-
senic decontamination from affected regions. 

Bacterial activity and various factors (biotic or abiotic) 
including complexation, sorption, precipitation, detoxi-
fication, redox events impacts the fate of arsenic. More 
profound knowledge regarding As3+ oxidizers dispersal and 
metabolic pathways in the natural environment could be a 
plausible marker for arsenic remediation. However, there 
are many gaps in the area that needs attention and resolved 
before exploring in-situ bioremediation as a viable treatment 
option. Notwithstanding the antiquated origin and wide 
dispersion of arsenite oxidase in an anoxic environment, 
a comprehension on its part and effect on regular habitat 
is yet inadequate. The current improvements in metabolic 
pathways engaged in arsenic metabolization are yet incom-
plete and need exhaustive study. This review provides a 
deeper understanding of the distribution of its metabolizers 
in the natural environment and depicts future prospects for 
remediating arsenic. The use of an integrated approach of 
biomarkers of arsenic exposure and early genotoxic effects 
will provide a better understanding and mechanistic insight 
into the health risks of arsenic exposure. The information 
obtained here highlights the importance of the prevention 
of arsenic exposure and the need for effective strategies to 
reduce the risk for the development of diseases associated 
with such exposure.

FUTURE PROSPECTS

The profligate growing industry and advancement in 
technology have put heavy metals encumbrance on 
the environment contaminating water and soil. As the 
conventional approaches are slow, complex and expensive, 
microbial remediation strategies help to surmount such 
situation. Existing technologies still need modification on 
a pilot-scale and to be implemented effectively to remove 
these contaminants in a cost-effective and user-friendly 
mode. So, it is unambiguously suggested that sheltered and 

Table 3: The ars operon genes and their putative function (Branco et al. 
2008).

ORF Putative function

arsR Regulatory Protein

arsD Regulatory Protein/Chaperone protein

arsA Oxyanion-translocating ATPase

arsB Arsenite membrane pump

arsC Arsenate reductase
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effective advances ought to indorse for arsenic expulsion 
from drinking water. Microbial assisted bioremediation 
strategy has some margins but still grants a secured and swift 
way for remedying contaminated sites. Microorganisms play 
a crucial role in remediating arsenic from the underground 
environment through the genes harboured by them. If the 
mechanisms and functions of these genes can be understood, 
they can be easily employed in the construction of genetically 
modified organisms (GMOs).  The GMOs could be the best 
significant turning point that can concurrently endeavour 
on several heavy metals. Essentially, a more profound 
investigation is required to boast proficiency of GMOs. 
Manipulation in the exterior membrane can be discouraging 
for its uptake and even on expressing precise transforming 
gene, further boost the bioremediation capability by 
employing GMOs.
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ABSTRACT

The aim of this study was to evaluate the antibiotic residue removal from milk using biochar. The milk 
samples were collected from the local milk distributors of Coimbatore city and screened for antibiotic 
residues by using 3-1 Dip Stick which can screen the three major antibiotic groups like Beta lactam, 
tetracycline and sulfonamide. The present investigation analyses the methodology for removing 
antibiotics from milk using Prosopis wood biochar, Rice husk biochar and Coconut shell biochar at 
different temperatures and contact time. The results revealed that Prosopis biochar of 0.2 mm sieve 
size at higher temperatures subjected to 60 minutes contact time performed better and removed the 
antibiotics from a maximum number of milk samples.   

INTRODUCTION

The use of antibiotics therapy to treat and prevent udder 
infections in cows is a key component of mastitis control 
in many countries. Due to the widespread use of antibiotics 
for treatment of mastitis in dairy cows, much effort and 
concerns have been directed towards the proper management 
and monitoring of antibiotics usage in treatments in order 
to prevent contamination of raw milk. As the widespread 
use of antibiotics has created potential residue problems in 
milk and milk products that are consumed by the general 
public (Jones & Seymour 1988, Oliver et al.1990). Because 
of the public health significance, milk and milk products 
contaminated with antibiotics beyond a given residue level, 
are considered unfit for human consumptions.

Antimicrobial resistance is a complex issue and a glob-
al threat. Therefore, the responsible use of antibiotics is 
absolutely necessary and regulation is needed. However, 
in countries like India, it is common practice to use anti-
biotics on healthy animals, in order to prevent disease and 
infection and to promote growth which paves way for the 
entry of antibiotics into dairy products and milk. Residual 
antibiotics in milk can seriously affect consumers’ health 
causing allergic reactions and developing resistant strains. 
Antibiotic contamination in milk can also cause significant 
economic losses for producers and manufacturers of milk and 
milk products. Although antimicrobial drugs are useful for 

the treatment of human infections, their occurrence in milk 
causes adverse public health effects such as drug resistance 
and hypersensitivity that could be life-threatening (Khaskheli 
et al.2008, Nisha 2008)

 Biochar is cheaper and chemically inert material causing 
no harm and also economically feasible method for removing 
antibiotics from contaminated milk. Adsorption is one of the 
most efficient means of limiting antibiotic contamination 
and displays advantages such as low cost, simple design and 
easy operation. The adsorption capacity of biochar depends 
on the biomass feedstock and the pyrolysis process because 
these factors influence biochar characteristics such as sur-
face area, surface functional groups and porosity and can be 
altered easily to remove specific antibiotics present in milk 
(Mitchell et al. 2015, Liu et al. 2012).

In this study, antibiotic residues in raw milk samples were 
screened and the contaminated samples were treated with 
biochar to remove antibiotics through adsorption.

METHODOLOGY

Biochar produced by pyrolysis of three different plant 
sources Prosopis wood, coconut shell and rice husks are 
procured from Tamil Nadu Agricultural University. The 
biochar samples were pulverized using pestle and mortar and 
sieved with 2 mm sieve and 0.2 mm sieve to get 2 particle 
sizes of each biochar (Fig. 1).
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Three separate glass columns, having an internal diameter 
of 1 cm and a length of 40 cm, were packed with known 
weight (25 cm) of biochar from three different plant origins 
(Prosopis wood, Coconut shell and Rice husk) as shown in 
Fig. 2.

Initially, milk sample free from antibiotic residue is al-
lowed to pass through the biochar packed column to remove 
the air spaces in the adsorbent. 20 mL of whole milk samples 
tested positive for antibiotics was added separately through 
each column. The columns were maintained at three different 
temperatures (30°C, 40°C and 60°C) by placing inside the 
water bath. The milk samples were allowed to be in contact 
with the biochar in the glass column for two different contact 
periods (30 minutes and 60 minutes) and then drained out 
and tested for antibiotic residue presence using the 3-1 Dip 
Stick which can screen the three major antibiotic groups 

like Beta lactam, Tetracycline & Sulfonamide. The antibiotic 
positive samples were noted. 

RESULTS AND DISCUSSION

The three types of biochar (Prosopis wood, coconut shell 
and rice husks) were characterised for their physicochemical 
properties as shown in Table 1.

Among the three types of biochar, Prosopis wood biochar 
of 0.2 mm size performed better in removing the antibiotic 
residues from milk samples Table 2.

As the contact time with the adsorbent (biochar) increased 
the removal of antibiotic residue was observed in more 
number of samples. Similarly when the temperature of the 
column increased the removal rate of antibiotic residue was 
found to be in more number of samples (Fig. 3-5).

Biochar produced by pyrolysis of three different plant sources Prosopis wood, coconut shell 

and rice husks are procured from Tamil Nadu Agricultural University. The biochar samples were 
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of each biochar (Fig. 1). 

 

 

 

 

 

 

 

Fig.1: Biochar types used in the study. 
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Table 1: Characteristics of the biochar types used in the study.

Parameters Rice 
husk 
Biochar

Coconut 
shell 
biochar

Prosopis 
Biochar

Temperature of pyrolysis  ºC 300 300 300

Biochar yield % 32 45 34

pH 7.48 8.66 8.73

EC dSm-1 0.41 0.98 2.20

Bulk density g.cm-3 0.86 0.54 0.34

CEC C mol p+ kg-1 12.6 19.9 14.3

Ash content % 8.6 7.4 7.2

Total C % 42 34.4 67
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Table 2: Number of positive samples (samples containing antibiotics) after the biochar adsorption.

Biochar type and size Number of positive samples containing antibiotic residues

Initial no. of positive 
samples (Control)

25°C Temperature 40°C Temperature 60°C Temperature

Contact time 
30 min 

Contact time 
60 min

Contact time 
30 min 

Contact time 
60 min 

Contact time 
30 min 

Contact time 
60 min 

Prosopis 0.2 mm 6 3 2 2 0 0 0

Prosopis 2 mm 6 4 3 3 1 1 1

Rice husk 0.2 mm 6 4 3 3 2 2 2

Rice husk 2mm 6 4 4 4 2 2 2

Coconut shell 2 mm 6 4 3 3 1 1 1

Coconut shell 0.2 mm 6 4 4 2 1 1 1

As the contact time with the adsorbent (biochar) increased the removal of antibiotic residue was 

observed in more number of samples. Similarly when the temperature of the column increased the 

removal rate of antibiotic residue was found to be in more number of samples (Fig. 3-5). 

Fig. 3: Number of positive samples at different temperatures and particle size of Prosopis biochar. 

 

 

Fig. 4: Number of positive samples at different temperatures and particle size of rice husk biochar. 
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The above graphs infer that small particle size and higher temperature of the adsorbent (biochar) 

favours removal of antibiotic residue from milk samples. Among the type of biochar used Prosopis 

performed better in removing the antibiotic residues. So biochar could be used as an adsorbent for 

antibiotic residues in milk. This is in accordance with the previous report that the biochar pyrolyzed at 

500 and 700°C were relatively high efficient at removing tetracycline from an aqueous solution (Wang 

et al. 2017). 

 

CONCLUSION 

Overall, biochar derived from pyrolyzing Prosopis wood offers a promising option for a low-cost method 

of removing antibiotic residue from milk and the other biochar produced from rice husk and coconut 

shell also removed the antibiotic from more number of positive samples. Moreover higher temperature 

and increased contact time with the adsorbent increased the antibiotic removal efficiency. 
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The above graphs infer that small particle size and higher 
temperature of the adsorbent (biochar) favours removal of 
antibiotic residue from milk samples. Among the type of 
biochar used Prosopis performed better in removing the 
antibiotic residues. So biochar could be used as an adsorbent 
for antibiotic residues in milk. This is in accordance with the 
previous report that the biochar pyrolyzed at 500 and 700°C 
were relatively high efficient at removing tetracycline from 
an aqueous solution (Wang et al. 2017).

CONCLUSION

Overall, biochar derived from pyrolyzing Prosopis wood 
offers a promising option for a low-cost method of removing 
antibiotic residue from milk and the other biochar produced 
from rice husk and coconut shell also removed the antibiotic 
from more number of positive samples. Moreover higher 
temperature and increased contact time with the adsorbent 
increased the antibiotic removal efficiency.
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ABSTRACT

A CB/CCE electrochemical sensor for Cr(VI) detection was prepared by ultrasonic dispersion of Ketjen 
Black and then the coating of modified carbon cloth electrode. Material morphology and composition 
were characterized based on XPS, TEM, BET, BJH; electrochemical performance of the electrode 
was studied based on LSV, EIS and CV. The results show that the high conductivity of Ketjen Black 
accelerates charge transfer on the electrode surface, while the abundant mesoporous structure and 
large specific surface area enhance Cr(VI) adsorption and reduction by the electrode. Under the 
optimal experimental conditions, the relationship between the reduction peak current of Cr(VI) and its 
concentration in the sample was studied by the i-t method. The reduction peak current intensity and 
its concentration demonstrate a good linear relationship in the range of 0.025-57μM and 57-483μM. 
The linear equations are: Ip(µA) = -0.2452C(µM)-0.0303 (R = 0.9908), Ip(µA) = -0.0329C(µM)-15.9212  
(R = 0.9853), LOD is 9.88nM (S/N = 3). Compared with other methods, the sensor displays outstanding 
detection performance advantages. Plus the advantages of low cost and environmental protection, it 
has good application prospects in detecting Cr(VI) in water.   

INTRODUCTION

Cr(VI), as one of the highly toxic ions, means strong 
carcinogenic risk to the human body (Jin et al. 2016). 
The increasingly serious Cr(VI) pollution in the water 
environment has greatly jeopardized water safety and the 
ecological environment. As an effective detection method 
for various metal ions, electrochemical detection has been 
greatly developed in the past decade (Zhang et al. 2014). 
Various electrode materials such as Au NPs, Ag/TiO2 
NPs/GCE, Fe3O4/MoS2, NiFe/C/GCE have been used for 
detection of Cr(VI) in water (Ravindran et al. 2012, Zhang 
et al. 2016, Liu et al. 2017). However, metal nanomaterials 
feature complicated synthesis process, low stability and 
physiological toxicity, which limits their application in 
actual commercialization. Developing a non-metallic 
material with excellent electrocatalytic activity provides 
an effective way to overcome these problems (Dehghani 
et al. 2015). Some carbon nanomaterials with sp2 hybrid 
structure, such as graphene (G), conductive carbon black 
(CB) and single-walled nanotubes (SWNTs), are regarded 
as the main candidates for non-metallic electrocatalysts. 

Electrode materials generally have abundant pore structure, 
numerous defect sites and high specific surface area, which 
facilitates the electrocatalytic process (Punckt et al. 2014). 
Recent studies have shown that mesopores (2-50 nm) act on 
the inner surface as ion transport channels, demonstrating 
high catalysis and low resistance (Kang et al. 2015). Hence, 
among the many candidates sp2 hybrid carbon materials, 
carbon black with abundant mesopores and surface oxygen-
containing functional groups undoubtedly displays a greater 
advantage.

Ketjen Black is carbon black made by a special process. 
Due to its stronger conductivity than ordinary conductive 
carbon black, its small addition will greatly improve battery 
quality and durability (Zhao et al. 2016). Its application is 
also common in high-end batteries, supercapacitors and 
many conductive and shielding materials. Carbon cloth (CC) 
is a conductive textile, which has received special attention 
as a flexible substrate due to its high specific surface area, 
electrical conductivity and chemical stability (Shao et al. 
2017). CC features low cost, high resistance to damage, 
natural abundance and good mechanical properties, which 
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can greatly reduce the device integration difficulty while 
meeting the economic and high activity requirements of 
the sensor. Xu et al. (2017) constructed a new flexible non-
enzymatic glucose electrochemical sensor using CC loaded 
with gold nanoparticles and polyaniline. Hai et al. (2015) 
used CC modified with NiAl layered double hydroxide for 
the electrochemical detection of glucose. Barsan (2012) 
reported that the use of CC modified with carbon nanotubes 
and nitrogen-doped carbon nanotubes resulted in a powerful 
biosensor. Although development based on CC electrode 
enjoys many applications in the medical and biological fields, 
its use is still relatively rare in the field of environmental 
detection.

In this study, an electrochemical sensor based on 
Ketjen black-modified carbon cloth electrode (CB/CCE) 
was prepared for the determination of Cr(VI) in water. The 
materials were characterized using X-ray photoelectron 
spectroscopy (XPS), Brunauer-Emmett-Teller (BET), 
Barrett-Joyner-Halenda (BJH), and transmission electron 
microscope (TEM). The electrochemical performance of 
the electrode was studied using linear sweep voltammetry 
(LSV), electrochemical impedance spectroscopy (EIS) 
and cyclic voltammetry (CV). The impact of experimental 
conditions was analysed, and the current concentration curve 
was obtained by the current-time method (i-t) to find the 
detection limit in the linear range. Finally, the electrode was 
checked for stability and anti-interference performance and 
successfully used in the detection of Cr(VI) in water samples.

MATERIALS AND METHODS

Reagents and Materials

Ketjen Black EC 300J, N, N-dimethylformamide (DMF) 
and K2Cr2O7 (CP, 99%), graphene (900561-500MG) were 
procured from Sigma-Aldrich, Shanghai, China; carbon 
cloth was purchased from China Taiwan Carbon Energy 
Chemical Co. Ltd.; KCl, K3[Fe(CN)6], K4[Fe(CN)6], acetone, 
ethanol were purchased from Xi’an Jingbo Biotechnology 
Co. Ltd. Except for K2Cr2O7, all other chemical reagents and 
electrochemical measuring reagents are of analytical grade 
without further purification.

The supporting electrolyte solution was 0.1M H2SO4-
adjusted 0.1M Na2SO4 solution (pH=4.0); the analysis of 
electrochemical impedance chart was carried out in 0.1M 
KCl solution containing 5mM [Fe(CN)6]

3-/4-. The solution 
was prepared using deionized water (18.3MΩ·cm) produced 
by the Millipore water purification system.

Electrode Modification 

Before the experiment, the bare carbon cloth electrode was 

ultrasonically cleaned in acetone, ethanol, and secondary 
water for 15 minutes each, dried in a vacuum oven, and then 
cut into a small rectangle with a size of 1.0cm × 2.0cm for 
use. 1mg weighed Ketjen black nanoparticle sample was 
dispersed in 1 mL DMF solution, first undergoing ultrasonic 
dispersion in a low-frequency ultrasonic cleaner, and then 
sonication under a high-frequency ultrasonic instrument until 
ink-like Ketjen black dispersion liquid was formed, which 
was then evenly coated on the carbon cloth surface and baked 
under an infrared lamp to complete the modification.

Electrochemical Research

The composition of Ketjen black was analysed using XPS 
(ThermoFisher EscaLab 250Xi X-ray photoelectron spec-
trometer, USA), and its specific surface area and pore width 
were calculated using BET and BJH (Beishide 3H-2000PS1 
static nitrogen adsorption specific area analyser, Beijing, Chi-
na). Before measurement of N2 adsorption isotherm, all test 
materials were degassed at 423 k for 12 hours. Morphology 
of the material was observed by TEM (transmission electron 
microscope FEI Tecnai G2 F30, USA).

All electrochemical measurement tools were provided 
by an electrochemical workstation (Chenhua CHI 660D, 
Shanghai, China). A conventional three-electrode system 
was used, including a carbon cloth electrode (1.0cm×2.0cm) 
as the working electrode, an Ag/AgCl electrode (saturated 
KCl) as the reference electrode, and a platinum wire as the 
auxiliary electrode.

Electrochemical impedance spectroscopy EIS was 
performed in the buffer under the same three-electrode  
configuration with a frequency range of 0.1~100000Hz and 
an AC probe amplitude of 50mV. Linear scanning voltamme-
try was carried out in Na2SO4 electrolyte solution at a sweep 
speed of 50mV·s-1 and a scanning potential of -0.6~0.6V. 
The current-time method was performed in an electrolyte 
solution with a constant voltage of 0.1V and a pH of 4.0. 
Trace amount of Cr(VI) solution with fixed concentration 
was dropped into the magnetically stirred electrolyte solution 
every 50s. Record the i-t curve showing response current 
change with Cr(VI) concentration. All experiments were 
conducted at room temperature in the laboratory.

RESULTS AND DISCUSSION

Characterization of Materials

As shown in Fig. 1A, XPS analysis results clearly show that 
Ketjen Black is mainly composed of C and a small amount 
of O. Fig. 1B shows the C 1s peak of Ketjen Black, whose 
characteristic peaks are 284.6eV and 285.4eV, respectively, 
corresponding to C-C and C-O (Contarini et al. 1991). It 
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indicates that Ketjen Black almost has no heteroatoms and 
displays typical non-metallic properties.

Fig. 1 C and D are TEM images of Ketjen Black, which 
reflect its porous structure and pore size. There are various 
types of mesopores with different sizes and irregular shapes. 
The special porosity characteristics carry great significance 
for rapid charge transfer and accelerated reaction based on 
efficient use of internal structure.

In this study, Ketjen black was compared with other 
carbon nanomaterials graphene and single-walled carbon 
nanotubes in sp2 hybrid orbital structure. Specific surface area 
and pore size distribution of the material were characterized 

by N2 adsorption/desorption isotherm measurements.  
Fig. 2A shows different N2 adsorption/desorption stages 
with linear single-layer/multi-layer adsorption properties, 
and hysteresis curves at relatively high pressures. The 
hysteresis loop has a relation with the capillary condensation 
process in the mesopore (Carrott et al. 1987). Compared 
to graphene and single-walled carbon nanotubes, Ketjen 
Black’s Type IV isotherms exhibit a greater hysteresis loop, 
indicating the presence of more abundant mesopores (Liu 
et al. 2016). At the same time, under the relative pressure 
of 0.8~1.0, obvious macroporous absorption is shown on 
the Ketjen black surface. In addition, the Ketjen black pore 
size measured by the BJH method has a narrow mesopore 

 

the smallest average pore size of 5.56nm. Specific surface area, pore size 

distribution and TEM images jointly prove that Ketjen Black has a rich mesoporous 

structure to provide an effective charge transfer channel for Cr(VI). 

 
Fig. 1: (A)XPS analysis of CB. (B)High-resolution XPS analysis of the C 1s peak of CB. TEM 

characterizations of CB porous structure and size. Scale bars: 50nm (C); 10nm (D). 

 
Fig. 2: Nitrogen adsorption-desorption isotherms (A) and pore size distribution by BJH method 

using the adsorption branch of isotherm (B) of CB, G and SWNTs. 
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distribution at around 5.56 nm (Fig. 2B), which facilitates 
the entry of accessible hydrated Cr(VI) into inner and outer 
pore surfaces during the rapid charge and discharge process.

Using BET and BJH methods, the relevant parameters 
of Ketjen Black are derived as given in Table 1. It shows 
that Ketjen Black has the largest specific surface area of   
1333.52m2·g-1, the largest total pore volume of 1.8528cm3·g-1, 
and the smallest average pore size of 5.56nm. Specific surface 
area, pore size distribution and TEM images jointly prove 
that Ketjen Black has a rich mesoporous structure to provide 
an effective charge transfer channel for Cr(VI).

Electrochemical Performance of the Electrode

Fig. 3A shows the EIS diagram of CCE and modified CB/
CCE in 5mM [Fe(CN)6]

3-/4- in 0.1M KCl. CB/CCE has a 
smaller semicircle diameter than CCE, indicating that CB/
CCE has fast electron migration and great interface electron 
transfer between solution and interface material, which 
facilitates oxidation-reduction of iron ions on the working 
electrode while reducing the resistance value. CCE with great 
semicircle can promote oxidation-reduction of electrochemi-
cal probe iron, but with slow electron transfer. Ketjen Black 
with abundant mesoporous structures and the high surface 
area provides more active sites for the electrode reaction 
while improving the conductivity of the working electrode, 
facilitating charge transfer within the material, and acceler-
ating charge transfer on the electrode surface, thus basically 
guaranteeing high sensitivity in Cr(VI) measurement.

To more directly investigate the increase in Ketjen Black 
electron migration rate, reduction peaks of CCE and CB/
CCE were comparatively analysed by LSV. As shown in 
Fig. 3B, CCE has no obvious reduction peak in the range 
of -0.6~0.6V, while CB/CCB has a clear electrochemical 
reduction peak against Cr(VI) at a voltage of about 0.1V, 
indicating that CB has obvious electronic transfer.

CB on CCE played a significant catalytic role in the 
reduction of Cr(VI), demonstrating excellent electron con-
ductivity. This is because CB with strong conductivity and 
great ion landing area has a strong absorption capacity against 
Cr(VI). The above results are consistent with EIS analysis 
conclusions, both indicating that the electrode surface 
with rich active sites and specific surface area can absorb 
and reduce Cr(VI) in large amounts. Hence, Ketjen Black 
displays outstanding performance in catalysing Cr(VI) and 
can significantly enhance the reduction of current strength 
against Cr(VI).

LSV was used to record the peak current response of the 
electrode during Cr(VI) concentration change from 1mM to 
5mM. Fig. 4A shows that the reduction peak current increases 
with the increasing Cr(VI) concentration, exhibiting a good 
linear relationship. The linear regression equation is Ip(µA) 
= -0.04826C(µM)-14.35 (R = 0.9987) (Fig. 4B). Where, 
Ip represents the reduction peak current, and C represents  
Cr(VI) concentration. It also indicates Ketjen Black’s excel-
lent ability in reducing Cr(VI). Fig. 4C shows the logarithmic 
relationship between reduction peak current and peak voltage 
under different Cr(VI) concentrations. For a concentration 
as low as 1 mM, the peak current value and the peak voltage 
value remain almost unchanged at 0.11V. When the concen-
tration varies between 1~5mM, a linear relation is shown 
between the logarithm of peak current and that of the peak 
voltage. In the reversible reaction, it is possible to predict 
the peak voltage value and electrolyte solution concentration 
in the experiment based on the above linear electrochemical 

Table 1: The surface area, pore volume and average pore diameter pa-
rameters of SWNTs, G and CB measured by the BET and BJH methods

Sample BET Surface 
area (m2·g-1)

Total pore vol-
ume (cm3·g-1)

Average pore 
diameter (nm)

SWNTs 26.09 0.0403 6.17

G 328.69 0.8060 9.81

CB 1333.52 1.8528 5.56

 

 
Fig. 3: (A) EIS of CCE and CB/CCE in a solution of 5mM [Fe(CN)6]3-/4- in 0.1M KCl. (B) CCE(a) and 

CB/CCE(b) in 0.1M Na2SO4 (pH=4.0) of 5mM Cr(VI), Scan rate: 50mVs-1. 
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model. If this model is not established, the reaction is an 
irreversible process. Hence, the electrode reaction here is a 
reversible process.

Fig. 5A shows that when the potential is set to -0.2~0.8V, 
changes in redox peak current in the test solution can be 
studied by changing sweep speeds so that kinetic properties 
can be analysed. As can be seen, redox has an increased re-
sponse to current as the sweep speed increases from 10mV·s-1 
to 130mV·s-1, suggesting that CB/CCE has a good ability to 
reverse oxidation-reduction of iron ions. The peak current 
value in Fig. 5B has a good linear relationship with the 

square root of the sweep speed, and the corresponding peak 
current is proportional to the square root of the sweep speed. 
This indicates that an electrochemical process controlled by 
diffusion occurs on the modified electrode.

In this experiment, LSV was used to investigate the 
electrochemical behaviour of CB/CCE in the electrolyte 
solution with pH = 1.0~6.0. Fig. 6A shows the response of 
modified electrode to the electrochemical reduction current 
of 5mM Cr(VI) under different pH values. Obviously, in 
the voltage range of -0.6~0.6V, the electrochemical reduc-
tion current peak value of Cr(VI) increases as the pH value 

of the peak voltage. In the reversible reaction, it is possible to predict the peak 

voltage value and electrolyte solution concentration in the experiment based on the 

above linear electrochemical model. If this model is not established, the reaction is 

an irreversible process. Hence, the electrode reaction here is a reversible process. 

 
Fig. 4: (A) CV of Cr(VI) at Carbon black modified electrode in 0.1M Na2SO4 (pH=4.0) when Cr(VI) 

concentrations are from 1mM to 5mM; (B)The plot of Ip versus Cr(VI) concentration; (C) Log(Vp/mV) vs 
Log(Ip/µA) for different concentration Cr(VI) . 
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decreases. At low pH, Cr(VI) mainly exists in the form of 
HCrO4

-. The electrostatic interaction between HCrO4
- and 

CB surface-functionalized with H+ will facilitate Cr(VI) 
ion adsorption by CB in an acidic medium. Fig. 6B shows 
a significantly increased reduction current of Cr(VI) with 
increasing acidity. Fig. 6C reflects that in the corresponding 
relationship between the peak potential and different pH 
values, electrolyte solution with a pH value of 4.0 has the 
most positive potential when detecting Cr(VI).

Due to the extremely high H + conductivity in transferring 
electrons through hydrogen bonds, when the H+ exponent in 
the solution increases exponentially, electrolyte solution has 
redoubled electron migration rate, so that Cr(VI) (0~0.2V) 
and Cr(III) (-0.1~0.3V) peaks continuously expand. At the 
same time, with the increasing acidity, a large reduction 
peak also appears at 0.4~0.6V. It is speculated that excessive  
Cr(VI) adsorbed on the Ketjen black material at the same time 
results in great changes in material structure and its electron 
transfer capacity so that saturation peak appears. When the 
solution has excessive acidity, the two impurity peaks even 
block the reduction peak of Cr(VI), making trace detection 
of Cr(VI) impossible. In view of the above reasons, it was 
finally decided to select pH 4.0 as the most appropriate pH 
value for Cr(VI) detection.

Linear Range and Detection Limit

The linear range of Cr(VI) detection by electrodes was 
studied by the i-t method. First, fix the potential at 0.12V, 
and add a certain amount of Cr(VI) in 40 mL electrolyte 
solution (pH=4.0) every 50 s, then record the response curve 
of current over time, as shown in Fig. 7A. The mosaic reveals 
that the current shows a clear response at the addition of the 
first drop of 0.025 µM Cr(VI). At the same time, the detection 
limit (LOD) is calculated to be 9.88 nM, S/N = 3 according 

to the calculation formula: LOD = 3Sy/m. Where Sy is the 
standard deviation and m is the slope of the calibration curve.

Fig. 7B shows the calibration curve about the relationship 
between the current response of CB/CCE and Cr(VI) 
concentration. There is a good linear relationship between 
the two, and the two equations of linear regressions between  
the peak current value and Cr(VI) concentration are as 
follows:

 Ip(µA)= -0.2452C(µM)-0.0303
 (R=0.9908), (0.025~57µM)        …(1)

 Ip(µA)= -0.0329C(µM)-15.9212 
 (R=0.9853), (57~483µM) …(2)

The linear response range is 0.025~483 µM. Sensitivity 
calculated based on low concentration range is 0.25  
µAµM-1·cm-2. The good linear relationship also reflects the 
accurate and sensitive ability of CB/CCE in detecting Cr(VI). 
The two-stage linear phenomenon may be a result of the 
two electrochemical processes of diffusion and adsorption 
during the reaction. In the diffusion process, the current 
increases with the increasing concentration, while in the 
adsorption process, excessive molecules completely occupy 
the material, resulting in reduced removal efficiency. At the 
end of the reaction, the oxide is adsorbed on the electrode, 
reducing the effective area of   the electrode and leading to 
lower resulting sensitivity.

Table 2 lists the comparison of Cr(VI) detection 
performance of sensors built herein and by other modified 
materials. It suggests that the electrode has a lower detection 
limit and a wider linear range.

Stability and Anti-Interference

First, electrode reproducibility was studied by current 
measurement. A total of 4 evaluations were performed, 
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and the relative RSD was about 4.3% in the 4 test results, 
showing good test reproducibility. At the same time, before 
Cr(VI) addition, the current curves were static and balanced, 
demonstrating high electrode stability. According to the 
current response of the electrode towards 5 mM Cr(VI) for 
7 consecutive days, the current response signal is 88% of the 
initial after 7 days, indicating good stability of the electrode.

Cr(VI) detection performance of the electrode was 
studied using the i-t method in the presence of common 
coexisting ions. First, Cr(VI) with a concentration of 10µM 
was added to 0.1M Na2SO4 (pH 4.0) solution. Afterwards, 
1.0mM interfering ions K+, Zn2+, Mg2+, Cu2+, Ca2+, Ni2+, 
Fe2+, Mn2+, Pb2+, Cl- and SO4

2- were added in succession. 
Finally, 10µM Cr(VI) was added. Fig. 8 indicates that the 
10µM Cr(VI) added successively produces a current response 
of about 2µA, and the measurement current has insignificant 
changes after the addition of all interfering ions. That is, the 
fluctuation of interfering ions is extremely weak compared to 

Cr(VI). It suggests that the electrode still has extraordinary 
Cr(VI) detection performance in the presence of high-con-
centration interfering ions.

Sample Testing

To evaluate the performance of the built Cr(VI) electro-
chemical sensor in practical applications, real water samples 
were tested. The water sample was taken from a sewage 
outfall in an industrial park in Xi’an, China. After the sam-
ple filtration using a 0.45µm filter membrane, the pH value 
was adjusted to 4.0 using a buffer solution. Samples were 
detected by the “standard addition method”, and ICP-AES 
test results were compared, as given in Table 3. It reveals 
that in real water sample detection, the sensor has a small 
relative standard deviation (2.3%~3.4%), a high recovery 
rate (98%~103%), and detection result consistent with 
ICP-AES, demonstrating the reliability of the sensor in 
actual detection.

Table 2: Comparison of quality parameters between Cr(VI) sensors developed in different literatures. 

Electrode/surface pH Linear range
 (µM)

LOD 
(nM)

Reference

Ag/TiO2 NPs/GCE 1.0 0.01~3.1 10 (Ravishankar et al. 2015)

Fe3O4/MoS2 1.0 0.5~328 200 (Zhang et al. 2016)

NiFe/C/GCE 4.0 0.025~98.3 10 (Liu et al. 2017)

LMB/MB 2.0 10~500 100 (Sadeghi & Garmroodi 2013)

MWCNTs-SPCE 1.0 1~200 300 (Korshoj et al. 2015)

SPEs 1.0 3~10000 1000 (Miscoria et al. 2014)

PANI/GQDs 1.0 1.92~192 1865 (Punrat et al. 2016)

Ti/TiO2NT/Au 1.0 0.1~105 30 (Jin et al. 2014)

Activated GCE 6.0 0.4~250 100 (Richtera et al. 2016)

BDD 1.0 0.192~96 57.7 (Fierro et al. 2012)

GCE/NF/Ag nano 2.0 0.38~4.42 12 (Xing et al. 2011)

Gold plated carbon 0.5 0.385~38.462 85 (Kachoosangi & Compton 2013)

PVC/POT/GCE 2.0 0.03~1.3 12 (Izadyar et al. 2016)

CB/CCE 4.0 0.025~483.2 9.88 This work
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First, electrode reproducibility was studied by current measurement. A total of 4 
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CONCLUSION

A CB/CCE electrochemical sensor for Cr(VI) detection 
was prepared by ultrasonic dispersion of Ketjen Black and 
then a coating of modified carbon cloth electrode. The high 
conductivity of Ketjen Black accelerates the charge trans-
fer on the electrode surface, and the abundant mesoporous 
structure and large specific surface area enhance Cr(VI) 
adsorption and reduction by the electrode. Under the opti-
mal conditions, the linear range of Cr(VI) was determined 
to be 0.025~483µM using the i-t method, with two-step 
linear regression equations being Ip(µA) = -0.2452C(µM)-
0.0303 (R = 0.9908), Ip(µA) = -0.0329C(µM)-15.9212 (R 
= 0.9853), and LOD is 9.88 nM, S/N = 3. The sensitivity 
was 0.25 µA µM-1·cm-2 under the low concentration range. 
The sensor has been successfully used for testing Cr(VI) 
in actual water samples. In contrast with previous research 
reports, Ketjen black modified electrode not only has better 
ability in detecting Cr(VI) than other metal nanoparticle 
modified electrodes but also has microscopic advantages 
like abundant adsorption specific surface area, as well as 
macroscopic advantages of environmental protection, low 
cost and easy availability. At the same time, flexible carbon 
cloth substrate with low cost and high resistance to damage 
favours use in fieldwork.
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ABSTRACT
The unrestricted resource behaviour of mines has caused considerable geological environmental 
problems. Specifically, the increasing water-induced accidents in mines affect safety production 
and environmental safety in coal mines. To further decrease water inrush disasters to the maximum 
extent, vulnerability assessment of groundwater inrush channel in coal mines has become a primary 
problem of chain-cutting disaster mitigation. In this study, first, influencing factors against formation 
and project of water inrush channel in coals were analyzed comprehensively. Second, 14 indexes, 
which influence the vulnerability of the water inrush channel, were selected from three perspectives of 
coal seam features, coal quality features, and hydrogeological features. A case study based on data 
of 56# coal seam and 68 coal seam of Taoshan Mine, China was carried out. The vulnerability of the 
groundwater inrush channel in the Taoshan Mine was estimated by analytic hierarchy process (AHP) 
and fuzzy comprehensive evaluation. Results demonstrate that coal quality features, hydrogeological 
features, and coal seam features are major factors that influence the vulnerability of the water inrush 
channel. Among them, coal quality features contribute 48.36% of explanations to the vulnerability of the 
water inrush channel. According to the vulnerability grade evaluation results of fuzzy mathematics, the 
membership degree of belonging to “III” was 0.3731, which was the highest. This finding indicates that 
the vulnerability of the water inrush channel in Taoshan Mine belongs to grade III, which is a moderate 
state. Research conclusions have important references to perfect the evaluation index system for the 
vulnerability of water inrush channel in coal mines, provide early warning analysis of water inrush 
disasters in coal mines, and realize the mining–environmental protection coordinated development.   

INTRODUCTION 

China has tremendous coal mines. The ecological envi-
ronment in coal mines is damaged seriously. Geological 
environmental protection and governance of coal mines are a 
large system project, which is characterized by a long period, 
large task, and complicated problems. Thus far, China has 
not issued a perfect geological environmental governance 
system of coal mines, divided the geological environmental 
protection and governance in coal mines clearly, and released 
relevant technological standards at an appropriate time. The 
geological environmental protection and governance of coal 
mines still cannot be balanced. With the long-term develop-
ment of coal resources, excessive mining phenomena occur, 
thereby causing a series of environmental and geological 
problems, such as water and soil pollution, land resource 
damages, geomorphologic landscape damages, and collapse 
of water inrush channel. Recently, China has never stopped 
evaluations on the geological environmental impacts of coal 
mines. Systematic evaluations of geological environmental 

problems of coal mines by introducing scientific and rea-
sonable evaluation systems can not only provide technical 
support to management planning of coal mines and solve 
environmental problems in coal mines but also are one of the 
important topics of modern environmental geological studies.

In particular, water inrush accidents in coal mines have 
been increasing continuously. To realize essential safety 
and decrease disasters to the maximum extent, studying 
water diversion structures of the disaster causing ring in 
the coal disaster chain has become a primary problem 
to chain-cutting disaster mitigation. With the increase in 
exploitations in complicated and difficult-to-mine coal 
bodies, the underground hydrogeological conditions become 
more complicated. Traditional flooding disaster control 
technology of coal mines cannot adapt to new exploitation 
environment and deviate from the engineering practices. 
New detection technology and method are necessary. The 
vulnerability of water inrush channel of coal mines refers 
to the possibility of disaster activation of the geological 
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physical environment and engineering response features of 
water diversion structures in strata when the water inrush 
channel is used as the carrier and mining face approaches the 
underground water source as well as the difficulties of system 
recovery after the disaster. An evaluation index system for 
the vulnerability of water inrush channel in coal mines was 
established. The higher vulnerability grade indicates that 
disasters can easily occur in coal mines, and specific defence 
measures are required.

PAST STUDIES

Studies on the vulnerability of water inrush channel in coal 
mines are relatively weak. In engineering practices, the 
concept of vulnerability assessment is introduced for rap-
id, reliable, and comprehensive detection of water inrush 
channel. Vulnerability, as an important index to measure 
risk performance, characterizes the ability of the system to 
resist disasters and maintain stability, including adaptabil-
ity, risks, and restorability. Janssen et al. (2006) introduced 
the relevant concept of environmental vulnerability in the 
global environment changes for groundwater vulnerability, 
the vulnerability of water inrush channel in coal mines and 
comprehensive environmental governance in coal mines.  
Wu et al. (2008) believed that in Northern China, coal 
exploitation was often influenced by groundwater inrush 
from underground karst aquifer, established a geographical 
information system (GIS) for water inrush vulnerability 
evaluation, and determined weight coefficients of different 
influencing factors by using the artificial neural network. 
Qiang et al. (2009) believed that water inrush was a geo-
logical disaster that influenced coal mine safety production 
in China seriously. Based on powerful spatial data analysis 
functions of GIS, they established a neural network model of 
water inrush risk assessment and carried out a case study by 
using the water inrush vulnerability index histogram. Rupert 
(2010) corrected the point rating scheme based on practical 
groundwater quality data to improve the validity of the un-
derground water vulnerability map significantly by using the 
parameter statistical technology and geological information 
system. Qiang et al. (2011) pointed out that water inrush from 
seam floor was a complicated nonlinear phenomenon, and it 
was controlled by various factors. In addition, a case study 
based on data of three coal seams in Tashan Mine, China 
was carried out using the vulnerability index method of GIS. 
Research results demonstrated that the vulnerability index 
method of GIS had many potential advantages in evaluating 
the possibilities of water inrush. Fijani et al. (2013) proposed 
a model based on artificial intelligence to improve the 
groundwater vulnerability evaluation method of the aquifer 
in Maragheh–Bonab Plain, Iran. Qiang et al. (2013) believed 
that water inrush disasters influenced the safety production 

of many coal mines in China, explored influencing factors 
of water inrush by AHP, established a vulnerable index his-
togram, and proposed control measures to each risk grade. 
Based on the south region of Perak, Malaysia, Mogaji et al. 
discussed the groundwater vulnerability prediction model 
by using the ordered weighted average DRASTIC (The 
term “DRASTIC” stands for seven parameters in the model 
which are depth to groundwater table (D), net recharge (R), 
aquifer media (A), soil media (S), topography (T), impact of 
vadose zone (I), and hydraulic conductivity (C) method of 
GIS (Mogaji et al. 2014). Xiao et al. (2014) estimated water 
inrush evaluation of seam floor in 9# coal seams of Shanxi 
Liulin Hongsheng Jude Coal Industry Co. Ltd. through the 
vulnerability index analysis. They compared the evaluation 
results with the results of the traditional water inrush coef-
ficient evaluation technique. The results demonstrated that 
the vulnerability index method, which considered various 
factors, was more advantageous. Liu et al. (2014) proposed 
an AHP vulnerability index method based on GIS to evalu-
ate the water inrush phenomenon of many aquifers in seam 
floor under complicated hydrological conditions and used 
it to evaluate the water inrush vulnerability of aquifers in 
a coal mine. The results demonstrated that the proposed 
method solved the water inrush indication problem of seam 
floor under complicated hydrogeological conditions. Li et 
al. (2014) established a vulnerability index model of water 
inrush channel of coal mines according to the coupling 
theory of GIS and AHP, evaluated the probability of water 
inrush in major minable seam roof and floors of the well 
field, and proposed suggestions for safety production and 
water disaster control. Abdullah et al. (2015) designed the 
groundwater pollution vulnerability diagram by using the 
standard DRASTIC method and applied the linear structural 
density diagram into the standard DRASTIC model to assure 
the accuracy of effects of potential pollution vulnerability. 
Wu et al. (2015) evaluated the water inrush vulnerability of 
aquifer in Mengkeqing Mine, predicted mine inflow under 
natural conditions and mining conditions, and proposed 
corresponding control measures. Li et al. (2016) evaluated 
water inrush risk in mines by hydrochemical method and 
evaluated water inrush risk by analyzing concentrations of 
conservation ions through detailed hydrochemical investi-
gation and sampling. Wu, Qiang et al. (2017) believed that 
hydraulic pressure and water yield of the aquifer, equivalent 
thickness of the water-resistant layer, and geological struc-
tural property are the main factors to control water inrush; 
they evaluated water inrush risks by vulnerability index 
(VI) method by combining GIS and AHP. Based on existing 
studies, the vulnerability of the water inrush channel of coal 
mines is developed and perfected with the comprehensive 
environmental governance of coal mines gradually. The 
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possibility of disaster activation of the geological physical 
environment and engineering response characteristics of 
water diversion structure in rock strata as well as difficulties 
of system recovery after a disaster are influencing factors of 
vulnerability of water inrush channel in coal mines. Hence, an 
index system for the vulnerability of water inrush channel in 
coal mines was set up by combining the development law of 
water inrush channel, incidence on the underground project 
after disasters, and difficulties in governance technology. 
This index system was used to evaluate the vulnerability 
grade of the water inrush channel, and some specific defence 
measures were adopted. These concepts have extremely im-
portant effects on guaranteeing safe production and realizing 
environmental protection of coal mines. The vulnerability of 
the water inrush channel of coal mines was assessed based 
on existing studies. Evaluation indexes of the vulnerability 
of water inrush channel in coal mines were determined, and 
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In the matrix R, the element in the row i and column  
j (rij) indicates the degree of membership of the evaluated 
object to the grade fuzzy subset (vj) from the factor ( ui). 
The performances of the evaluated object on ui is depicted 
through the fuzzy vector (R|ui) = (ri1, ri2, …, rim) by the actual 
value of one index in other evaluation methods. Finally, the 
weight vector of the evaluation factors was determined. In 
the fuzzy comprehensive evaluation, the weight vector was 
determined as follows:

 A = (a1,a2, ......,ap)   …(4)

    In Eq.(3), element ai in the weight vector A is the 
degree of membership of factor ui to the fuzzy subset 
(important factors to the evaluated object). The relative 
importance sequence of evaluation indexes was determined 
by AHP; thus, the weight coefficient can be obtained. 
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where 1b  is obtained from operation of A and column j of R. It expresses the degree of 
membership of the evaluated object to the grade fuzzy subset νj, in general. 
Index System 
Influencing factors of the vulnerability of water inrush channel in coal mines were summarized 
based on academic studies on permeability law of water inrush formation and engineering practice 
experiences. Meanwhile, an index system of the vulnerability of groundwater inrush channel in 
Taoshan Mine was proposed, considering the possibility of available index data (Table 1). 

Table 1: Index system of the vulnerability of groundwater inrush channel in Coal Mines. 

Level-1 indexes Level-2 indexes Units Variable No. 

Coal seam features 

Mine ventilation system State grade X1 
Relative gas emission 

volume m3/t X2 

Coal seam stability State grade X3 

Coal seam thickness m X4 

Coal quality features 

Water content Ma% X5 

Ash content Ad% X6 

Volatile content Vdaf% X7 

Gel layer Ymm X8 

S St,d% X9 

P Pd% X10 

Hydrogeological features 

Water-resisting layer State grade X11 

Water filling characteristics State grade X12 

Number of coal seams State grade X13 

Fault nature State grade X14 

Indexes are divided into qualitative indexes and quantitative indexes in studies on the 
vulnerability of groundwater inrush channel in coal mines. The qualitative indexes in Table 1 
contain mine ventilation system, coal seam stability, water-resisting layer, water filling 
characteristics, number of coal seams, and fault nature. The data of all six indexes were statistical 
evaluation results through a questionnaire survey of geological experts and research members. The 
data of the remaining quantitative indexes were collected from the geological survey and research 
reports in Taoshan Mine. 
EMPIRICAL STUDY 
Taoshan Mine is located in the eastern regions of the Western Production Zone in Qitaihe Mine, 
and the administrative region is classified to Taoshan District, Qitaihe City. Taoshan mine is 
bordered at Taoshan Fault in the east, and it is adjacent to the Xinfu Mine. In the coal mine, the 
striking length and inclined width were approximately 5 and 5 km, respectively. The inclined area 
and the area of mining right were approximately 25 and 22.9952 km2, respectively. On the north 
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where bi is obtained from operation of A and column j of 
R. It expresses the degree of membership of the evaluated 
object to the grade fuzzy subset nj, in general.

Index System

Influencing factors of the vulnerability of water inrush 
channel in coal mines were summarized based on academic 
studies on permeability law of water inrush formation and 
engineering practice experiences. Meanwhile, an index 
system of the vulnerability of groundwater inrush channel 
in Taoshan Mine was proposed, considering the possibility 
of available index data (Table 1).

Indexes are divided into qualitative indexes and quanti-
tative indexes in studies on the vulnerability of groundwater 
inrush channel in coal mines. The qualitative indexes in 
Table 1 contain mine ventilation system, coal seam stability, 
water-resisting layer, water filling characteristics, number of 
coal seams, and fault nature. The data of all six indexes were 
statistical evaluation results through a questionnaire survey 
of geological experts and research members. The data of 
the remaining quantitative indexes were collected from the 
geological survey and research reports in Taoshan Mine.

EMPIRICAL STUDY

Taoshan Mine is located in the eastern regions of the Western 
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Production Zone in Qitaihe Mine, and the administrative 
region is classified to Taoshan District, Qitaihe City. Taos-
han mine is bordered at Taoshan Fault in the east, and it is 
adjacent to the Xinfu Mine. In the coal mine, the striking 
length and inclined width were approximately 5 and 5 km, 
respectively. The inclined area and the area of mining right 
were approximately 25 and 22.9952 km2, respectively. On 
the north edge, railways run through the Qitaihe Station, 
connect to the National Railway, and extend all regions in 
China. Highways extend to Yilan, Kiamusze, Jixi, Baoqing, 
Mishan and Harbin, and Duisu Port. Hence, the traffic con-
ditions are very convenient. The mine exploitation began in 
1958. The disk deviation well group was adopted, followed 
by technological reconstruction and construction. In the 
coal mine, the total thickness of the coal-bearing seam was 
approximately 1470 m, which covers 65 coal seams, and 
the average total thickness of coal seams was 38 m. The 
coal-bearing coefficient was 2.6%. The 56# coal seam and 
68# coal seam were selected as the research object for fuzzy 
comprehensive evaluation of the vulnerability of water 
inrush channel.

Determination of the Weight of Evaluation Indexes 
Based on AHP

AHP transforms the semiqualitative and semiquantitative 
problems into quantitative computation by constructing a 
pairwise matrix, calculating weight vectors, consistency 
test, and weight sequencing, and making a comprehensive 
judgment on weights of evaluation indexes of water inrush 
channel. When selecting evaluation indexes, the principle 
of reflecting the primary and the most comprehensive infor-
mation by the least indexes should be observed. An index 

system of the vulnerability of groundwater inrush channel 
was constructed based on the principle of AHP  (Saaty et al. 
1985). Calculation results are listed in Table 2. 

Table 2 shows that coal quality features, hydrogeological 
features, and coal seam features can influence the vulner-
ability of the water inrush channel significantly. The coal 
quality features contribute 48.36% of the explanation to the 
vulnerability of the water inrush channel. The upper 40–48 
coal seams in Taoshan Mine belong to the semi-bright coals, 
which are mainly dominated by bright coals. Bright coals 
have glassy lustre, stripped structure, endogenous fracture 
development, and high vulnerability. The middle 55–79 coal 
seams belong to semi-bright coals and semidark coals in 
stripped and lamellar structures. Massive structures account 
for a high proportion, and the coal seams have a large amount 
of internal dirt. Hydrogeological features contribute 34.87% 
of the explanation to the vulnerability of the water inrush 
channel. Taoshan mine has many small rivers and valleys, 
and it belongs to an aged river. After several diversion, the 
watercourse twists and turns, forming many cutoff lakes. The 
river width is 20-30 m, the water depth is approximately 4 m, 
and the maximum flooding water level is 165 m. Large and 
small gobs below the groove are superficial, and the surface 
soil is thin; thus, the water filling in the ore bed is affected 
to some extent, easily causing vulnerability of water inrush 
channel. Moreover, surface water bodies are a water filling 
factor in Taoshan Mine; they are mainly catchments during 
rainy seasons in several valleys. Surface runoffs penetrate 
underground through surface collapse pits in the gob and 
can influence water filling in coal mines. Coal seam features 
contribute 16.77% of the explanation to the vulnerability of 
the water inrush channel. Recently, Taoshan mine manage-

Table 1: Index system of the vulnerability of groundwater inrush channel in coal mines.

Level-1 indexes Level-2 indexes Units Variable No.

Coal seam features Mine ventilation system State grade X1

Relative gas emission volume m3/t X2

Coal seam stability State grade X3

Coal seam thickness m X4

Coal quality features Water content Ma% X5

Ash content Ad% X6

Volatile content Vdaf% X7

Gel layer Ymm X8

S St,d% X9

P Pd% X10

Hydrogeological features Water-resisting layer State grade X11

Water filling characteristics State grade X12

Number of coal seams State grade X13

Fault nature State grade X14
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ment agency has focused on safety management and adopted 
centralized inflow and zoned ventilation measures. The gross 
installed capacity of the major fan is 1615 kW. The total air 
inflows in the entire coal mine are 13100 m3/min, and the 
total ventilation volume is 1435 m3/min. The effective wind 
volume in the entire mine is 92%. As a result, the possibility 
of gas explosion is decreased. The level-2 weight of coal 
seam stability (X3) is 0.5329, which has occupied more than 
half of the weights of the level-1 index coal seam features. 
The reason is that the total coal seam thickness in wells is 
approximately 1470 m, which covers 65 coal seams. The 
average total thickness of the coal seam is 38 m, and the 
coal-bearing coefficient is 2.6%. The coal seam features have 
four stable coal seams and four relatively stable coal seams, 
and the remainder includes unstable coal seams.

Vulnerable Grade Evaluation Based on Fuzzy 
Mathematics

The fuzzy mathematics maximum membership principle was 
used to evaluate the vulnerability of the water inrush channel 
and obtain specific and explicit ambiguous problems. A 
comprehensive fuzzy mathematics model was constructed. In 
accordance with the index system and quota of the indexes, 
the standard eigenvalues of five levels of indexes were rec-
ognized, thereby obtaining the standard eigenvalue matrix A. 
Subsequently, fuzzy evaluation was implemented. The fuzzy 
subset was evaluated by combining the weights of AHP and 
the membership matrix. The principle of obtaining the larger 
product was used. After normalization, the maximum was se-
lected as the evaluated grade of the vulnerability of the water 
inrush channel according to the maximum fuzzy mathematics 

membership principle. According to Eqs. (1)-(4), the fuzzy 
evaluation matrix of level-1 indexes was as below. 
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fuzzy evaluation vector was [0.2134 0.2642 0.3731 0.1322 0.0171]. The results show that the five 

numbers are memberships of the vulnerability of water inrush channel to “I, II, III, IV and V”, and 

the membership to “III” is 0.3731, which is the highest. Hence, the maximum membership 

principle indicates that the vulnerability of the water inrush channel in Taoshan mine belongs to 

Grade III, indicating the moderate state of vulnerability of the water inrush channel in Taoshan 

mine. 

POLICY SUGGESTIONS 
Strengthening Geological Environmental Monitoring in Coal Mines 
Strengthening geological environmental monitoring and management in coal mines. A 

responsibility system shall be implemented for geological environmental restoration in coal mines. 

The principle that the party that explores coal mines is held responsible for the protection and the 

party that destroys the coal mines is responsible for governance shall be observed. Responsibilities 

of all links shall be implemented thoroughly, and a management mechanism and system shall be 

According to Eq. (5), the comprehensive fuzzy evaluation 
vector was [0.2134 0.2642 0.3731 0.1322 0.0171]. The 
results show that the five numbers are memberships of the 
vulnerability of water inrush channel to “I, II, III, IV and V”, 
and the membership to “III” is 0.3731, which is the highest. 
Hence, the maximum membership principle indicates that 
the vulnerability of the water inrush channel in Taoshan 
mine belongs to Grade III, indicating the moderate state of 
vulnerability of the water inrush channel in Taoshan mine.

POLICY SUGGESTIONS

Strengthening Geological Environmental Monitoring 
in Coal Mines

Strengthening geological environmental monitoring and 
management in coal mines. A responsibility system shall 
be implemented for geological environmental restoration in 
coal mines. The principle that the party that explores coal 
mines is held responsible for the protection and the party that 
destroys the coal mines is responsible for governance shall 
be observed. Responsibilities of all links shall be implement-
ed thoroughly, and a management mechanism and system 
shall be established and perfected to strengthen monitoring 
and management of all coal mines, especially those that are 

Table 2: Weights of Indexes of the vulnerability of water inrush channel.

Variable No. Name of variables Level-1 weights Level-2 weights Total weights

X1 Mine ventilation system 0.1677 0.1113 0.0187

X2 Relative gas emission volume 0.0674 0.0113

X3 Coal seam stability 0.5329 0.0894

X4 Coal seam thickness 0.2884 0.0484

X5 Water content 0.4836 0.1590 0.0769

X6 Ash content 0.1845 0.0892

X7 Volatile content 0.1983 0.0959

X8 Gel layer 0.0494 0.0239

X9 S 0.1554 0.0751

X10 P 0.2535 0.1226

X11 Water-resisting layer 0.3487 0.1399 0.0488

X12 Water filling characteristics 0.4551 0.1587

X13 Number of coal seams 0.0723 0.0252

X14 Fault nature 0.3327 0.1160
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destroyed seriously. Thus, regulations on the protection and 
governance of coal mines are developed. The monitoring 
of geological environmental restoration and governance in 
coal mines shall be strengthened. Relevant departments shall 
increase supervision and verification of mining application, 
expanding secondary mining scale and changing the mining 
mode. Mining protection and governance restoration scheme 
shall be formulated. Mining closing, mining termination, and 
land reclamation can only be implemented after acceptance 
by relevant departments.

Improving Environmental Engineering Governance of 
Coal Mines

Barren rocks at open mining edges are cleaned. Two sides 
are solidified, and the surface is greened. On one hand, 
catchwater should be constructed on top of mountains to 
stop water flow into the stope and further cause groundwater 
pollutions or trigger geological disasters. On the other hand, 
the land use scope of mining activities must be restricted. 
Land resources shall be used reasonably and standardly, and 
all random stacking phenomena shall be eradicated. Waste 
residues, which are produced in the mining process, are used 
scientifically, and resource recycling is realized. When coal 
mines are closed, waste residues can fill in the stope to prevent 
pollution from the source. The green vegetation in the mining 
area that protects some vegetation transplantation shall be 
adopted in the mining process rather than deforestation. This 
approach can prevent excessive vegetation damages, thereby 
causing great disasters. Moreover, trees and grasses shall be 
planted appropriately, the green area shall be expanded in 
the coal mine, and the vulnerable ecological problem in the 
mining area must be eliminated. After coal exploitation, a 
large-area gob can cause floor cracks, surface collapse, and 
settling. The collapse and fractures shall be filled up timely, 
and large-area settlement shall be flattened timely. 

Strengthening Technological Content of 
Environmental Protection in Coal Mines

Details are introduced as follows: (1) increasing efforts in 
research and development of deep processing of mineral re-
sources, expansion of peripheral industrial chains of mineral 
resources, and increasing mining products; (2) enriching deep 
processing technology of mineral resources and extending in-
dustrial chain; (3) adjusting mineral exploitation technology 
and introducing the automatic and scientific mineral mining 
system; (4) improving management level, decreasing num-
ber of operation posts, and attempting to realize unmanned 
mineral exploitation comprehensively; (5) promoting green 
clean mineral industrial development positively, shutting 
down mines with resource wastes and severe pollutions 
through technological reforms, optimizing management, and  

improving standards; (6) adopting comprehensive govern-
ance, controlling energy and water resources, which are col-
lected from coal mines, performing full-process monitoring 
on wastes and emissions during mining activities, increasing 
monitoring strength, and urging enterprises to reform green 
clean mineral industries; (7) promoting green clean mining 
technologies positively and applying the philosophy of green 
cleaning mining industry into mining, transportation, and 
processing of coal mines.

CONCLUSIONS

Excessive or disordered coal resource exploitation leads to 
occurrences of geological disasters in coal mines, such as 
collapse, landslide, debris flow, and surface collapse. The 
ecological environment in mining areas and surrounding 
areas are worsened and the ecosystem is degenerated due to 
vegetation damages. Water inrush in coal mines is a typical 
natural disaster, which negatively affects normal production 
and environmental protection of coal mines. Influencing 
factors of formation and project of water inrush channel in 
coal mines are analyzed. Then, 14 indexes that influence the 
vulnerability of the water inrush channel are selected. A case 
study based on data of 56# and 68# coal seams in Taoshan 
Mine, China is carried out. The vulnerability of the water 
inrush channel is estimated by AHP and fuzzy comprehen-
sive evaluation. Results demonstrate that coal quality features 
influence the vulnerability of water inrush channel mostly, 
followed by hydrogeological features and coal seam features 
successively. The vulnerability grade evaluation results of 
fuzzy mathematics suggest that the membership of “Ⅲ” is 
0.3731, indicating that the Taoshan Mine belongs to “III” 
in terms of vulnerability of the water inrush channel. This 
reflects that the vulnerability of the water inrush channel of 
Taoshan mine is in a moderate state. Finally, three govern-
ance measures of strengthening geological environmental 
monitoring, improving environmental governance, and in-
creasing technological content for environmental protection 
in coal mines are proposed. In-depth studies on enriching 
influencing factors of vulnerability of water inrush channel, 
geological environmental comprehensive evaluation, and 
recovery and governance of geological disasters in coal 
mines are required in the future. 
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ABSTRACT
Exploration was conducted in the study area of Coimbatore district by collecting 60 samples from 
the agricultural belt. The groundwater is neutral to alkaline in character with pH varying from 6.70 to 
9.02 among the mean of 7.37. Elevated electrical conductivity (EC) was observed in upstream parts 
of the study area. Water quality for irrigation is determined by several key components like electrical 
conductivity (EC), total suspended solids (TDS), residual sodium carbonate (RSC), chloro alkali Indices 
(CA I & CAII), sodium adsorption ratio (SAR), percent sodium (%Na), Kelley’s ratio (KR), magnesium 
hazard (MH),  permeability index (PI) and soluble sodium percent (SSP). In total, six samples were 
found to be with high salinity hazard. The mean value of SAR was found to be 5.24, maximum sample 
falls under C2S1 to C4S1 category as per USSL Salinity diagram. As per Piper diagram in the anionic 
regime, Cl dominates HCO3

-, CO3
2- and SO4

2-. Higher magnesium hazard in the groundwater is owing 
to the consequence of dyeing and bleaching industries. Magnesium hazard value indicates that 51 
samples out of 60 are unsuitable for irrigation. According to the study, it is revealed that groundwater in 
the study area is contaminated by both natural factors and anthropogenic activities.   

INTRODUCTION

Characteristics of water based quality are gaining 
extraordinary significance with the ascent in the number of 
sectors and for agribusiness. Sufficient measure of water is 
significant for a legitimate yield of plants, yet the quality 
of water utilized for water system should be well within 
the standards as far as possible, else it could unfavourably 
influence the plant yield. Questions have been raised with 
regards to the social and natural supportability of this escalated 
method of yield creation, i.e. the source of water for irrigation 
as groundwater (Shyamala et al. 2008). Groundwater quality 
is considered of great importance with rapid industrialization. 
Deterioration in groundwater quality has an adverse impact 
on plant growth. Soil becomes saline and the permeability 
of soil decreases if the inferior water is used continuously 
without proper drainage for irrigation purpose. The quality 
of crop and yield are affected by irrigation water quality. 
The water utilized for the water system is a crucial factor 
for improving the yield and nature of irrigated plants. The 
agricultural water quality relies basically upon the presence 
of dissolved salts and their intensity.  

Ayuba et al. (2013) carried out a preliminary survey 
by analysing the topography map of Enugur metropolis 
before sampling. The test wells are twist drill-bored and 

hand-burrowed wells with breadth extending from 0.7 to 0.9 
m in all the three settlement zones. Groundwater samples of 
42 numbers were collected from Erugur metropolis. Piper 
diagram and scatter plot for the three settlement areas were 
analysed (Ramesh et al. 2020). The study reasoned that the 
groundwater extricated from the location of low contam-
ination stacking is probably going to be more secure and 
increasingly consumable when contrasted with those of the 
other contamination types.

Basamba et al. (2013) concluded that the worsening 
of freshwater is a global problem. The demand for clean 
water is based on the increase in population growth and 
the living standard of people. Most of the study areas have 
good potable water, except a few which are contaminated 
by faecal contamination (Shyamala et al. 2019). Al-ahmadi 
(2013) studied groundwater table in western Saudi Arabia 
in which he found the water table at superficial depth ranges 
from 1.08 to 2.40 m. Samples were procured from the Wadi 
and tested in the laboratory for major cation and anion com-
position. Groundwater has been assessed for potability and 
irrigation purposes based on salinity and sodium hazard and 
total dissolved solids. Ramkumar et al. (2013) conducted 
studies to appraise the hydrogeochemical properties of water 
of Kottur block, Thiruvarur district, Tamil Nadu. Predom-

    2021pp. 793-799  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 28-03-2020
Revised:    23-04-2020
Accepted: 27-05-2020

Key Words:
Groundwater quality  
Irrigation  
Sodium adsorption ratio
SAR

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.041



794 G. Shyamala et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

inance of cations in the range for Na+ > Ca2+ > K+ > Mg2+ 
and anions Cl-> SO4

2- > HCO3
- > NO3

- was seen in the two 
seasons. From flautist trilinear outline it is seen that most 
groundwater tests are Na+ - Cl- and Ca2+ - Mg2+ - SO4

2-. It 
is obvious from the Wilcox graph that tests that tumble from 
low to high, saltiness threat is not reasonable for rural areas. 
Kelly’s proportion and magnesium proportion demonstrates 
that most examples are appropriate for water system reason. 

The pH range of groundwater diverse from 7.6 to 8.4, the 
electrical conductivity was found between 2992 and 2894 
mmho/cm at 26°C in the study area. Salifu et al. (2015) 
conducted groundwater hydrogeochemical analysis based 
on water quality for irrigation. RSC was used to discover 
the appropriateness of groundwater for water system use. 
The USSL graph result uncovers that the examples fall in 
the classification, which demonstrates high to high saltiness.

  All three seasons indicate reverse ion exchange param-
eters of calcium and magnesium with the majority of rich 
components in groundwater (Shyamala et al. 2008). Quality 
of groundwater was analysed for 23 samples with irrigation 
water quality standards Wilcox, USSL (Sappa et al. 2014). 
Groundwater quality and its appropriateness for agriculture 
and domestic activity were inspected by different physi-
co-synthetic parameters, for example, pH, total hardness, 
electrical conductivity, total dissolved solids, total hardness, 
calcium, magnesium, potassium, sodium, bicarbonate, sul-
phate and chloride (Ahamed et al. 2015). Percolation of water 
in the soil was condensed as the sodium content of the water 
reacts with the soil chemicals which are naturally present. 
The arrangement of the soil grains was also destructed and 
the physical properties get altered (Shyamala et al.2016). 
Alkali soils are formed when sodium reacts with carbonate 
and saline soil was formed when sodium reacts with chloride, 
both of the soils do not favour the growth of plants  (Srinivas 
et al. 2015). HCO3

- combines with Ca2+ and Mg2+ and the 
concentration gets elevated (Krishnasamy et al. 2020).

 High SAR in irrigation water transforms the physical 
construction of the soil particles. Soil particles are attracted 
towards sodium and adsorbed on the surface, making soil 
impervious (Mohamed et al. 2018). High EC content in the 
irrigation water reduces the ion intake capacity of plant roots 
from the soil, which results in the reduction of crop yield 
(Srinivasamoorthy et al. 2012). Even if the moisture content 
of the soil is high, the plant would not be able to absorb 
the moisture and nutrients required for growth. Salinity 
condition exists as salts get accumulated in the root zone 
of the plants if the groundwater with high TDS is used for 
irrigation continuously. In saline solution, crops are unable 
to extract water and subsequently, the yield gets reduced. Ion 
exchange between the water quality parameters is denoted 

by CAI. Positive CAI indicates that there is no exchange of 
ions between Na+ K+ and Ca2+ Mg2+. Shanmugasundharam et 
al. (2015) used the Wilcox diagram to determine the aptness 
of groundwater for irrigation purpose. He computed sodium 
Kelley ratio, adsorption ratio, magnesium hazard, percentage 
sodium permeability index and residual sodium carbonate 
(RSC) along with Wilcox diagram and USSL diagram. High 
salinity was observed in most of the location, hence ample 
drainage should be provided to improve crop yield (Shyamala 
et al. 2020, Shyamala & Jeyanthi 2017). Water quality in 
the area Godavari Upazila was analysed for agricultural ap-
plication impact due to irrigating with polluted water which 
may lead to toxicity; salinity and affect water infiltration 
rate factor analysis was performed using XLSTAT Version 
2013.6.03. The objective of  the  research is to analyse the 
groundwater quality in the  Coimbatore district and determine 
its suitability for irrigation purpose.

MATERIALS AND METHODS

Study Area

Mettupalayam, the investigation area, is situated on the foot 
slopes of Nilgiris, India. The Bhavani River situated in the 
lower regions of Nilgiris, located in the Western Ghats is the 
perpetual stream in India. Lately, numerous ventures have 
been set up at the spring limit of Bhavani River, which has the 
perennial flow of water to the individuals in the taluk. Differ-
ent sources incorporate borehole and hand-wells, and channel 
water. The selected study area is a significant exchanging 
centre and travel community for slope products. This study 
was attempted by arbitrarily gathering 60 groundwater tests 
from open wells inside Mettupalayam, India. The investiga-
tion zone and the sample areas are introduced in Fig. 1. The 
samples were gathered in plastic containers, sanitized with 
distilled water before gathering the groundwater samples.

RESULTS AND DISCUSSION

Irrigation Water Quality Parameters

The groundwater samples were analysed following standard 
methods recommended by APHA (1998). The colour and 
odour of the samples were observed physically. The pH, 
Total Dissolved Solids (TDS), Electrical Conductivity (EC) 
and temperature were analysed on-site using digital meters. 
Other parameters such as turbidity, Total Solids (TS), Total 
Suspended Solids (TSS), Total Hardness (TH), calcium 
hardness, magnesium hardness, sodium, potassium, sul-
phate, chlorides, carbonate and bicarbonates, ammonia, iron, 
chromium, and fluoride were determined in the laboratory 
by the volumetric and instrumental methods. The quality 
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of sampled groundwater was compared with BIS (2009) 
standards.  Quality of water for irrigation is determined by 
several key factors like Residual Sodium Carbonate (RSC), 
Chloro Alkali Indices (CA I & CAII), Sodium Adsorption 
Ratio (SAR), percent sodium (%Na), Kelley’s Ratio (KR), 
Magnesium Hazard (MH),  Permeability Index (PI) and 
Soluble Sodium Percent (SSP) as given in Table 1. 

Salinity Hazard

EC is an upright quantity of saltiness danger to crops as it 
reflects total dissolved solids in groundwater. Elevated EC 
shows high salt substance water. Overabundance saltiness 
will decrease the osmotic movement of plants. Ions may be 
positively or negatively charged, which are produced by 
breaking compounds that conduct electricity. The mobility 
of ions dissolved in water increases conductivity. 

Total dissolved solids can be indirectly measured from 
electrical conductivity. The limiting values for electrical con-
ductivity are provided in Table 2. Out of 60 samples tested, 

none of the samples is in the category of low or medium. 
High electrical conductivity is observed in 54 samples and 
6 samples are of very high electrical conductivity, i.e. in the 
range greater than 2250 µS/cm as shown in Fig. 2.

Version 2013.6.03. The objective of  the  research is to analyse the groundwater quality in the  Coimbatore 
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Fig. 1: The study area. 
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Irrigation Water Quality Parameters 

The groundwater samples were analysed following standard methods recommended by APHA 
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hardness, magnesium hardness, sodium, potassium, sulphate, chlorides, carbonate and bicarbonates, 
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Fig. 1: The study area.

Table 1: Minimum and maximum value of irrigation water quality  
parameters.

S.No. Variable Minimum Maximum Mean

1 SAR 1.81 9.30 5.24

2 % Na 17.088 52.52 38.76

3 RCS (meq/L) 0.134 1.32 0.425

4 KR 0.123 0.706 0.375

5 MH  36.56 77.44 57.31

6 CA I -17.64 0.47 -1.054

7 CA II -0.964 3.643 0.542

8 SSP 10.8564 41.369 25.62

9 PI 21.076 77.939 41.889

Table 2: Categorization of irrigation water quality based on EC.

S.No Limiting value category No. of samples

1. <250 (µS/cm) Low -

2. 250-750 µS/cm) Medium -

3. 750-2250 (µS/cm) High 54

4. >2250 (µS/cm) Very high 6

the category of low or medium. High electrical conductivity is observed in 54 samples and 6 samples are 

of very high electrical conductivity, i.e. in the range greater than 2250 µS/cm as shown in Fig. 2. 

 
 

Fig. 2: USSL diagram for Salinity Hazard. 

Total Dissolved Solids 

Groundwater contains a negligible quantity of suspended solid as these are filtered out by 

soil strata through mechanical straining action. The amount of dissolved solids in groundwater increases 

with the input of manmade contamination. Total dissolved solids in the study location are given in Table 

3. In 60 samples considered for analysis 58 samples are fit for agricultural usage and 2 samples are unfit 

for both potable and agricultural usage. The presence of total dissolved solids is owing to the sediments 

or the contact of water with the atmosphere or soil. 

Table 3: Categorization of irrigation water quality based on TDS. 

S.No Limiting value Category No. of samples 

1 <500 Fit  for drinking - 

2 500-1000 Unfit  for drinking 14 

3 <3000 Useful for irrigation 44 

4 >3000 Unfit for drinking and irrigation 2 

Sodium Adsorption Ratio 

The Sodium Adsorption Ratio (SAR) shows the impact of relative cation fixation on sodium 

build up in the soil; consequently, sodium adsorption proportion (SAR) is another technique for deciding 

the impact of sodium. 

Fig. 2: USSL diagram for Salinity Hazard.



796 G. Shyamala et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

Total Dissolved Solids

Groundwater contains a negligible quantity of suspended 
solid as these are filtered out by soil strata through 
mechanical straining action. The amount of dissolved 
solids in groundwater increases with the input of manmade 
contamination. Total dissolved solids in the study location 
are given in Table 3. In 60 samples considered for analysis 
58 samples are fit for agricultural usage and 2 samples are 
unfit for both potable and agricultural usage. The presence 
of total dissolved solids is owing to the sediments or the 
contact of water with the atmosphere or soil.

Sodium Adsorption Ratio

The Sodium Adsorption Ratio (SAR) shows the impact of 
relative cation fixation on sodium build up in the soil; con-
sequently, sodium adsorption proportion (SAR) is another 
technique for deciding the impact of sodium.

Suitability of groundwater for agricultural use is found 
by Sodium Adsorption Ratio. Continuous use of water with 
high SAR may cause a prolonged dent to soil.  Due to the 
formation of stable aggregates, the soil structure is affected. 
Permeability of soil is reduced and in turn, crop yield is 
decreased. Sodium adsorption ratio (SAR) is computed by 
the following formula 1. 

 

Suitability of groundwater for agricultural use is found by Sodium Adsorption Ratio. 

Continuous use of water with high SAR may cause a prolonged dent to soil.  Due to the formation of stable 

aggregates, the soil structure is affected. Permeability of soil is reduced and in turn, crop yield is 

decreased. Sodium adsorption ratio (SAR) is computed by the following formula 1.  

                                                …(1) 

If the SAR is less than 3.0 the groundwater can be used for all varieties of crops. For 

sensitive crop, the usage should be minimized if SAR value is in the range of 3-6. Categorization of 

groundwater based on SAR is given in Table 4. 

Table 4: Categorization of irrigation water quality based on SAR. 

S.No Limiting value category No. of samples 

1 0-3 No problems 45 

2 3-6 Moderate problems 15 

3 >6 Severe problems 0 

Percent Sodium 

Presence of sodium in groundwater is represented by soluble sodium or percent sodium.  

Sodium percent is classified into five types: unsuitable, doubtful, permissible, good and excellent.  Percent 

sodium is computed using equation 2. 

%Na = (𝑁𝑁𝑁𝑁+𝐾𝐾+)𝑋𝑋100
(𝐶𝐶𝑁𝑁2++𝑀𝑀𝑀𝑀2++𝑁𝑁𝑁𝑁+𝐾𝐾+)                                      …(2) 

 

 

Table 5: Categorization of irrigation water quality based on Percent sodium. 

S.No. Limiting value category No. of samples 

1 <20 Excellent  1 

2 20-40 Good 35 

3 40-60 Permissible 24 

4 60-80 Doubtful - 

5 >80 Unsuitable - 

 

  All the samples in the study location are in 60 %, hence it falls in the range of excellent to 

permissible category (Table 5). As per sodium concentration, the groundwater does not have negative 
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rization of groundwater based on SAR is given in Table 4.

Percent Sodium

Presence of sodium in groundwater is represented by solu-
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2 20-40 Good 35 
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permissible category (Table 5). As per sodium concentration, the groundwater does not have negative 

  …(2)

  All the samples in the study location are in 60 %, hence 
it falls in the range of excellent to permissible category (Ta-
ble 5). As per sodium concentration, the groundwater does 
not have negative impacts like growth retardation or yield 
reduction. Table 5 shows the categorization of agricultural 
water quality based on percent sodium.

All the 60 samples fall in the group of excellent to permis-
sible category. Wilcox diagram (Fig. 3) is used to assess the 
appropriateness of groundwater for irrigation using percent 
sodium and electric conductivity.

Residual Sodium Carbonate 

Water with a carbonate concentration larger than the calci-
um and magnesium concentration is recognized by the term 
“residual sodium carbonate”. Residual Sodium Carbonate 
(RCS) index refers to alkalinity hazard to the soil. If the so-
dium in clayey soil is higher, it causes swelling and reduces 
infiltration capacity. The potential of sodium vulnerability is 

Table 3: Categorization of irrigation water quality based on TDS.

S.No Limiting 
value

Category No. of 
samples

1 <500 Fit  for drinking -

2 500-1000 Unfit  for drinking 14

3 <3000 Useful for irrigation 44

4 >3000 Unfit for drinking and irrigation 2

Table 4: Categorization of irrigation water quality based on SAR.

S.No Limiting value category No. of samples

1 0-3 No problems 45

2 3-6 Moderate problems 15

3 >6 Severe problems 0

Table 5: Categorization of irrigation water quality based on Percent sodium.

S.No. Limiting value category No. of samples

1 <20 Excellent 1

2 20-40 Good 35

3 40-60 Permissible 24

4 60-80 Doubtful -

5 >80 Unsuitable -

impacts like growth retardation or yield reduction. Table 5 shows the categorization of agricultural water 

quality based on percent sodium. 

All the 60 samples fall in the group of excellent to permissible category. Wilcox diagram (Fig. 3) is 

used to assess the appropriateness of groundwater for irrigation using percent sodium and electric 

conductivity. 
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with a proportion of more than one are unacceptable for irrigation. Groundwater is classified based on 
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ratio falls less than 1 for all the samples which indicate that the groundwater is good for irrigation in the 
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From the analysis, MH value for the samples is in the 

range of 35.68 to 77.89. MH value should be less than 
50. Out of 60 samples, 9 samples were apt for agriculture 
as per magnesium hazard as revealed in Table 8. If the 
magnesium hazard value is greater than 50, it affects plant 
growth and becomes unsuitable for agricultural use. In most 
of the samples in the study area, i.e. in about 51 samples, 
the Magnesium Hazard value is above 50, which makes it 
unsuitable for agricultural use.

Chloro  Alkali Indices

Groundwater chemistry is influenced by the ion exchange 
process. It is an important criterion for the mass transport 
of pollutants in aquifers and soils. Cation-anion exchange 
reaction takes place between the particles. Sodium and po-
tassium ions exchange with calcium and magnesium in the 
presence of water. The CA I and CA II value may be positive 
or negative based on the reaction taking place. In the current 
study, 38 groundwater samples are with positive values 
which represents reverse ion exchange, and 22 samples of 
negative assessment indicating normal ion exchange.

Total Hardness as CaCO3

Hardness in water is brought about by the occurrence of 
divalent metallic cations like calcium, magnesium, ferrous 
iron, strontium, manganese and so on. It is relevant to take 
note that the greater part of the industrial sector in the zone, 
pre-treat water to evacuate hardness; else it blocks the work-
ing of their boilers. In the examination zone, 56 examples 
are in the class of hard to very hard (Table 9).

Soluble Sodium Percent (SSP)

Soluble Sodium Percent (SSP) for groundwater was deter-
mined using the formula 6. The groupings of Ca2+, Mg2+ and 
Na+ are articulated in milli equivalents per litre. The Solvent 
Sodium Percent (SSP) values of 50 or under 50 signify great 
quality water, and if in excess of 50, it denotes the intolerable 
water quality for irrigation (Kshetrimayum & Bajpai 2012).

Table 6: Classification of irrigation water quality based on RSC.

S.No Limiting value category No. of samples

1 <1.25 Good 58

2 1.25-2.50 Doubtful 2

3 >2.50 Unsuitable Nil

Table 7: Classification of irrigation water quality based on KR.

S.No Limiting value Category No. of samples

1 <1 Suitable 59

2 >1 Unsuitable 1

Table 8: Categorization of irrigation water quality based on MH.

S.No Limiting value Category No. of samples

1 <50 Suitable 9

2 >50 Unsuitable 51

Table 9: Categorization of irrigation water quality based on TH.

S.No Limiting value category No. of samples

1. <75 Soft 0

2. 75-150 Moderately hard 3

3. 150-300 Hard 36

4. >300 Very hard 20
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Accordingly, the permeability index is classified under 
class I, class II and class III as presented in Table 10. Class 
I and class II water samples are categorised as good. In the 
study area, 59 samples are in class I and II. Class III waters 
are non benefiting for agriculture with 25% of maximum 
permeability. 

Piper’s Trilinear Diagram

Piper Trilinear Diagram is used for depicting hydro sub-
stance attributes of groundwater. It is a standard strategy of 
anticipating hydro concoction facies, which is appropriate 
for arranging the water quality. Flautist chart created for the 
water quality is as shown in Fig. 3, and delineates likenesses 
and dissimilarities among the groundwater tests. Flautist 
outline comprises of 2 triangles, left triangle demonstrates 
cation and right triangle demonstrates anion, all the samples 
depicted in the triangle are in meq/L and jewel shape in the 

Piper Trilinear graph connotes both anion and cation field. 
All the 60 sampling stations were represented in the diagram. 
Rockworks16 software was used to create a piper trilinear 
diagram as shown in Fig. 4. 

The input for constructing this diagram is Ca2+, Mg2+, 

Na+, K+, cations and anions are HCO3
-, CO3

2-, Cl- and SO4
2-. 

The cation triangle reveals that dominating ion is magnesium 
as 92% of samples are in the Mg2+ portion, very few samples 
are under the no dominant nature and sodium nature. In 
the anionic regime, Cl dominates HCO3

-, CO3
2- and SO4

2-, 
very few samples fall in sulphate type.  The yield from the 
Piper trilinear diagram chart proposes rock water interface 
and disintegration of rocks. Raised estimation of calcium 
hardness is expected to groundwater association with rocks 
and does not have a risky impact. 

Durov Diagram

Most important ions like Ca2+, Mg2+, HCO3
-, CO3

2-, Na+, K+, 
Cl- and SO4

2- are considered for plotting Durov diagram and 
the trace elements are neglected for classification. Durov dia-
gram is capable of classifying the water quality based on ionic 
concentration in the samples and the chemical composition 
of the water is given in Fig. 5. It has two base triangles and 1 
square. All the cations and anions in the samples are projected 
as points in the triangular portion of the drawing. The plots 
in the triangular portion are transferred to the square grid.

The samples of similar ionic composition are clustered 
together. From the illustration Cl- dominated the HCO3

-, 
CO3

2-, SO4
2- in the anionic plot.  The cationic plot reveals 

that magnesium ions and calcium ions dominate the oth-
er cations. It is concluded from the plot, that the water 
quality in the study location is dominated by calcium and 
magnesium. The weathering of metamorphic rock and the 
hydrogeological framework in the study location might 
be the grounds for calcium-magnesium dominance. The 

Table 10: Categorization of irrigation water quality based on PI.

S.No Limiting value Category No. of samples

1 <25% Class I 1

2 25-75% Class II 58

3 >75 % Class III 1
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dominance of ions in groundwater is of Ca, Mg and Cl as 
per the Piper diagram.

CONCLUSION

Groundwater quality in the Coimbatore region is evaluated 
regarding groundwater system based on water quality 
parameters. The sequence of profusion of chemical 
deliberation is Na+ > Ca2+ > Mg2+ > K+ = HCO3

− > Cl− > 
NO3

- and Ca2+ > Mg2+ > Na+ > K+ = HCO3
− > Cl− > NO3

-. 
Strong acids (SO4

2-, Cl-) overwhelm week acids (HCO3
-, 

CO3
-2) in the study location. Elevated EC is limited in 

the length of upstream, and marginal in the downstream 
demonstrating the predominance of domestic, industrial and 
irrigational activities. High TH is noted in areas limited to 
the event of colouring and dying businesses. The larger part 
of groundwater tests are built up in Ca2+-HCO3

- and blended 
Ca2+-Mg2+-Cl-. Very rarely some examples are found in 
zone 2, 3, which shows groundwater sort of Na+-Cl-, Ca2+-
Na+-HCO3

- separately. The water category is Ca-Mg-Cl 
type, as it is analysed by the Piper diagram. According to 
the Wilcox graph, the greater part of the example falls in the 
passable range. In the total samples of 60 tested, 11 samples 
location SAR value is below 6. If the value is 6-9, the soil 
should be monitored and tested frequently for the increase 
of sodium. In 22 examples, SAR is more noteworthy and 9 
samples are appropriate for irrigation. Magnesium risk is 
high in the examination territory. Demonstrating filtering 
and disintegration of salts throughout rainfall infiltrates into 
the aquifer matrix. The outcome uncovers that water quality 
falls in the classification of high in saltiness and low in SAR 
according to the USSL outline.
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ABSTRACT

Renewable energy is a kind of energy that is obtained through different resources such as sunlight, 
wind energy, tides, geothermal etc. It provides clean energy that comes from natural sources which can 
be replenished continuously. The utilization of more amount of renewable energy will lower the prices 
of and demand for fossil fuels. Solar photovoltaic energy is predominantly used for many applications 
like heating, cooking and power generation. Recent inventions helped in developing vehicles that are 
driven by solar energy. In this paper, the design and development of a solar charging system for electric 
vehicles using a charge controller is discussed. Implementation of the proposed system will reduce the 
electricity cost and charging and discharging losses. Also, the proposed solar charging system will be 
one of the initiatives taken to achieve Green campus. This paper will demonstrate the system design 
and performance analysis of a solar-charged electrical vehicle system.   

INTRODUCTION

The demand for energy is increasing due to the increase in 
population and the economic conditions of many countries. 
Recent research works reported that fossil fuels have limita-
tions such as global warming, limited resources and econom-
ical issues. The energy crisis is expected in the near future 
and the utilization of renewable energy is to be explored to 
the maximum possible extent to overcome the problems that 
arise out from fossil fuels. Many researchers suggested the 
use of renewable energies considering many environmental 
aspects. Renewable energy such as solar energy can be an 
effective alternative in terms of its availability, cost-effec-
tiveness and environmental friendliness. 

ELECTRIC VEHICLE CHARGING SYSTEM

The combination of electric vehicles (EVs) and photovol-
taic generation (PV) was developed and their performance 
was studied. In the model, a linear optimization model is 
used to assess its impact on the energy system (Fattori et al. 
2014). The design criteria, setting up, control strategies and 
experimental tests applicable for a power configuration of 
DC micro-grid for rapid charging of full electric and plug-
in hybrid vehicles. The proposed charging architecture is 
derived from an analysis comparing the main characteristics 
of well-known architectures. The study of the proposed 

power conversion architecture is focused on the evaluation 
of charging/discharging power, efficiency, energy flux man-
agement and its impact on the main grid. In addition, proper 
control strategies are evaluated and implemented, allowing 
the proposed architecture to follow the required operations. 
The operation of electric vehicles using renewable energy 
systems is an environmentally friendly technology (Capasso 
et al. 2015). A smart charging station was developed for 
Plug-in Hybrid Electric Vehicles (PHEVs) based on DC link 
voltage sensing (Goli et al. 2014).

A specific combination of electric vehicles with pho-
tovoltaic systems was reported which are mainly used for 
home to work or home to education transports operated from 
a grid connected photovoltaic system. For this application, 
two strategies for the smart charging of electric scooters are 
investigated. The study also concluded that this application 
permits operation of electric scooters against fuel scooters 
with no higher costs and with less CO2 emissions (Mesentean 
et al. 2010). An electric circuit-based battery and a capacity 
fade model was developed suitable for electric vehicles (EVs) 
in vehicle-to-grid applications. A control algorithm was 
developed for the battery to compute the processed energy, 
charge or discharge rate, and state of charge limits of the 
battery. The obtained battery characteristics were in close 
agreement with the measured characteristics (Thirugnanam 
et al. 2014). 

    2021pp. 801-804  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 2  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 18-05-2020
Revised:    11-06-2020
Accepted: 13-07-2020

Key Words:
Green energy  
Renewable energy  
Solar photovoltaic  
Solar vehicle

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i02.042



802 Gnanasekaran Sasikumar and A. Sivasangari

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

A novel bi-directional battery charger for PHEV/EV 
with a photovoltaic generation system was proposed and 
the operation algorithm of the battery charger system was 
studied (Choe et al. 2010). The Charging Stations (CSS) of 
Electric Vehicles (EVs) and their coordination at the substa-
tion level were presented by Fuzzy Logic Controllers (FLCs) 
at the substation and the CS level (Singh et al. 2013). The 
design of a power-electronic-assisted On-circuit tap changer 
(OLTC) was proposed for grid voltage regulation (Chandra 
Mouli et al. 2015).

Electric vehicles require electricity for charging the 
batteries. This involves the increment of operational costs 
hence replacing this system with solar energy would nullify 
the high operational costs. So in order to convert the normal 
electric vehicles into hybrid electric vehicles, some solar 
panels and a specialised charge controller is necessary. So-
lar panels help in trapping and converting the solar energy 
into electrical energy while the charge controller regulates 
and selects the source for charging as shown in Fig. 1.

Solar charging for electrical vehicles is a basic and via-
ble application of using solar energy to achieve sustainable 
energy development. The solar charging is based on the 
utilization of solar PV panels for converting solar energy 
to DC voltage. The DC voltage can be stored in the battery 
bank by a charge controller. An inverter is employed to 
convert the DC voltage from the battery bank to 110 volt 
AC at 60 Hz frequency that is identical to the power from 
the electric outlet. This paper will address the fundamental 
concepts of designing and developing solar PV systems for 
charging electrical vehicles for an educational institute. 

COMPONENTS OF VEHICLE CHARGING SYSTEM

For successful implementation of the project, the following 

are the main components required:
 1. Electric vehicle
 2. Solar Photo-Voltaic module
 3. Charge controllers

Electric Vehicle

The following section explains the requirements of the ve-
hicle which will be charged by solar energy. The Graphical 
representation of electric vehicle is shown in Fig. 2. 

Design calculations: Power (Watts) = Weight of vehicle 
 (kg) × g(m/s^2) × max. speed (m/s) × gradient (%)

 P = 175 × 9.81 × 5.5 × 3% = 282.9 Watts

 Hence, the Motor specification selected for this electrical 
vehicle is 300 Watts, 48 V BLDC motor.

 Load current = 300 W/ 48V = 6.25 A

The vehicle is used for  2 hours/day and assuming 20% 
losses,

So,  load current per day = 2.0 × 6.25 × 1.2 = 18 AH/ day

Energy required for 300 W motor is  6.25 × 18 = 864 
W/day

 

Fig. 1: Vehicle charging system. 

Solar charging for electrical vehicles is a basic and viable application of using solar energy to 

achieve sustainable energy development. The solar charging is based on the utilization of solar 

PV panels for converting solar energy to DC voltage. The DC voltage can be stored in the 
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Fig. 2: Graphical representation of the electric vehicle. 

Design calculations: Power (Watts) = Weight of vehicle (kg)  g(m/s^2)  max. speed (m/s) 

 gradient (%) 

P = 175  9.81  5.5  3% = 282.9 Watts 

 Hence, the Motor specification selected for this electrical vehicle is 300 Watts, 48 V BLDC 

motor. 

 Load current = 300 W/ 48V = 6.25 A 

The vehicle is used for  2 hours/day and assuming 20% losses 

So,  load current per day = 2.0 6.25 1.2 = 18 AH/ day 

Energy required for 300 W motor is  6.25 18 = 864 W/day 

Therefore 48V, 18 AH /day is required for the system which can be supplied by four 12V 

batteries of 150AH. Based on the above calculations, the specifications of the electrical vehicle 

are listed in Table 1.  

Table 1: Specifications of available electric vehicle 

Parameter Rating 

No. of batteries  4 

Rating of the batteries 12V, 150AH 

Charging voltage 48V 

Fig. 2: Graphical representation of the electric vehicle.
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Therefore 48V, 18 AH /day is required for the system 
which can be supplied by four 12V batteries of 150AH. Based 
on the above calculations, the specifications of the electrical 
vehicle are listed in Table 1. 

Solar PV Module

PV modules consist of many PV cell circuits, normally in 
series, sealed in an environmentally protective laminate 
and are the fundamental building block of PV systems. The 
PV cells convert sunlight into DC current electricity. The 
specifications of solar PV panel required for the project is 
depicted in Table 2.

Charge Controller

The charge controller is used to receive and regulate the 
input voltage from PV power source and stores the energy 
by charging the battery bank. The charge controller circuit 
diagram connecting with other components such as solar 
panels and battery is shown in Fig. 3.

The complete assembly of the solar-powered vehicle 
system is shown in Fig. 4.

COST ESTIMATION FOR SOLAR CHARGING 
INSTALLATION

Cost of Solar PV panels  Rs.12000
Charge controller  : Rs.1500
Cables, clamps and other 
accessories    : Rs.1500

Generation/day   : 1.5 units/day
Generation/year   : 547.5 units/year
Charge/unit    : Rs.7.8/unit
Revenue /year   : Rs.4270/year
Payback  period   : 3.5 years

COMPARISON OF PROPOSED SOLAR AND 
EXISTING ELECTRICAL CHARGING SYSTEM 

The cost and other operating parameters related to the 
proposed solar and existing electrical charging system are 
shown in Table 3. From Table 3, it is understood that the 
proposed solar charging system is superior in terms of func-
tional and economical considerations. 

Table 1: Specifications of available electric vehicle

Parameter Rating

No. of batteries 4

Rating of the batteries 12V, 150AH

Charging voltage 48V

Area on top (in ft) 5”3(L) × 3”2(B)

Seating capacity 4+1

Motor specifications 48V, 300W, BLDC motor

Table 2: Specifications of solar PV module.

Parameter Rating

Operating Voltage 12 V

Maximum Power (Pmax) 75 W

Open Circuit Voltage (Voc) 22.72 V

Short Circuit Current (Isc) 4.32 A

Maximum Power Voltage (Vmp) 19.04 V

Maximum Power Current (Imp) 3.89 A

Maximum System Voltage 1000 V

 

Fig. 3: Charge controller circuit diagram. 

The complete assembly of the solar-powered vehicle system is shown in Fig. 4. 

 

Fig 4: Assembly of solar powered vehicle system. 
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CONCLUSION AND FUTURE SCOPE

The development of the Solar Charging system for electri-
cal vehicles project comprised of various disciplines like 
electrical, electronics, and mechanical engineering technol-
ogies. This paper attempted to provide a framework for the 
design and development of a solar charging system which 
would provide an opportunity for the students to learn the 
theoretical aspects and hands-on experience of utilizing 
solar energy. The proposed solar charging system will be 
one of the initiatives taken to achieve a Green campus. The 
design considerations and calculation for various compo-
nents are presented in detail. The economic analysis of the 
proposed system reveals that the payback period of the 
project is 3.5 years. It is clearly evident from Table 3 that 
the proposed solar-based vehicle charging system is better 
than the existing electrical charging system both in terms 
of operation and economical aspects. Researchers work on 
this project get a basic idea of the design and building of 
Solar PV systems for several useful applications such as 
electrical vehicle system.

Based on the proposed project, many new works will be 
developed to design an efficient system for further applica-
tions. The performance analysis of the solar-charged vehicle 
system will be carried out to enhance the efficiency of the 

pilot project. As a measure to reduce the carbon footprint 
to achieve energy sustainability, this project will be further 
enhanced. In addition to this solar charging system, an effort 
will be made to operate all battery-operated vehicles avail-
able on the campus to utilize solar energy by establishing 
more charging stations. This initiative will encourage energy 
sustainability on campus and inspire the various stakeholders 
such as students, faculty and staff to use public transportation 
and electric vehicles that are charged by solar energy.
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ABSTRACT
Due to the very coarse spatial resolution of the different global circulation model (GCM), we cannot 
use them in their natural form to study the various impacts of climate change. For matching this 
spatial inequality between the GCMs output (predictor) and historical precipitation data (predictands), 
we need to establish a relation between them which is known as downscaling. In the present study, 
we tried to examine the efficiency of the Artificial Neural Network (ANN) with Principal Component 
Analysis (PCA) for downscaling the rainfall for 3 districts of Andhra Pradesh of India. Firstly, for all 
the regions, the downscaling was performed by using ANN. Then seasonal and annual analysis was 
performed based on the R2 and RMSE. The results show that the ANN worked adequately based on 
the statistical parameters. The study uses the Canadian Earth System Model (CanESM2) of the IPCC 
Fifth Assessment Report, re-analysis from the National Centre for Environmental Prediction (NCEP) 
as GCM model, and observed rainfall data as the observed rainfall. The analysis was performed for 
the three RCPs scenario, RCP 2.6, 4.5 and 8.5. Finally, the ANN model is applied to downscale the 
precipitation.   

INTRODUCTION

Krishna River is one of the important rivers in AP and 
Telangana. Krishna basin is the second-largest eastward 
draining interstate river in peninsular India. It starts its 
journey near Jor village (near Mahabaleswar) in the Western 
Ghats at an elevation of about 1337 m above MSL and ends 
its journey into the Bay of Bengal near Hamsala Deevi near 
Vijayawada. The Krishna basin covers an area of nearly 8% 
of the total geographical area of the country. The Krishna 
river basin is located in the south part of Andhra Pradesh and 
Telangana. The basin spreads over parts of administrative 
limits of Mahabubnagar, Kurnool, Krishna, Nalgonda, 
Guntur, and Prakasam districts. It flows for a distance of 
305 km in Maharashtra, 483 km in Karnataka and 612 km 
in Andhra Pradesh and Telangana combined before finally 
out falling into the Bay of Bengal.

The present study area (Fig. 1) is from Nagarjuna Sagar 
dam to Hamsala Deevi passing through Krishna, Guntur, and 
parts of Prakasam districts. The climate of the river basin 
varies from humid to sub-humid and arid conditions. Most 
precipitation occurs in the southwest monsoon season (June 
to September). In other seasons all tributaries and master 
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stream are also ephemeral streams. It is necessary to study 
climate change impacts on hydrological and water resourc-
es of the study area (Krishna River sub-basin containing 3 
districts namely Krishna, Guntur and Prakasam Districts). 

If we see the historical data, we can visualize that the 
frequency of heavy rainfall events is increasing year by 
year. As per the report of the Intergovernmental Panel on 
Climate Change (IPCC) 2013-AR5, it is predicted that the 
increase in temperature from the year 1990 to 2100 will be 
approximately 1.7°C to 4.9°C (Chen et al. 2012; Crawford 
et al. 2007). The study consists of the following steps: The 
Intergovernmental Panel on Climate Change (IPCC) in their 
fifth assessment report AR5, reported that the change in 
local precipitation and temperature due to climate change 
may cause the increase of hazards like droughts and floods 
and their severity (Cardona 2012; Randall et al. 2007) 
particularly at continental and larger scales. Confidence in 
these estimates is higher for some climate variables (e.g., 
temperature. General Circulation Model (GCM) models 
are capable to predict the expected change in climatic con-
ditions for the future (Chen et al. 2012; Rajan 2014). Since 
the GCM model events are produced on a very massive grid 
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system (300 to 750 km) (Tan et al. 2017). Due to this large 
grid which is courser in nature the results obtained are not 
precise enough to be used directly to study the variation of 
different hydrological impacts at a local scale (Huang et al. 
2011). General Circulation Model (GCM) models are capable 
to predict the expected change in climatic conditions for the 
future. Since the GCM model results are created on a very 
larger grid-scale (200 to 650 km) (Shukla et al. 2016). Due to 
this large grid which is courser in nature the results obtained 
are not precisely sufficient to be applied straight to study the 
change of different hydrological influences at the local scale 
(Nourani et al. 2019; Xu et al. 2020) little information is 
available regarding the downscaling using machine learning 
methods, specifically at hydrological basin scale. To over-
come these scale parameters, we used downscaling which is 
capable to fill the rift among the local scaled climatic inputs 
and global scaled climatic parameters (Mahmood and Babel 
2014, Wilby et al. 2002, Wilby & Dawson 2015). In the 21st 
century, climate change is considered to be one of the greatest 
environmental threats to the world, and the changes in climate 
extremes are estimated to have greater negative impacts on 
human society and the natural environment than the chang-
es in mean climate. This study presents the projections of 
future changes in extreme temperature events under A2 and 
B2 SRES scenarios using the statistical downscaling model 
(SDSM). So, we can say that projection across different 
scales which is also known as downscaling is a procedure 

that relates local and regional-scale climate variables to the 
larger-scale atmospheric components. 

DOWNSCALING USING ANN MODEL

In the present study, the Artificial Neural Networks (ANNs) 
along with PCA has applied to downscale the precipitation 
in different three regions of Andhra Pradesh. In the present 
study, we have applied Feed Forward Back Propagation 
(FFBP) algorithm to develop a multi-layer perceptron 
(MLP) ANN model for downscaling of precipitation in the 
study area. The detailed process of the general downscaling 
process and the downscaling by ANN are shown in Fig. 2 
and Fig. 4 respectively. Available precipitation data is used 
for predictands and CanESM2 model is used as GCM for 
predictor (Fig.7). While a random selection of data is used 
in the ANN model, 70 % of the data is used for the model 
and the remaining 30 % is used for testing and validation of 
the model. The performance evaluation of the ANN model 
is tested by R2 and RMSE value.

The Multi-Layer Perceptron (MLP)

An artificial neural network (ANN) is a knowledge pro-
cessing method based on the different data which has a 
comparable similar function like neurons of the human brain 
(Hannan et al. 2010; Kumar et al. 2012).

MLPs are the commonly accepted and the simplest type 
of ANN model (Joshi 2016). The MLPs are used to derive 
the relationship between different input and outputs (Ghosh 
and Misra 2010; Pervez and Henebry 2014). Multi-layer 
perceptron is feed-forward networks that comprise one or 
more hidden layers as shown in Fig. 3. The MLP used in the 
present study comprised a three-layer framework consisting 
of an input layer, a hidden layer, and an output layer. The 

used as GCM for predictor (Fig.7). While a random selection of data is used in the ANN model, 
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Fig. 1: Study area with longitudes and latitudes.
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Levenberg-Marquardt (LM) algorithm (Luo et al. 2013) is 
an effective learning strategy for multilayer feed-forward 
networks (Kusunoki and Arakawa 2015; Onyutha et al. 
2016). This method is a revised variant of the classic Newton 
approach for obtaining an optimum result for any optimiza-
tion problem. This method uses an approach to the Hessian 
matrix as presented in Eq. (1).
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 …(1)

Where, x is different weights of the neural network, J 
is the performance criteria Jacobian matrix and m and e are 
learning process related parameter and residual error vector, 
respectively.

Principal Component Analysis (PCA)

Principal component analysis, also recognized as the Kar-
hunen Loeve transform, is one of the commonly accepted 
techniques for reducing dimensionality (Beaumont 2012; 
Yang et al. 2017). PCA is used to modify a set of correlated 

M-dimensional predictors (as shown in Table 1) into another 
set of N-dimensional uncorrelated vectors called principal 
components (PCs) by using a linear combination (shown in 
Table 2). While transformation it is necessarily maintained 
that maximum information captured by the original data 
set is saved in the first few dimensions of the new set as 
presented in Table 3. In the present study, PCA was done to 
decrease the dimensionality of the predictors from 26 to 7, 
which contains the 99.98% information of the original data 
as shown in Table 1. These new datasets are used as input to 
the ANN downscaling model. So, we can say that to lessen 
the input dimension to the downscaling method and to pick 
the best set of predictors that hold all basic climate data we 
used PCA i.e. in PCA, the main aim is to find a set of N 
principal components which:

 1. Is much less than the original set of M variables, 

 2. Having descriptions for nearly all of the total specimen 
variance.

MATERIALS AND METHODS

Study Area and Data Used in the Downscaling Process

The Krishna basin climate is dominated by the southwest 
monsoon, which provides most of the rainfall or precipita-
tion for the basin. Maximum flow in the river occurs during 

 
Fig. 3: The basic model of the ANN (Multi-layer Perceptron) used in the study. 

 
Principal Component Analysis (PCA) 
 

Principal component analysis, also recognized as the Karhunen Loeve transform, is one of the 

commonly accepted techniques for reducing dimensionality (Beaumont 2012; Yang et al. 2017). 

PCA is used to modify a set of correlated M-dimensional predictors (as shown in Table 1) into 

another set of N-dimensional uncorrelated vectors called principal components (PCs) by using a 

linear combination (shown in Table 2). While transformation it is necessarily maintained that 

maximum information captured by the original data set is saved in the first few dimensions of the 

new set as presented in Table 3. In the present study, PCA was done to decrease the dimensionality 

of the predictors from 26 to 7, which contains the 99.98% information of the original data as shown 

in Table 1. These new datasets are used as input to the ANN downscaling model. So, we can say 

that to lessen the input dimension to the downscaling method and to pick the best set of predictors 

that hold all basic climate data we used PCA i.e. in PCA, the main aim is to find a set of N principal 

components which: 

1) Is much less than the original set of M variables,  

2) Having descriptions for nearly all of the total specimen variance. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

GCM Prediction: 
CanESM2: 

RCP4.5 

Model 
Validation 

Predictand 
data 

(Rainfall) 

Model Calibration 

NCEP Prediction data 

Downscale Predictand 

GCM Prediction: 
CanESM2: 

RCP2.6 

GCM 
Prediction: 

(NCEP) 

Relation b/w Predictands 
and NCEP data 

Analysis and Projection 

GCM Prediction: 
CanESM2: 

RCP8.5 

Scenario 
Generation 

Fig. 3: The basic model of the ANN (Multi-layer Perceptron)  
used in the study.

 

GCM Prediction: 
CanESM2: 

RCP4.5 

Model 
Validation 

Predictand 
data 

(Rainfall) 

Model Calibration 

NCEP Prediction data 

Downscale Predictand 

GCM Prediction: 
CanESM2: 

RCP2.6 

GCM 
Prediction: 

(NCEP) 

Relation b/w Predictands 
and NCEP data 

Analysis and Projection 
of Rainfall in the future 

GCM Prediction: 
CanESM2: 

RCP8.5 

Scenario 
Generation 

Fig. 4: The flowchart of the downscaling process using GCM Predictor.



808 K.V.R. Satya Sai et al.

Vol. 20, No. 2, 2021 • Nature Environment and Pollution Technology  

the months of August-November and the low flow season 
is from April to May (at Vijayawada). The South-Central 
part of the basin is truly arid. On average, annual rainfall in 
the Krishna basin is 784 mm. The southwest monsoon sets 
in by the middle of June and withdraws by the middle of 
October. The annual rainfall received during the monsoon 
months is about 90%. Except for the monsoon months, the 
climate of the catchment remains dry. From the climatolog-
ical observations, it is seen that the mean daily maximum 
temperature in the basin varies from 27°C to 40°C and 
the mean daily minimum temperature varies from 20°C to 
27°C. The relative humidity in the basin ranges from 17 to 
92%. Mean relative humidity is high during the monsoon 
period and comparatively low during the post-monsoon pe-
riod. In summer, the weather is dry and the humidity is low. 
The catchment is influenced by south-west winds during the 

monsoon season. In the post-monsoon season, they blow 
from north-west to north. In the winter season, the winds 
blow from the north-west and south-west directions.  In the 
Krishna basin, wind speed varies from 4.0 to 21.7 kmph. 

We have used shapefiles and rainfall data for our analysis. 
Fig. 5 shows the area for which shapefiles were digitized 
from various topo sheets and mosaicked using QGIS3. 

The study area comprised of Krishna, Guntur and 
Prakasam Districts, which lies in the southern part of the 
Krishna River basin. The rainfall data is procured from Indian 
Meteorological Department, Hyderabad and http://imdpune.
gov.in/ndc_new/ stations.html. 

RAINFALL PATTERN

Theissen Polygons method: This method is applied to 
calculate average precipitation in different villages of the 
district. 

The working principle of the Thiessen Polygon method 
is explained in Eq. (2) and shown in Fig. 6.
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Where Pavg is the areal average precipitation over the watershed, Ai is the area of polygon i and Pi 

is the precipitation for polygon i. The integer n is the number of polygons and gauges.  
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Where Pavg is the areal average precipitation over the 
watershed, Ai is the area of polygon i and Pi is the precipita-
tion for polygon i. The integer n is the number of polygons 
and gauges. 

Table 1: The score of different predictors after PC.

PCs Score Total Summation of first 7 PCs

PC1 89.99004 89.99004

PC2 09.56467 99.35471

PC3 0.352653 99.80737

PC4 0.035374 99.74274

PC5 0.022946 99.97569

PC6 0.013162 99.96585

PC7 0.006646 99.98555

PC8 0.003629 99.98913

PC9 0.002732 99.99186

PC10 0.001984 99.99384

PC11 0.001901 99.99574

PC12 0.001244 99.99699

PC13 0.001054 99.99804

PC14 0.000668 99.99871

PC15 0.000487 99.99919

PC16 0.000318 99.99951

PC17 0.000190 99.99971

PC18 0.000137 99.99984

PC19 8.43E-05 99.99992

PC20 6.74E-05 99.99999

PC21 7.79E-06 100.0000

PC22 1.12E-11 100.0000

PC23 2.48E-13 100.0000

PC24 1.56E-13 100.0000

PC25 1.15E-13 100.0000

PC26 5.83E-14 100.0000

PC8 0.003629 99.98913 
PC9 0.002732 99.99186 

PC10 0.001984 99.99384 
PC11 0.001901 99.99574 
PC12 0.001244 99.99699 
PC13 0.001054 99.99804 
PC14 0.000668 99.99871 
PC15 0.000487 99.99919 
PC16 0.000318 99.99951 
PC17 0.000190 99.99971 
PC18 0.000137 99.99984 
PC19 8.43E-05 99.99992 
PC20 6.74E-05 99.99999 
PC21 7.79E-06 100.0000 
PC22 1.12E-11 100.0000 
PC23 2.48E-13 100.0000 
PC24 1.56E-13 100.0000 
PC25 1.15E-13 100.0000 
PC26 5.83E-14 100.0000 
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shapefiles were digitized from various topo sheets and mosaicked using QGIS3.  
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Table 2: Correlation between 9 predictors before PCA.

PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9

PC1 1 0.527673 0.255703 0.672074 0.685847 0.188658 0.797942 0.665339 0.673378

PC2 0.527673 1 0.696146 0.885125 0.479155 0.014698 0.487015 0.930171 0.850616

PC3 0.255703 0.696146 1 0.665569 0.242076 0.123365 0.217838 0.673246 0.722237

PC4 0.672074 0.885125 0.665569 1 0.552003 0.02717 0.578878 0.907174 0.859587

PC5 0.685847 0.479155 0.242076 0.552003 1 0.137442 0.867429 0.604516 0.640432

PC6 0.188658 0.014698 0.123365 0.02717 0.137442 1 0.182404 0.024236 0.006538

PC7 0.797942 0.487015 0.217838 0.578878 0.867429 0.182404 1 0.640683 0.669715

PC8 0.665339 0.930171 0.673246 0.907174 0.604516 0.024236 0.640683 1 0.960464

PC9 0.673378 0.850616 0.722237 0.859587 0.640432 0.006538 0.669715 0.960464 1

Table 3: Correlation between 9 predictors after PCA.

PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9

PC1 1 8.44E-34 3.73E-31 4.75E-33 3.33E-32 5.10E-34 2.12E-34 6.80E-33 1.38E-33

PC2 8.44E-34 1 8.16E-32 4.96E-35 2.08E-32 1.50E-31 5.75E-32 1.71E-32 4.86E-33

PC3 3.73E-31 8.16E-32 1 1.62E-32 1.33E-31 5.61E-32 1.37E-33 6.20E-33 8.34E-34

PC4 4.75E-33 4.96E-35 1.62E-32 1 1.57E-31 4.26E-33 5.04E-33 1.56E-33 3.21E-32

PC5 3.33E-32 2.08E-32 1.33E-31 1.57E-31 1 4.87E-31 1.31E-31 5.69E-33 3.46E-32

PC6 5.10E-34 1.50E-31 5.61E-32 4.26E-33 4.87E-31 1 7.50E-34 1.78E-32 1.51E-32

PC7 2.12E-34 5.75E-32 1.37E-33 5.04E-33 1.31E-31 7.50E-34 1 2.08E-33 2.79E-32

PC8 6.80E-33 1.71E-32 6.20E-33 1.56E-33 5.69E-33 1.78E-32 2.08E-33 1 5.96E-32

PC9 1.38E-33 4.86E-33 8.34E-34 3.21E-32 3.46E-32 1.51E-32 2.79E-32 5.96E-32 1

Table 4: List of 26 NCEP/GCM predictors.

S.No. Predictors (Atmospheric Variables) Origin (i.e. NCEP or GCM) Time Window

1. Mean Sea Level Pressure CanESM2 1961-1990
(baseline climate)  
2000-2099

2. 1000hPa Wind Speed 

3. 1000hPa Zonal Velocity 

4. 1000hPa Meridional Velocity 

5. 1000hPa Vorticity 

6. 1000hPa Wind Direction 

7. 1000hPa Divergence 

8. 500hPa Wind Speed 

9. 500hPa Zonal Velocity 

10. 500hPa Meridional Velocity 

11. 500hPa Vorticity

12. 500hPa Geopotential 

13. 500hPa Wind Direction 

14. 500hPa Divergence 

15. 850hPa Wind Speed 

16. 850hPa Zonal Velocity 

17. 850hPa Meridional Velocity 

18. 850hPa Vorticity 

19. 850hPa Geopotential 

20. 850hPa Wind Direction 

21. 850hPa Divergence 

22. Specific Humidity at 500hPa 

23. Specific Humidity at 850hPa 

24. Specific Near Surface Humidity 

25. Mean Temperature at 2m 

26. Total Precipitation 
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Climate Change Downscaling

Downscaling, or projection across different scales, is a 
procedure that links local and regional-scale climate variables 
to the larger scale atmospheric components (Zhang et al. 
2016).

Downscaling joins the gap between large and local scale 
climatic data. The interpretation across scales is based on the 
assumption that similar atmospheric models produce similar 
climatic conditions. Now the basic question is that why we 
need downscaling?  

In a better way, we can answer this question that: GCM 
(General Circulation Models) outputs are of insufficient 
spatial and temporal resolution, causing an insufficient rep-
resentation of orography and land surface characteristics, 
when interoperated may cause lack of some of the features 
which may have important impacts on the local climate. To 
overcome these faults, we have to find a way which fulfils 
the gap by connecting the information that the climate 
modeling society can currently provide and that needed by 
different researchers. To overcome this scale mismatch two 
approaches have been suggested:

 1. Develop finer resolution regional climate models that 
are driven by boundary conditions simulated by global 
GCMs at coarser scales i.e. RCMs. But they are com-
putationally costly and time taking (Feyissa et al. 2018; 
Zhang et al. 2016) which have been shown to benefit 
water resources management and prediction, especial-
ly at the basin scale. In this study, the Soil and Water 
Assessment Tool (SWAT).

 2. Derive statistical models from the observed relationship 

between the large-scale atmospheric fields and local 
variables and that is achieved by Statistical Downscaling 
(Chen et al. 2012).

Selection of GCM Model

Global Climate Change Model: CanESM2 Predictors: 
CMIP5 Experiments: The second generation Canadian Earth 
System Model (CanESM2): 

CanESM2 is the fourth generation coupled global climate 
model developed by the Canadian Centre for Climate Mod-
elling and Analysis (CCCma) of Environment and Climate 
Change Canada. CanESM2 represents the Canadian contri-
bution to the IPCC Fifth Assessment Report (AR5). This 
CanESM2 model is a combination of CanCM4 model and 
the Canadian Terrestrial Ecosystem Model (CTEM), which 
based on the terrestrial carbon cycle (Feyissa et al. 2018)
which helps us to determine consequences earlier and prepare 
for necessary adaptation measures. However, it is difficult 
to apply the raw data of GCMs at a local scale, such as the 
urban scale, without downscaling due to coarse resolution. 
This study, therefore, statistically downscaled daily maxi-
mum temperature, minimum temperature, and precipitation 
in 30-year intervals from the second generation of the Earth 
System Model (CanESM2). The CTEM model explains the 
land-atmosphere carbon transaction phenomena. CanESM2 
consists of three Scenarios: RCP2.6, RCP4.5, and RCP8.5. 
The Representative Concentration Pathways (RCPs) are four 
greenhouse gas concentration (not emissions) trajectories 
selected by the IPCC for its Fifth Assessment Report (AR5) 
(Kim et al. 2016; Zhang et al. 2016) several downscaling 
methods have been developed. These methods predominant-
ly focus on a single meteorological series at specific sites. 
Spatial and temporal correlation of the precipitation and 
temperature fields is important for hydrologic applications. 
This research uses a nearest neighbor-genetic algorithm 
(NN-GA). The four RCPs, RCP2.6, RCP4.5, RCP6.0, and 
RCP8.5, are described after a reasonable range of radiative 
forcing values projected in the year 2100. The different 
RCP Scenarios studied in this study is RCP2.6, RCP4.5, and 
RCP8.5. RCPs represent a broad area of possible problems 
related to Climate Change like the effect of greenhouse gases, 
air pollutants, and their emissions, and different land-use 
scenario. RCP8.5 considers the highest and RCP2.6 consid-
ers the lowest scenarios of greenhouse gases that have been 
recently reviewed by the study based on climatic research.

Structure of Predictor/Large Scale Dataset Files

A series of the graded daily value of long-term datasets are 
extracted into a single column text file per grid cell (box). 
This grid is uniform along the longitude with a horizontal 

 
Fig. 6: Theissen Polygons method. 
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resolution of 2.8125° and nearly uniform along the latitude of 
roughly 2.8125°, which is available at the Canadian Climate 
service centre site. The predictors correlated with each grid 
cell are designed by the identical folder named BOX_iiiX_jjY, 
where iii represents longitudinal and jj represents the latitu-
dinal index. The predictors organized this way can be used 
as input in statistical downscaling models.

Selection and Screening of Predictor Variables for 
Downscaling Process in Case of Precipitation

Choosing a predictor is a major measure in the downscaling 
method since finally, it reflects the main output i.e. nature of 
the generated scenarios. In the SDSM, it is a cyclic process 
that lasts until we get the optimized objective function (Chu 
et al. 2010; Mahmood and Babel 2014) evaporation, and 
precipitation in Haihe River basin, China. The data used for 
evaluation were large-scale atmospheric data encompassing 
daily NCEP/NCAR reanalysis data and the daily mean cli-
mate model results for scenarios A2 and B2 of the HadCM3 
model. Selected as climate variables for downscaling were 
measured daily mean air temperature, pan evaporation, and 
precipitation data (1961-2000). The selection of large-scale 
predictors is a two-step process: firstly, we performed a cor-
relation analysis between the NCEP reanalysis historical data 
with the past precipitation data to screen all the 26 predictor 
variables (NCEP Re-Analysis) for predictand data. Then 
the predictors having the highest correlation are selected 
for further processing. The metrological stations used for 
downscaling is listed in Table 5.

ANN performs two ways of model calibration based on 
the characteristics of climate data. They are known as con-
ditional and unconditional methods. A conditional process 
is established for the precipitation and evaporation data 
analysis as they are based on the local scale predictors i.e. 
it is assumed that there is an indirect connection between 
the data and predictors. In case of an unconditional process, 
which is used for downscaling of temperature data with 
considering that there is a direct link to the predictor’s i.e. 
large-scale datasets. During the calibration process, the 
NCEP-Re-analysis data set is used in accordance with the 
specified year period for each predictand (as shown in Table 
6). The historical data of predictands in this study i.e., pre-
cipitation, are divided into two segments: the first segment 
is used for calibration of the model and the second part of 
the dataset is used for validation as an independent dataset. 

Model Calibration and Validation

In ANN there are two ways to optimize the model output, 
one is Ordinary Least Square (OLS) method and the other 
one is Dual Simplex (DS). In the present study, OLS is used 

because it is faster than DS (Chu et al. 2010; Wilby and 
Dawson 2015). The Root Mean Square Error (RMSE) and 
Coefficients of Correlation (R2) were used to compare the 
performance of historical and simulated data of the model 
during the calibration and validation period. The model was 
calibrated for the period from 1961-1995 is used as the base 
period and simulate the daily rainfall for the period of 1996-
2005 with the help of NCEP and CanESM2 predictors which 
is used for the validation of the model. The description of R2 
and RMSE of rainfall data are given in Table 7.

WORKING OF ANN MODEL

Data Used in the ANN Model

The rainfall data obtained from IMD are shown in Fig.8 (a-c) 
for all the three districts of Andhra Pradesh. In case of any 
missing rainfall data in IMD database, the linear interpolation 
method is used to find the missing data. As discussed earlier 
that PCA is applied to select the predictor to train the ANN 
model. The first seven principal components i.e. predictors 
are used in the analysis which covers the 99.77% of the pre-
dictor data property. In the ANN model the selection of data 
is random and 70% of data is used for training purpose and 
the remaining 30% is used for testing and validation. Mul-
ti-layer perceptron is feed-forward networks that are based 
on the Levenberg-Marquardt (LM) algorithm that has been 

 
Fig. 7: Rain gauge stations (Black Triangles) and GCM Points (Round Points) in the study area.  
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used in the ANN model. A total of twelve hidden layers are 
used in the model along with the six inputs as shown in Fig. 3. 
The nine hidden layer combination give the best Correlation 
Coefficient in comparison with the other combination when we 
are using more or less than nine hidden layers. In this study, 
three statistical indicators were used to measure the efficiency 
of the artificial neural network models developed. The assess-
ment indicators include coefficient determination (R2), Nash 
Coefficient (E) and Root Mean Square Error (RMSE), as the 
same is used in the evaluation of the SDSM model.

(a) Root Mean Square Error (RMSE)

The Root Mean Square Deviation (RMSD) or Root Mean 
Square Error (RMSE) is commonly used to measure the 
deviations between sample or population values predicted 
by a model and the observed values (Xiao et al. 2015).
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The Root Mean Square Deviation (RMSD) or Root Mean Square Error (RMSE) is commonly used 
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Where Xobs is observed values and Xmodel is modelled 
values at time/place i.

(b) Coefficient of Determination (R2)

The coefficient of Determination (R2): Shows the intensity 

and control of a linear relationship between two variables 
(Kazmi et al. 2014). The correlation is +1 in the case of a 
perfect increasing linear relationship, and -1 in the case of a 
decreasing linear relationship.
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Where, Oi  and Pi is observed and simulated value, n is 
the total number of test data 
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Error (RMSE), as the same is used in the evaluation of the SDSM model. 
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Table 5: Metrological stations used for downscaling.

Station Name Longitude  
(degrees)

Latitude  
(degrees)

Period (year)

Krishna 80.7214 E 16.6100 N 1961-2012

Guntur 80.0088 E 16.3906 N 1961-2012

Prakasam 79.5603 E 15.3485 N 1961-2012

Table 6: Data used for calibration and validation of ANN.

Station Name Longitude (degree) Latitude (degree) Data available Period (year) Calibration Period Validation Period

Krishna 80.7214 E 16.6100 N 1961-2012 1961-1995 1996-2005

Guntur 80.0088 E 16.3906 N 1961-2012 1961-1995 1996-2005

Prakasam 79.5603 E 15.3485 N 1961-2012 1961-1995 1996-2005

Table 7: R2 and RMSE value during calibration and validation of the model.

Station Name Calibration Validation

R2 RMSE Nash Coefficient, E R2 RMSE Nash Coefficient, E

Krishna 0.82 3.88 0.80 0.83 3.31 the 0.82

Guntur 0.77 3.29 0.78 0.69 3.34 0.81

Prakasam 0.81 2.91 0.71 0.86 1.99 0.70

Table 8: The parameters selected for the ANN downscaling model.

ANN Network Type Parameters Name

MLP 
(Multi-Layer Perceptron: 
feed-forward networks)

Number of layers: 03

Neurons:

Inputs: 05

Hidden: 12

Output: 01

Number of iteration: Sigmoid Losing linear

Activation function: Logsig linear

Activation function in output layer: Levenberg-Marquardt
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Where Xobs is observed values and Xmodel is modelled 
values at time/place i. Nash-Sutcliffe efficiencies can range 
from -∞ to 1. An efficiency of 1 (E = 1) corresponds to a 
perfect match between model and observations.

Sensitivity Analysis shows that the ANN model 
combined with PCA for the selection of predictors is more 
suitable than the SDSM model as shown in Table 4 and  
Table 8. Now for the Scenario Analysis for the three RCPs 
2.6, 4.5 and 8.5, the ANN model is used.

Scenario Analysis

In the present study, for predicting the effect of Climate 
Change on precipitation trends CanESM2 GCM scenario, 
i.e. RCP2.6, RCP4.5, and RCP8.5 is used. The period 
from 1961-2000 is selected as the base period to visualize 
the changing pattern of rainfall. The selection of the base 
period is based on the literature review available and these 
40 years of data is sufficient to assess the transformation 
in climate. So, the prediction of future rainfall is based on 

Table 9: Projected future changes of mean precipitation in the 3 districts of Andhra Pradesh.

Scenario
Variable

RCP2.6 RCP4.5 RCP8.5

2020s 2050s 2080s 2100s 2020s 2050s 2080s 2100s 2020s 2050s 2080s 2100s

Guntur
(ΔP/P (%))

-1.69 -0.33 4.73 5.25 1.02 -1.78 7.07 8.59 5.82 5.38 9.27 19.51

Krishna
(ΔP/P (%))

-0.22 1.25 -1.89 4.66 1.30 4.81 6.13 8.09 8.00 11.39 12.53 18.50

Prakasam
(ΔP/P (%))

-1.08 2.70 1.53 5.05 1.05 2.80 5.17 10.7 4.32 9.18 10.85 15.99

Prakasam 0.81 2.91 0.71 0.86 1.99 0.70 
 

Table 8: The parameters selected for the ANN downscaling model. 
ANN Network Type Parameters Name 

MLP  

(Multi-Layer Perceptron:  

feed-forward networks) 

Number of layers: 03 
Neurons:  

Inputs: 05 
Hidden: 12 
Output: 01 

Number of iteration: Sigmoid Losing linear 
Activation function: Logsig linear 

Activation function in output layer: Levenberg-Marquardt 
 

Table 9: Projected future changes of mean precipitation in the 3 districts of Andhra Pradesh. 

 
(a) Krishna District Rainfall Pattern 
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Krishna District Rainfall Pattern from 1998-2017
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Guntur District Rainfall Pattern from 1998-2017

Scenario 
Variable 

RCP2.6 RCP4.5 RCP8.5 
2020s 2050s 2080s 2100s 2020s 2050s 2080s 2100s 2020s 2050s 2080s 2100s 

Guntur 
(ΔP/P (%)) -1.69 -0.33 4.73 5.25 1.02 -1.78 7.07 8.59 5.82 5.38 9.27 19.51 

Krishna 
(ΔP/P (%)) -0.22 1.25 -1.89 4.66 1.30 4.81 6.13 8.09 8.00 11.39 12.53 18.50 

Prakasam 
(ΔP/P (%)) -1.08 2.70 1.53 5.05 1.05 2.80 5.17 10.7 4.32 9.18 10.85 15.99 

    
 
 
 
 

        

(b) Guntur District Rainfall Pattern 

 
(c) Prakasam District Rainfall Pattern 

Fig. 8(a-c): Mean monthly rainfall from three districts of Andhra Pradesh. 
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Prakasam District Rainfall Pattern from 1998-2017
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the comparison of these two-time extents i.e., 1961-2000 
and 2005-2100.

After calibration and validation of the ANN model, the 
model is used to downscale the large scale predictor variables 
derived from the RCP2.6, RCP4.5, and RCP8.5 scenarios 
of CanESM2, with daily precipitation simulated for the 
following periods: historical (1961-2000), the 2020s (2005-
2021), 2050s (2022-2051), 2080s (2052-2080) and 2100s 
(2081-2100). As mentioned above, the historical simulation 
(1961-2000) acts as a reference for future projection and 
changes. Predicted changes in annual mean precipitation 
during future periods (the 2020s, 2050s, 2080s, and 2100s) 
in the three districts namely Guntur, Krishna, Prakasam of 
Andhra Pradesh are shown in Table 9, which shows a mixed 
pattern of positive or negative changes, with different trends 
in the 2020s and 2050s, and steady with the increases in the 
2080s and 2100s. The trend shows that the overall amount of 
rainfall will increase significantly in this region of all areas 
from 2081 to 2100 as compared to the base period due to 
climate change. While there is a mixed trend in rainfall, under 
CanESM2 scenarios of RCP2.6 and RCP4.5, the fluctuation 
in rainfall is slightly different for two scenarios i.e. RCP2.6 

and RCP4.5 as compared to the emission scenario of RCP8.5. 
In RCP2.6, up to 2080s sometimes the rainfall is increasing 
and in some decades it goes down. In RCP4.5, the trend is 
slightly higher than the base period for the 2020s and 2050s 
and in 2080s and 2100 it increases abruptly. 

The approximate predicted change up to the 21st century 
will be 19.51%, 18.50%, and 15.99% for Guntur, Krishna 
and Prakasam basin respectively under the scenarios of 
RCP8.5 (Table 9) and PBIAS under different scenarios is 
as shown in Fig. 9.

 The ANN model calibration and validation results are 
shown in Fig. 10(a-i).

CONCLUSIONS

The present study attempted to forecast the rainfall pattern in 
three different basins of Andhra Pradesh. The present study 
tried to investigate the use of the ANN model as a tool for 
downscaling monthly precipitation for application in Climate 
Change studies. Firstly, three basins are chosen to perform 
the downscaling analysis using ANN model. The selection of 
predictors is based on the PCA was performed for the ANN 

(b) Guntur District Rainfall Pattern 

 
(c) Prakasam District Rainfall Pattern 

Fig. 8(a-c): Mean monthly rainfall from three districts of Andhra Pradesh. 
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Fig.10(a): Scatterplot b/w observed and ANN predicted precipitation during validation (Krishna District). 

 
Fig.10(b): Scatterplot b/w observed and ANN predicted precipitation during validation (Krishna District). 

 
Fig. 10(c): Plot between ANN and actual precipitation (Krishna District). 
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Fig.10(a): Scatterplot b/w observed and ANN predicted precipitation during Validation (Krishna District).
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Fig.10(b): Scatterplot b/w observed and ANN predicted precipitation during Validation (Krishna District).
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Fig.10(i): Plot b/w ANN and Actual Precipitation (Prakasam district).

model. After the calibration and validation of both the model, 
the sensitivity analysis was performed using R2, RMSE, and 
E value and also by plotting the observed versus simulated 
scatter plots for both. The analysis shows that the ANN is 

performed well in these three different basins of Andhra 
Pradesh. The Scenario Analysis was performed for all the 
regions using the ANN model under three different RCPs 
2.6, 4.5 and 8.5 to visualize the impact of Climate Change 
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in the regions. The purpose behind finding out the projected 
change in precipitation in different regions of the state is to 
see the impact of Climate Change on Vulnerability. In this 
study, the historical data of three stations was used from the 
period of 1961-2000. The result of ANN model predicted 
that rainfall will be increased under the entire RCP scenario 
especially in the case of RCP8.5. In RCP2.6, there is little 
fall of rainfall in the 2020s and 2050s. The seasonal rainfall 
varies from one station to another, especially during the 
monsoon season where there will be very high rain, especially 
in RCP8.5 scenarios. 

In all the scenarios, it can be visualized that the change 
in the rainfall is considerable after the 2050s. The changes 
in rainfall up to 2050s are not notable. However, in 2080, 
and 2100, the predictions are alarming in nature. The Sea-
sonal Analysis of rainfall data also shows the shifting of 
the monsoon trend up to September especially in the case 
of RCP8.5, besides, the supposed rise of rainfall due to 
global climate change. Finally, the conclusions (findings) 
are summarized as:

 1. The approximate predicted change up to the 21st century 
will be 19.51%, 18.50% and 15.99% for Guntur, Krishna 
and Prakasam basin respectively under the scenarios of 
RCP8.5.

 2. The approximate predicted change up to the 21st century 
will be 8.59%, 8.09% and 10.70% for Guntur, Krishna 
and Prakasam basin respectively under the scenarios of 
RCP4.5.

 3. In RCP2.6 scenario, there is little fall of rainfall in the 
years 2020s and 2050s and in RCP4.5 Scenario, there 
will be little rainfall in the year 2020.

 4. In RCP8.5 scenario, there will be high rainfall in the 
years 2080 and 2100, and rainfall is highest in Guntur 
district, second highest Krishna district.

 5. As per RCP8.5, the rainfall in Guntur districts in the 
year 2100 is nearly double that in the year 2080. The 
rainfall in Krishna and Prakasam districts in the year 
2100 is nearly 1.5 times that in the year 2080.

Hence, based on the conclusions of this research it is 
suggested that we should develop better mitigation meas-
ures to counter such heavy rainfall trends in the future. The 
policymakers and the local governments should focus on the 
better planning of water management in the state especially 
for water storage capacity and harmless drainage system.
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ABSTRACT
With the development of cities, urban rail transit has entered into a stage of rapid construction and 
development, but the environmental pollution caused by rail transit construction cannot be ignored. 
To evaluate the environmental pollution of urban rail transit construction, an evaluation system for 
the environmental pollution induced by urban rail transit construction was established by using the 
literature survey method and the entropy weight method. The evaluation index system involved three 
first-level indicators of the physical environment, natural environment and social environment, and 11 
second-level indicators. The impact of XA-XDM project construction on urban environmental pollution 
in Wuhan, China was evaluated by using the evaluation system. Results show that the evaluation score 
of XA-XDM project is 76.5, which means that the XA-XDM project construction has a strong impact on 
environmental pollution. It should be paid to the prevention, control and monitoring of various pollution 
indicators, reducing environmental pollution, and realizing green construction.   

INTRODUCTION

Urban rail transit is the main transportation mode currently 
promoted, and its construction will inevitably pass through 
transportation hubs such as urban arterial roads, prosperous 
business districts and densely populated areas. However, 
the construction of urban rail transit projects needs a long 
period and is on large scale. Construction in existing trans-
portation hub areas unavoidably faces difficulties such as a 
harsh construction environment and narrow working space. 
Meanwhile, the construction process inevitably creates a 
great deal of pollution to the existing urban environment 
(Wang 2019). Relevant studies reveal that the environmental 
pollution caused by urban construction has become more 
and more serious (Wang et al. 2015, Wang et al. 2015). For 
example, the frequent urban smog pollution in recent years 
has mainly occurred in major cities. Contrarily, such pol-
lution in small cities is relatively light. The main pollution 
source generates from the construction of urban buildings 
and the continuous expansion of the scale of municipal public 
construction. These constructions have caused dust, exhaust 
gas in the air, noise pollution and vegetation destruction, 
increasing pollution sources and exceeding the city’s eco-
logical self-purification ability (Xue et al. 2017). Data show 
that there were more than 500,000 complaints about envi-
ronmental pollution in China in 2018, accounting for 35.3% 
of the total complaints, while the number of noise pollution 

cases caused by construction reached 46.1%, which is the 
largest proportion (Ministry of Environmental Protection of 
the People’s Republic of China 2018).

Due to the complex construction environments, the 
environmental pollution caused by urban rail construction 
is difficult to be evaluated. Therefore, how to evaluate 
the pollution degree of construction to the environment 
is important to control the construction process, and then 
adopting targeted measures to reduce environmental 
pollution and improving the urban environment. It is of 
great significance to realize the green construction of 
urban rail transit and the sustainable development of urban 
construction.

EARLIER STUDIES

As the country attaches importance to environmental 
protection, people’s awareness of urban environmental 
protection has been continuously improved. The pollution of 
the urban environment caused by construction has attracted 
widespread attention from all walks of life. Requirements 
and guidance on environmental aspects of rail transit 
construction have been made by “Notice on Doing a Good 
Job in Environmental Impact Assessment of Urban Rail 
Transit Projects (2014)” and “Technical Specification for 
Environmental Vibration and Noise Control Engineering of 
Urban Rail Transit (HJ2055-2018)” issued by the Ministry 
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of Environmental Protection and the Ministry of Ecology 
and Environment, respectively. 

Concerning the research on air pollution caused by urban 
rail transit construction, Huang et al. (2007) compared and 
analyzed the environmental pollution caused by construction 
in different construction stages. The results showed that exca-
vation and construction can cause more environmental pollu-
tion than other stages. Li et al. (2014) used point monitoring 
TSP to achieve the monitoring of work areas, construction 
sheds and roadsides, and found that the earth and stone cause 
the most serious dust pollution to the environment. Hala et 
al. (2015) applied the dust concentration prediction model 
(FDM) to monitor the fugitive dust and particulate matter on 
the construction site in Doha, Qatar, and the results showed 
that the FDM simulation can determine the characteristics 
of fugitive dust pollution.

Regarding the research on noise pollution caused 
by urban rail transit construction, Bowlby studied the 
construction noise of high-speed rail construction projects, 
abstracting the noise source into points, lines, and surfaces, 
and considering the attenuation and propagation of noise 
by sound insulation panels (Haron et al. 2009). Based on 
the above conditions, a noise simulation model was finally 
established. Wang et al. (2018) analyzed environmental noise 
monitoring and evaluation methods in China, Japan, the 
European Union and the United States. Liu (2005) monitored 
the noise at the boundary of the construction project, and the 
results showed that the noise pollution to the surrounding 
environment during the piling stage was serious, which even 
affects the health of surrounding residents. Zhang (2013) 
used noise simulation software to analyze the impact of 
loaders, rammers, and vibration-impact ramming on the noise 
pollution and pointed out the largest noise source.

Considering the land subsidence caused by urban rail 
transit construction, Yang et al. (2013) used the finite 
element software MIDAS to simulate the track excavation 
project in the Wuhan rail transit project. The influence of 
track excavation on the ground settlement was studied. 
Meng et al. (2016) used the finite element software ANSYS 
to analyze the effect of track excavation on the impact of 
ground subsidence in the Qingdao rail transit project. Zhang 
(2021) analyzed the construction of Hefei Rail Transit Line 
6 and Line 8 and found that the installation of urban rail 
transit has a non-negligible impact on ground settlement and 
surrounding buildings.

Studies on the vibration pollution caused by urban rail 
transit construction indicate that noise and vibration are 
mainly caused by the driving process of rail vehicles such as 
trains, subways, and light rails. They result from the collision 
between the wheels and the track and the mutual transmission 

of the power unit of the locomotive. Long-term noise inter-
ference can cause headache, dizziness, tinnitus, irritability, 
irritability, insomnia, neurasthenia, etc. (Yang 2011). Contin-
uous vibrations cause the human brain to reduce the level of 
arousal, distracted, and have difficulty in spatial orientation, 
damaging mental function. Hu (2020) took the construction 
of the Chongqing subway as the main research object and 
conducted effective investigations on the vibration pollution 
caused by it with different prevention methods to provide a 
reference for environmental governance.

The pollution of land subsidence, air pollution, vibration 
pollution and urban landscape caused by urban rail transit 
construction has become an urgent problem to be solved in 
the process of urban civilization construction. This is not 
only related to the daily life of citizens but also concerned 
the image of the city. This is the core issue of this study.

MATERIALS AND METHODS

Environmental Pollution Evaluation Index System 

With the demand for transportation in urban development, 
more and more long-term requirements have been put forward 
for the planning and design of urban rail transit, such as long 
routes, multiple lines, and large intersections. The develop-
ment of rails needs to not only meet the transportation require-
ment of the city centre, but also consider the development 
of the suburbs, and even take into account the development 
of surrounding satellite cities. The construction methods for 
urban rail transit are different in various construction sites. 
Underground construction is mostly used in urban centres, 
while ground construction is mainly employed in suburban 
areas. Different construction methods cause different pollution 
to the surrounding environment. Xue et al. (2018) analyzed 
the pollution to the ecological and natural environment caused 
by rail transit construction. It showed that construction and 
excavation damage surrounding vegetation, muck transfer 
generates dust, and foundation pit construction causes soil 
settlement and other pollution. Zhu (2018) pointed out that 
the negative environmental pollution caused by rail transit 
construction involves noise, water, atmosphere, vibration, 
and residents’ health quality. Zhang et al. (2020) constructed 
environmental pollution indicators of hydropower projects 
from the natural, social and ecological environment. The 
weights of 14 pollution indicators were also analyzed based 
on probabilistic language close to entropy, and scientific 
suggestions for project selection was provided.

According to Guan (2018), the environmental pollution 
caused by urban rail transit construction involves water and 
soil pollution, vegetation destruction, agricultural ecology, 
land subsidence, water pollution, air pollution, solid waste, 
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noise pollution, vibration pollution, urban landscape and 
population health, etc. Moreover, further categorization of 
the various pollution indicators can result in environmental 
pollution involving the ecological, natural and social envi-
ronment. This paper summarizes and sorts out the environ-
mental impact evaluation index system of urban rail transit 
construction, as given in Table 1.

Evaluation Model 

Entropy is originally a thermodynamic concept. In 1948, 
Shannon introduced information theory based on the princi-
ple of entropy, which was used to describe and measure the 
degree of disorder in a system. The description of the degree 
of system order is information. So, the increase or decrease 
of information is inversely proportional to entropy. Richer 
information means less entropy. The entropy weight method 
is a method of calculating indicator weights by objectively 
assigning weights. According to the degree of variation of 
selected indicators, a matrix is established, and the threshold 
method is used to non-dimensionalize the matrix to calculate 
the information entropy, and then obtain the entropy weight 
through the difference coefficient (Lu & Liu 2021). The 
detailed steps are as follows:

Firstly, the evaluation index and evaluation object are 
digitized, and the original matrix X is established. The eval-
uation target Mi (I = 1, 2, 3, ···, m) is the row of the matrix, 
the evaluation index Nj (j = 1, 2, 3, ···, n) is the column of 
the matrix, and Xij is the Mi evaluation The value of the Nj 
index of the object.
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indicators can result in environmental pollution involving the ecological, natural and social 
environment. This paper summarizes and sorts out the environmental impact evaluation index 
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Table 1: Environmental Impact Assessment Index system of urban rail transit construction. 

Target layer First-level index Second-level 
index Meaning 

Environmental Pollution 
Assessment of Urban Rail 

Transit Construction 
A 

Ecosystem B1 

Water and soil 
pollution C1 

Pollution of groundwater caused by cement and chemical 
grout during construction 

Vegetation 
destruction C2 

Ground excavation and ground track erection damage 
surrounding vegetation 

Agricultural 
ecology C3 Damage to farmland caused by rail transit route planning 

Natural 
environment B2 

Ground 
subsidence C4 

Excavation of underground rail transit lines and excavation 
of station foundation pits cause deformation and settlement 
of roads and surrounding buildings 

Water pollution 
C5 

Engineering wastewater from construction operations, 
cleaning wastewater from construction machinery, domestic 
wastewater from construction workers, etc. 

Air pollution C6 

During the construction process, the dust generated by 
vehicles entering and exiting, earth excavation and 
backfilling, and the fuel exhaust gas generated by 
mechanical equipment and vehicles 

Solid Waste C7 Waste soil, waste rock and construction waste generated 
during construction 

Social 
environmental 
pollution B3 

Sound pollution 
C8 

The sound produced by the mechanical equipment and 
construction process during the construction, which has an 
interference effect on the surrounding residents 

Vibration 
pollution C9 

Vibration generated during the construction of large 
engineering equipment, shock vibration generated by 
blasting 

City view C10 
The impact of construction on the scale, vision and 
aesthetics of the original urban space occupation, 
construction enclosure, and exposed buildings 

Population 
health C11 

The impact of urban rail transit construction on the work, 
travel, daily life and rest of the surrounding residents 
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RESULTS ANALYSIS AND DISCUSSION 
Project Background 
The XA-XDM project belongs to a bid section of XA Rail Transit Line 10 in Wuhan, China. The 
XDM station of the project is located at Fortune Plaza in the city centre of Wuhan, surrounded by 
facilities such as Fortune Plaza, parks, office buildings and residential areas, as shown in Fig. 1. 
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team to score 11 evaluation indicators. The evaluation involves the magnitude of the impact on 
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Table 1: Environmental Impact Assessment Index system of urban rail transit construction.

Target layer First-level index Second-level index Meaning

Environmental 
Pollution 
Assessment of 
Urban Rail Transit 
Construction
A

Ecosystem B1 Water and soil pollution 
C1

Pollution of groundwater caused by cement and chemical grout during 
construction

Vegetation destruction C2 Ground excavation and ground track erection damage surrounding 
vegetation

Agricultural ecology C3 Damage to farmland caused by rail transit route planning

Natural 
environment B2

Ground subsidence C4 Excavation of underground rail transit lines and excavation of station 
foundation pits cause deformation and settlement of roads and surround-
ing buildings

Water pollution C5 Engineering wastewater from construction operations, cleaning wastewater 
from construction machinery, domestic wastewater from construction 
workers, etc.

Air pollution C6 During the construction process, the dust generated by vehicles entering 
and exiting, earth excavation and backfilling, and the fuel exhaust gas 
generated by mechanical equipment and vehicles

Solid Waste C7 Waste soil, waste rock and construction waste generated during con-
struction

Social 
environmental 
pollution B3

Sound pollution C8 The sound produced by the mechanical equipment and construction 
process during the construction, which has an interference effect on the 
surrounding residents

Vibration pollution C9 Vibration generated during the construction of large engineering equip-
ment, shock vibration generated by blasting

City view C10 The impact of construction on the scale, vision and aesthetics of the original 
urban space occupation, construction enclosure, and exposed buildings

Population health C11 The impact of urban rail transit construction on the work, travel, daily life 
and rest of the surrounding residents
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RESULTS ANALYSIS AND DISCUSSION

Project Background

The XA-XDM project belongs to a bid section of XA Rail 
Transit Line 10 in Wuhan, China. The XDM station of the 
project is located at Fortune Plaza in the city centre of Wuhan, 
surrounded by facilities such as Fortune Plaza, parks, office 
buildings and residential areas, as shown in Fig. 1.

Taking into account the particularity of the project 
location, it is necessary to evaluate the environmental 
pollution during the construction period before the project 
construction, analyze the weight of each index, and help 
the project make the best construction plan. To ensure the 
scientific and fair evaluation, many experts and citizen 
representatives were invited to make an evaluation team 
to score 11 evaluation indicators. The evaluation involves 
the magnitude of the impact on each indicator, and the 
impact is “Very big”, “Larger”, “General”, “Smaller” and 

“Very small”. By recovering the evaluation data to form 
the original matrix X and using formulas (1)-(3) to non-
dimensionalize and normalize the collected data, we obtain 
the environmental pollution of each indicator. The evaluation 
results are shown in Table 2.

Analysis of the Weight of Environmental Pollution 
Index

Based on the evaluation results of environmental pollution 
by various indicators, the entropy weight method is used 
to calculate the entropy value and entropy weight of the 
standardized matrix. Formulas (4) and (5) are used to obtain 
the entropy weight of environmental pollution indicators, as 
shown in Table 3. 

The entropy weight results show that the environmental 
pollution indicators of the project’s XDM station construc-
tion are ranked as land subsidence, air pollution, vibration 

Table 2: Evaluation results of the project’s environmental impact assessment indicators.

Target layer First-level index Second-level index Environmental pollution assessment

Very big Larger General Smaller Very small

Environmental 
Pollution Assessment 
of Urban Rail Transit 
Construction A

Ecosystem B1 Water and soil pollution C1 0.06 0.06 0.19 0.30 0.40

Vegetation destruction C2 0.15 0.20 0.10 0.30 0.25

Agricultural ecology C3 0.03 0.20 0.40 0.25 0.12

Natural 
environment B2

Ground subsidence C4 0.70 0.20 0.05 0.03 0.02

Water pollution C5 0.45 0.30 0.15 0.08 0.02

Air pollution C6 0.45 0.40 0.09 0.05 0.02

Solid waste C7 0.20 0.40 0.30 0.06 0.04

Social 
environmental 
pollution B3

Sound pollution C8 0.25 0.48 0.10 0.13 0.05

Vibration pollution C9 0.35 0.45 0.10 0.05 0.05

City view C10 0.35 0.40 0.15 0.05 0.05

Population health C11 0.25 0.25 0.40 0.05 0.05

 

of magnitude in the original matrix. When this situation occurs, matrix X should be 
non-dimensionalized so that the value of Xij is in the range of 0~1. 

Positive dimensionless: 

)min()max(
)min(

jj

jij
ij rr

xx
X




                        …(1) 

Negative dimensionless: 

)min()max(
-)min(

jj

ijj
ij rr

xx
X


                      …(2) 

Calculate the weight of each index Xij: 





m

i
ijijij XXP

1
/                             …(3) 

Get the entropy value of each index Xij 

ij

m

i
ijij PPme ln)ln(/1

1



                          …(4) 

Finally, calculate the entropy weight Wj 





n

j
jijj deW

1
/)1(                              …(5) 

RESULTS ANALYSIS AND DISCUSSION 
Project Background 
The XA-XDM project belongs to a bid section of XA Rail Transit Line 10 in Wuhan, China. The 
XDM station of the project is located at Fortune Plaza in the city centre of Wuhan, surrounded by 
facilities such as Fortune Plaza, parks, office buildings and residential areas, as shown in Fig. 1. 

 

Fig. 1: Schematic diagram of XDM station. 

Taking into account the particularity of the project location, it is necessary to evaluate the 
environmental pollution during the construction period before the project construction, analyze the 
weight of each index, and help the project make the best construction plan. To ensure the scientific 
and fair evaluation, many experts and citizen representatives were invited to make an evaluation 
team to score 11 evaluation indicators. The evaluation involves the magnitude of the impact on 

Fig. 1: Schematic diagram of XDM station.



823EVALUATION FOR POLLUTION CAUSED BY URBAN RAIL TRANSIT CONSTRUCTION  

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

pollution, water pollution, urban landscape pollution, noise 
pollution, solid waste, population health, and water and soil 
pollution. It indicates that the most serious environmental 
pollution caused by rail transit construction in the city centre 
is ground subsidence (0.2050). The reason is that since the 
urban centre construction has been completed, the newly con-
structed rail transit inevitably damages and affects the original 
urban structure. The project needs to focus on construction to 
protect the surrounding structure, reduce the impact on ground 
settlement, and restore the damaged environment after the 
construction is completed. Among the environmental pollution 
indicators, the urban landscape (0.0847) is ranked in the top 
five, indicating that in the current urban development, urban 
landscapes also attract a lot of attention. The construction of 
urban rail transit in the city centre should pay full attention to 
match the original urban landscape. The impact of enclosure 
and work area on the urban environment during the con-
struction should also take into account. The image of the city 
should not be ignored during rapid construction. Moreover, 
air pollution (0.1327), vibration pollution (0.1026), water 
pollution (0.0943), as well as the results of previous studies 
on environmental pollution, indicate that the application of 
the entropy method to evaluation of environmental pollution 
caused by urban rail transit construction is scientific. The re-
sults also show that air pollution causes greater environmental 
pollution than vibration pollution.

Based on the entropy weight data of the Second-level 
index, the First-level index weights are obtained. The data 
shows that the natural environmental pollution caused by the 
construction of rail transit in the city centre (0.5083) exceeds 
the sum of other indicators, i.e., the social environment, 
and the ecological environment. Natural environmental 
pollution, as a direct pollution object of track construction, 
has been relatively concerned by all parties. Its higher weight 
is in line with the actual situation. However, the social 

environmental pollution is also relatively high, indicating 
that with social development, people are increasingly paying 
attention to the urban environment. The requirements for 
the social environment are getting higher and higher. The 
construction of rail projects should pay attention to the 
social environmental pollution, reducing noise and vibration 
pollution. It also should consider urban landscaping, which 
effectively avoids unnecessary impacts on the project due to 
pollution to the social environment. The low weight of the 
ecological environment means that the construction of rail 
transit in the city centre relatively weakens the ecological 
damage, and the energy of the project in this regard may 
be weak.

Environmental Pollution Assessment of XA-XDM 
Project by Combining Weight Method

The combination weight method to determine the emergency 
capability index score is similar to the entropy weight method. 
The row vector for all indicators of the XA-XDM project is 
calculated by W × R = Rrow, and the specific scores of each 
index are Rfinal = Rrow × [100,80,60,40,20]T , among which 
the environmental impact is 100 to 80 points, the stronger is 
80 to 60 points, the general is 60 to 40 points, the weaker is 
40 to 20 points, and the weak is 20 to 0 points. Combining 
the right of environmental pollution indicators, the specific 
score of each indicator is [41.6, 54.0, 55.4, 90.6, 81.6, 84.3, 
73.2, 75.0, 80.0, 79.0, 72.0], and further calculations based 
on the weight of the indicators were made to investigate the 
environmental pollution impact of the XA-XDM project. The 
evaluation score is 76.5. The evaluation results show that 
the XA-XDM project has a strong impact on environmental 
pollution. During the construction process, attention should 
be paid to the prevention, control and monitoring of various 
pollution indicators to reduce environmental pollution and 
achieve green construction.

Table 3: Entropy weight of environmental pollution indicators.

Target layer First-level index Weights Second-level index Weights

Environmental Pollution Assessment 
of Urban Rail Transit Construction A

Ecosystem B1 0.1533 Water and soil pollution C1 0.0719

Vegetation destruction C2 0.0189

Agricultural ecology C3 0.0625

Natural environment B2 0.5083 Ground subsidence C4 0.2050

Water pollution C5 0.0943

Air pollution C6 0.1327

Solid waste C7 0.0763

Social environmental pol-
lution B3 

0.3385 Sound pollution C8 0.0783

Vibration pollution C9 0.1026

City view C10 0.0847

Population health C11 0.0728
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CONCLUSION

Aiming at evaluation of the environmental pollution caused 
by urban rail transit construction, an environmental impact 
assessment index system for urban rail transit construction 
was constructed by using the literature research method, and 
the entropy method was used to evaluate the pollution of the 
XA-XDM project construction on the urban environmental 
pollution, and the following conclusions are obtained:

 1. An environmental impact assessment index system 
for urban rail transit construction is established, which 
fully summarizes the environmental pollution caused by 
rail construction, and provides a certain reference for 
subsequent research on environmental pollution caused 
by urban construction.

 2. The entropy weight method is used to evaluate the 
environmental pollution caused by urban rail transit 
construction, and the weight of each pollution indicator 
is determined based on the results of quantitative anal-
ysis. The weighted result is in accordance with the law 
of previous research results, indicating that the entropy 
weight method is feasible to evaluate the environmental 
pollution of urban rail transit construction by law.

 3. The environmental pollution impact assessment score 
of the XA-XDM project is 76.5. This result indicates 
that the XA-XDM project has a strong impact on envi-
ronmental pollution. The construction of rail transit in 
the centre of the city should focus on indicators such as 
land subsidence, air pollution, and vibration pollution. 
Meanwhile, the protection of the urban landscape should 
not be neglected during track construction.
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ABSTRACT
The essential issues solved by geoenvironmental engineers relate to the assurance of uncontaminated 
regions of the subsurface just as the remediation of locales of the subsurface that have been sullied by 
releasing waste materials, spilling over the ground and underground stockpiling tanks and penetration 
of pesticides. In city areas, garbage and waste materials are generally dumped into landfills. A landfill 
site, which is otherwise called a trash dump, is used for the disposal of waste materials by burial. A safe 
landfill is a deliberately built sorrow in the ground into which wastes are put. The principal objective is 
to stay away from any water driven association between the wastes and the surrounding environment 
especially groundwater. This paper discusses landfill, in terms of its construction, stability and failure. 
The analysis and modelling of the landfill failure occurred in different countries like Poland, Turkey, 
Israel, the Philippines, China and Sri Lanka which are discussed.   

INTRODUCTION

The primary problems addressed by geoenvironmental en-
gineers pertain to the protection of uncontaminated regions 
of the subsurface as well as the remediation of regions of 
the subsurface that have been contaminated by one or more 
events which involve industrial chemical spills, leaking 
waste containment facilities, leaking above-ground and 
underground storage tanks, and infiltration of pesticides. 

A landfill site which is also known as a garbage dump or 
dumping ground is a site for the disposal of waste materials 
by burial. Some landfills are also used for waste management 
purposes, such as the temporary storage, consolidation and 
transfer, or processing of waste material. Processing of waste 
materials includes sorting, treatment and recycling. Unless 
they are stabilized, these areas may experience severe shak-
ing or soil liquefaction of the ground in case of a large earth-
quake. A secure landfill is a carefully engineered depression 
in the ground into which wastes are put. The main objective 
is to avoid any hydraulic connection between the wastes 
and the surrounding environment particularly groundwater. 

A landfill is a bathtub in the ground; a double-lined land-
fill is one bathtub inside another. Bathtubs leak two ways, one 
out the bottom and another over the top. An important feature 
in the identification and assessment of potential failure mode 
is the fact that both covers and liners for modern landfills are 

typically multilayer composites composed of both soil and 
geo-synthetic materials. The liner system contains several 
interfaces whose resistance against interface shear stresses 
may be low, and thus these act as possible failure surfaces. 
Additionally, all classical geotechnical failure modes are 
possible depending on site-specific conditions (usually in-
volving saturated fine-grained soils) and the placement and 
geometry of the waste mass. Landfill failure can be studied 
by carrying out the analysis and modelling of failure surfaces. 
For these computational techniques, computer programs are 
used. This paper discusses landfill, in terms of its construc-
tion, stability and failure. The analysis and modelling of the 
landfill failure occurred in different countries like Poland, 
Turkey, Israel, the Philippines, China and Sri Lanka which 
are given in Table 1. 

ANALYSES OF LANDFILL SLOPE FAILURES

Sarihan & Stark (2008) carried out a back analysis of landfill 
failures and investigated the shear strength of municipal 
solid waste (MSW) using the techniques of back analyses 
for different slope failures associated with wastes across 
the world. Slope failure for landfills may be resulted due 
to heavy rainfall or the development of tension cracks. 
Sometimes it may be associated with the harmful effects of 
leachate. Leachate is a widely used term in the environmental 
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sciences where it has the specific meaning of a liquid that has 
dissolved or entrained environmentally harmful substances 
that may then enter the environment. It is most commonly 
used in the context of land-filling of putrescible or indus-
trial waste. An investigation found that the landfill doesn’t 
have an engineered bottom liner, final cover or leachate and 
gas control systems. Analysis of failure slopes of Gnojna 
Grora landfill in Poland, Istanbul Landfill in Turkey, Hiriya 
Landfill in Israel, and Payatas Landfill in the Philippines are 
discussed below.

Gnojna Grora Landfill in Poland

Bouzza & Wojnarowicz (2000), described the Gnojna Grora 
Hill landfill, in Warsaw, Poland. The archaeological work 
performed for this landfill revealed that the landfill dates 
to the 14th century which showed that it is an old landfill 
without any liner or cover system layers. In 1965, cracks 
were observed in nearby buildings due to the movements 
in the landfill which showed that fill is composed of large 
amounts of demolition debris composed of old domestic 
MSW. The unit weight of the waste material was estimat-
ed to be 17 kN/m3 as the waste is mixed with demolition 
debris. Groundwater or leachate level was found to be 3 
to 5 meters below the ground surface based on piezometer 
records (Fig. 1a). 

To back-calculate, the Municipal Solid Waste (MSW) 
was assumed to exhibit a cohesion intercept (c’) of 0 kPa and 
the back-calculated friction angle (j’) is 21º. They estimated 
that the average effective normal stress and corresponding 
back-calculated shear strength on the observed failure surface 
through the waste are 106 kPa and 40.7 kPa respectively. 
The shear strength of MSW decreases with age (Siegel et 
al. 1990, Brandl 1998, Gabr et al. 2002, Reddy & Bogner 
2003). So it is acceptable to assume cohesion intercept is 
equal to 0 for a 300 years old MSW demolition debris mix 
and back-calculate the friction angle.

Istanbul Landfill in Turkey

This landfill of Turkey described by Kocasoy & Curi (1995) 
and Koerner & Soong (2000) which is about 30 km away 
from the city centre in Istanbul (Turkey), operated since 
1976. Their study showed that maximum MSW slope height 
was about 45 m, with steep front slopes of up to 45 degrees 
or even more and MSW was placed without any liner system. 
Waste in this landfill was not compacted and not covered 
with soil. Landfill failure occurred on April 28, 1993, and 
resulted in 27 casualties and involved approximately 500,000 
m3 to more than 1,000,000 m3 of waste. Fires were known 
to be burning on the surface of the waste at several places 
during most of the year before the slide which is shown in 
Fig. 1b reported by Kocasoy & Curi (1995).

In this case, the explosion could not have been the main 
cause of the movement of the waste. They also confirmed 
that the heavy rains, and excessive leachate level built up 
within the old decomposed waste caused by water infiltrating 

Table 1: Historical record of slope failures in municipal solid waste dumps and landfills. 

Year Location Failure Reason Reference

1965 Warsaw, Poland Steep slopes, excessive leachate level Bouzza & Wojnarowicz 2000

1988 California, USA Sliding along interfaces within the composite liner system Mitchell et al. 1990

1993 Istanbul, Turkey Heavy rains, excessive leachate level Kocasoy & Curi 1995

1996 Cincinnati, Ohio, USA Softening of underlying native soils Stark et al. 2000

1996 Mahoning, Ohio, USA Failure along wet bentonite layer of the unreinforced GCL Stark et al. 1998

1997 Hiriya, Israel Steep slopes, lack of drainage controls, high moisture content Huvaj-Sarihan & Stark 2008

2000 Payatas, Manila, Philippines Failure along MSW and clay subsoil induced by heavy rains Huvaj-Sarihan & Stark 2008

2005 Bandung, Indonesia High water pressure in the soft subsoil Koelsch et al. 2005

2008 Shenzhen, China High water level within landfill Peng et al. 2016

 

Fig. 1: Approximate slope profile of (a) Gnojna Grora Landfill (Poland) (b) Istanbul 

Landfill (Turkey). 

Hiriya Landfill in Israel 

The Hiriya landfill in Israel failed in 1997 due to steep slopes, lack of drainage controls and high 

moisture content which is located east of Tel-Aviv which is an open area at the convergence of the 

Shappirim River and the Ayalon River (Fig. 2). Isenberg et al. (2004) investigated that the dump 

has been used for the disposal of MSW for the greater Tel-Aviv area for decades. They also 

confirmed that the landfill does not have an engineered bottom liner, cover and gas control 

systems.  

 

Fig. 2: Failure of Hiriya Landfill (Israel). 

Fig. 1: Approximate slope profile of (a) Gnojna Grora Landfill (Poland) 
(b) Istanbul Landfill (Turkey).
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from the adjacent surface water ponds were likely the trig-
gering mechanism, together with recently placed demolition 
debris on top of the waste. As shown in Fig. 1b, the waste 
mass there is impermeable rock. The authors assumed the 
unit weight of 11 kN/m3 because no further information is 
available. It is assumed that the failure surface is the most 
reliable because it is based on their observations at the site 
and data they obtained from the municipality of Istanbul. A 

and B represent the non-circular and circular failure surface 
respectively. 

Hiriya Landfill in Israel

The Hiriya landfill in Israel failed in 1997 due to steep slopes, 
lack of drainage controls and high moisture content which 
is located east of Tel-Aviv which is an open area at the 
convergence of the Shappirim River and the Ayalon River 
(Fig. 2). Isenberg et al. (2004) investigated that the dump 
has been used for the disposal of MSW for the greater Tel-
Aviv area for decades. They also confirmed that the landfill 
does not have an engineered bottom liner, cover and gas 
control systems. 

Prayatas Landfill in Philippines

The Prayatas Landfill is located in the NE part of Manila. It 
has been in operation since 1973 and about 1500 tonnes of 
MSW are placed since 1996. The exact mechanism of failure 
is not known but several factors like heavy rainfall may lead 
to cause saturation of MSW and water ponding on top of the 
slopes were reported by Merry et al. (2005).

MODELING OF LANDFILL SLOPE FAILURES

Guangming Landfill at Shenzhen, China

Ouyang et al. (2017) studied catastrophic landslide of the 
construction waste landfill at Guangming, Shenzhen, China 

 

Fig. 1: Approximate slope profile of (a) Gnojna Grora Landfill (Poland) (b) Istanbul 

Landfill (Turkey). 

Hiriya Landfill in Israel 

The Hiriya landfill in Israel failed in 1997 due to steep slopes, lack of drainage controls and high 

moisture content which is located east of Tel-Aviv which is an open area at the convergence of the 

Shappirim River and the Ayalon River (Fig. 2). Isenberg et al. (2004) investigated that the dump 

has been used for the disposal of MSW for the greater Tel-Aviv area for decades. They also 

confirmed that the landfill does not have an engineered bottom liner, cover and gas control 

systems.  

 

Fig. 2: Failure of Hiriya Landfill (Israel). 
Fig. 2: Failure of Hiriya Landfill (Israel).

 

Fig. 3: Comparison of numerical results and field investigation results along (a) the main 

sliding profile A-A, (b) transverse profile B-B, and (c) transverse profile C-C for 

Guangming landfill at Shenzhen, China (Ouyang et al. 2017). 

Investigation for this landslide showed that the soil is almost fully liquefied in the sliding surface 

due to plenty of water. Thus, it is highly possible that plenty of water was stored in the waste fill. 

Unmanned Aerial Vehicle (UAV) used to collect the pictures two days before the event and three 

days after the event. Snapshots of the computed flow height were collected at different time 

intervals. Graphs were plotted in which the author compared the profile before and after the 

landslide event (Fig. 3).  

Liang et al. (2019) studied the Shenzhen landslide based on dynamic simulation using Smooth 

Particle Hydrodynamics (SPH) modelling considering dilatancy effects. As shown in the Fig. 4, 

the most obvious feature of the landslide was that its travelling distance exceeded 1.2 km and the 

landslide mobility index equal to 0.092 was much lower than that of a general landslide. A 

Fig. 3: Comparison of numerical results and field investigation results along (a) the main sliding profile A-A, (b) transverse profile B-B, and  
(c) transverse profile C-C for Guangming landfill at Shenzhen, China (Ouyang et al. 2017).
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occurred in December 2015 which destroyed 33 buildings 
and caused 69 deaths (Yin et al. 2016). This type of landfill 
occurred without the involvement of rainfall or heavy rainfall 
with H=111 m and L=1.2 km. The mesh-free Smooth Particle 
Hydrodynamics (SPH) method is applied in modelling the 
landslide over natural terrain. 

Investigation for this landslide showed that the soil is 
almost fully liquefied in the sliding surface due to plenty of 
water. Thus, it is highly possible that plenty of water was 
stored in the waste fill. Unmanned Aerial Vehicle (UAV) 
used to collect the pictures two days before the event and 
three days after the event. Snapshots of the computed flow 
height were collected at different time intervals. Graphs were 
plotted in which the author compared the profile before and 
after the landslide event (Fig. 3). 

Liang et al. (2019) studied the Shenzhen landslide based 
on dynamic simulation using Smooth Particle Hydrodynam-
ics (SPH) modelling considering dilatancy effects. As shown 
in the Fig. 4, the most obvious feature of the landslide was 
that its travelling distance exceeded 1.2 km and the landslide 
mobility index equal to 0.092 was much lower than that of a 
general landslide. A landslide mobility index lower than 0.3 
denotes high mobility. The Dilatancy model describes the 
interaction between the fluid and solid phases. The key role 

of these dilatancy models is the combination of the dilation 
and contraction behaviours with the equilibrium solid vol-
ume fraction, which is related to the solid volume fraction 
and effective stress. The grid or mesh-based methods have 
been widely applied in various areas of computational fluid 
dynamics and computational solid mechanics (Anderson & 
Wendt 1995, Fung & Tong 2001).

However, the existence of the grid or mesh can cause 
various difficulties in solving problems related to the free 
surface, extremely large deformations, a deformable boundary, 
and a moving interface (Liu & Liu 2010). Mesh-free methods 
have been developed in the recent past (Liu & Gu 2005), and 
SPH methods, which were invented to solve astrophysical 
problems, have been widely applied in many fields (Lucy 
1977, Liu & Liu 2003, Violeau 2012). The soil on the sliding 
surface was liquefied (Ouyang et al. 2016), and the bottom of 
the deposited body exerted excess pore water pressure.

Udapalatha Municipal Landfill at Udapalatha, Sri 
Lanka

Prathapan et al. (2015) carried out the modelling of 
Udapalatha Municipal landfill (Sri Lanka) to discuss 
the spatial variation of shear strength and consolidation 
characteristics. Chances of slope failure of a landfill can 

landslide mobility index lower than 0.3 denotes high mobility. The Dilatancy model describes the 

interaction between the fluid and solid phases. The key role of these dilatancy models is the 

combination of the dilation and contraction behaviours with the equilibrium solid volume fraction, 

which is related to the solid volume fraction and effective stress. The grid or mesh-based methods 

have been widely applied in various areas of computational fluid dynamics and computational 

solid mechanics (Anderson & Wendt 1995, Fung & Tong 2001). 

However, the existence of the grid or mesh can cause various difficulties in solving problems 

related to the free surface, extremely large deformations, a deformable boundary, and a moving 

interface (Liu & Liu 2010). Mesh-free methods have been developed in the recent past (Liu & Gu 

2005), and SPH methods, which were invented to solve astrophysical problems, have been widely 

applied in many fields (Lucy 1977, Liu & Liu 2003, Violeau 2012). The soil on the sliding surface 

was liquefied (Ouyang et al. 2016), and the bottom of the deposited body exerted excess pore water 

pressure. 

 
Fig. 4: Modelling output in terms of deposition area and displacements of different solid volume fractions at t = 200s for (a) m0 = 0.57; (b) m0 = 0.59; 

(c) m0 = 0.61; (d) m0 = 0. 62; (e) m0 = 0.63; and (f) m0 = 0.64 (Liang et al. 2019).
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occur during the construction of the landfill or after the 
closure of the landfill. 

The shear strength and consolidation were deter-
mined using direct shear and Oedometer tests. Stability 
is measured in terms of the factors of safety, which can 
be evaluated using SLOPE/W and PLAXIS 2D soft-
ware considering both homogeneities as well as the 
heterogeneity of the material properties. The above anal-
ysis yielded critical factors of safety ranging between 

1.18 and 1.72 in Slope/W and 1.14 and 1.43 in PLAXIS 2D 
when heterogeneous properties were used in separate analy-
ses assuming homogeneity (Fig. 5). However, by considering 
spatial variation, the factor of safety was found to be 1.62 
and 1.32 in SLOPE/W and PLAXIS 2D analyses respective-
ly, emphasizing the importance of considering the spatial 
variation of shear strength properties in stability analyses.

The parameters for PLAXIS 2D analysis are effective 
cohesion (c′), effective friction angle (ϕ′), modified com-
pression index (λ*), modified swelling index (κ*), modified 
creep index (µ*) and unit weight (γ). While, on another hand, 
the input parameters for SLOPE/W software are effective 
cohesion (c′), effective friction angle (ϕ′) and unit weight 
(γ). Results for both the direct shear test and consolidation 
shear test at three different locations are given in Table 2. 
Cross-section of the landfill modelled by both PLAXIS 2D 
and SLOPE/W for calculating the Factor of Safety (FOS) 
which is shown in the Figs. 6 & 7. The estimated value of 
FOS using both the methods is also mentioned in Table 3. 

Based on the analyses carried out considering uniform 
as well as spatial variations of properties, the following 
conclusions are made.

 (a) Both shear strength, as well as consolidation parameters, 
showed considerable variation within the landfill.

 (b) The range of values of FOS obtained corresponding to 
the uniform variation of lowest and highest values of 
effective cohesion were significant.

Fig. 4: Modelling output in terms of deposition area and displacements of different solid 

volume fractions at t = 200s for (a) m0 = 0.57; (b) m0 = 0.59; (c) m0 = 0.61; (d) m0 = 0. 62; 

(e) m0 = 0.63; and (f) m0 = 0.64 (Liang et al. 2019). 

Udapalatha Municipal Landfill at Udapalatha, Sri Lanka 

Prathapan et al. (2015) carried out the modelling of Udapalatha Municipal landfill (Sri Lanka) to 

discuss the spatial variation of shear strength and consolidation characteristics. Chances of slope 

failure of a landfill can occur during the construction of the landfill or after the closure of the 

landfill.  

The shear strength and consolidation were determined using direct shear and Oedometer tests. 

Stability is measured in terms of the factors of safety, which can be evaluated using SLOPE/W 

and PLAXIS 2D software considering both homogeneities as well as the heterogeneity of the 

material properties. The above analysis yielded critical factors of safety ranging between 

1.18 and 1.72 in Slope/W and 1.14 and 1.43 in PLAXIS 2D when heterogeneous properties were 

used in separate analyses assuming homogeneity (Fig. 5). However, by considering spatial 

variation, the factor of safety was found to be 1.62 and 1.32 in SLOPE/W and PLAXIS 2D analyses 

respectively, emphasizing the importance of considering the spatial variation of shear strength 

properties in stability analyses. 

 

Fig. 5: Modelling of Cross-section of new site and locations of boreholes. 

The parameters for PLAXIS 2D analysis are effective cohesion (cʹ), effective friction angle (φʹ), 
modified compression index (λ*), modified swelling index (κ*), modified creep index (µ*) and 

unit weight (γ). While, on another hand, the input parameters for SLOPE/W software are effective 

cohesion (cʹ), effective friction angle (φʹ) and unit weight (γ). Results for both the direct shear test 

Fig. 5: Modelling of Cross-section of new site and locations of boreholes.

Table 2: Shear strength and consolidation parameters (Prathapan et al. 2015).

Location Shear strength parameters Consolidation parameters

c′ (kPa) ϕ′ (degree) κ* λ*

BH 02 46.7 19.8 0.0020 0.0616

PBH 02 50.2 14.0 0.0021 0.0707

PBH 01 15.4 31.8 0.0056 0.0790

Table 3: Summary of the factor of safety values (Prathapan et al. 2015).

Analysis Method Cohesion (kPa) Friction Angle (degree) Factor of Safety

SLOPE/W PALXIS 2D

Spatial Variation - - - 1.618 1.319

Uniform PBH 01 15.4 31.8 1.184 1.139

BH 02 46.7 19.8 1.594 1.382

PBH 02 50.2 14.0 1.722 1.428

 

Fig. 6: Critical failure surfaces obtained from (a) PLAXIS 2D and (b) SLOPE/W analyses using 

a higher value of cohesion obtained from PBH02. 

 

Fig. 7: Critical failure surfaces obtained from (a) PLAXIS 2D and (b) SLOPE/W analyses using 

a lower value of cohesion obtained from PBH01. 

SUMMARY AND CONCLUSION 

Expansion of waste generation, economy and rapid population growth in particularly among 

developing nations increased the landfill demands. Inferable from money related limitations, 

landfills built as a rule endured with the absence of natural reduction measures, for example, 

leachate assortment frameworks and coating materials. Subsequently, a lot of contamination is 

incurred upon the environment. It is likewise accepted that weak layers in the landfill brought 

about via occasional or different elements, or inadequately compacted soil spread layers may have 

added to the failures. The most significant conclusion is that proprietors and administrators of 

landfills, be they dump or built, structured landfills should utilize prepared and skilled enough to 

work their landfills. The administrative or controlling specialists ought to likewise be prepared and 

proficient. Measures for controlling and expanding ability ought to be presented, if not present. 

The disposal of MSW by uncompacted revealed end-tipped dumping ought to be eliminated at the 

Fig. 6: Critical failure surfaces obtained from (a) PLAXIS 2D and (b) SLOPE/W analyses using a higher value of cohesion obtained from PBH02.
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 (c) The existing landfill is found to be stable considering 
the spatial variation of shear strength properties.

CONCLUSION

Expansion of waste generation, economy and rapid pop-
ulation growth in particularly among developing nations 
increased the landfill demands. Inferable from money related 
limitations, landfills built as a rule endured with the absence 
of natural reduction measures, for example, leachate assort-
ment frameworks and coating materials. Subsequently, a 
lot of contamination is incurred upon the environment. It 
is likewise accepted that weak layers in the landfill brought 
about via occasional or different elements, or inadequately 
compacted soil spread layers may have added to the failures. 
The most significant conclusion is that proprietors and ad-
ministrators of landfills, be they dump or built, structured 
landfills should utilize prepared and skilled enough to work 
their landfills. The administrative or controlling specialists 
ought to likewise be prepared and proficient. Measures for 
controlling and expanding ability ought to be presented, if 
not present. The disposal of MSW by uncompacted revealed 
end-tipped dumping ought to be eliminated at the earliest 
opportunity. Where impractical, steeps, hilly regions and 
especially sites crossed by streams or other watercourses, or 
situated in marshes or lakes should be avoided. 
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ABSTRACT
Dumpsites have elevated the contamination and pollution of soils by heavy metals, hence the need 
to study the potential ecological and health risks impact on the soil and humans. Ten soil samples 
collected from the soil around the dumpsites at Awotan Ibadan were analysed using the inductively 
coupled plasma-mass spectrometry (ICP-MS) analytical technique. The data were interpreted using 
contamination indices such as contamination and enrichment factors, geo-accumulation index and 
pollution index to determine the ecological and health risks posed by the heavy metals. The results 
of the spatial distribution of heavy metals across the sampling sites showed the following ranges: 
Cu (43.71-469.64) with a mean of 113.74 mg/kg, Zn (53.50-615.60) with a mean of 130.52 mg/kg, 
Rb (83.14-225.35) with a mean value of 145.37 g/kg and Pb (28.38-209.15) with a mean of 68.01  
mg/kg in descending order: Zn > Cu >Rb> Pb >V. The enrichment factors indicated very high enrichment 
of Cu (25.07), significant enrichment of Pb (18.78) and moderate enrichment of Zn (15.14) and minor 
enrichments of Co, Ni, Rb and Cs. The results of the contamination factor showed that Sc, Co, Zn, Rb, 
Cs have moderate contamination while Cu and Pb indicated high contamination. The results of geo-
accumulation (Igeo) indicated that Cu and Pb are positive in contrast to the other metals suggesting 
some anthropogenic influences of the duo heavy metals in the study area. Cu and Zn indicated low 
ecological risks however, Cu and Pb showed considerable risks (Er 80-160) and moderate risk (Er 
40- 80) respectively in sample site number one. The results of the modified ecological risk index (MRI) 
revealed that about 62.53% of this sample site number one showed a considerable ecological risk of 
the heavy metal Cu and 47.61% of the moderate ecological risk of Pb. The health-risk study indicated 
that hazard quotient HQing, HQderm and hazard index (HI) values were below the acceptable limit of 
1×10–6 and 1×10–4 and therefore showed no obvious non-carcinogenic risk and negligible cancer risk 
from the soils and environment.   

INTRODUCTION

Nigeria like any other developing country of the world 
increases in population on daily basis, and this increases 
infrastructure and waste discharges. Cities such as Ibadan the 
second largest after Lagos in South-West Nigeria produces 
large quantities of solid wastes from domestic, industrial and 
institutional wastes. These wastes exist in semi-solid or solid 
form except for industrial hazardous wastes (USEPA 2012). 
In most cities in Nigeria, the wastes are not sorted out unlike 
in developed countries like the UK where there are separate 
containers for semi and solid wastes collections and these 
are disposed of according to the environmental protection 
guidelines of the country in question. In Nigeria, the wastes 
are dumped in open places called dumpsites or landfills. 
The wastes decompose or broken down by microorganisms 
producing leachates which filtrate into the soils and reposited. 
The plants absorb the leachates through their roots and some 
of the leached constituents enter the water regime to make it 

unusable for a drink. Some major problems faced by the cities 
concerning wastes are improper disposal methods which 
have serious negative effects on human beings, animals 
and the environment. The environment represented by the 
ecosystem via the soil becomes the repository of the heavy 
metals. Heavy metals are one of the important pollutants in 
the environment through natural or anthropogenic activities 
of man. Living organisms require a trace amount of heavy 
metals but excess of it could be deleterious to them. 

Exposures of heavy metals can lead to accumulation in 
human body parts such as the brain, liver, bones, and kidneys 
resulting in serious health hazards (Kamunda et al. 2016). 
Health risk assessment of heavy metals is usually performed 
to estimate the total exposure to heavy metals among the 
residents in a particular area. Risk assessment of contami-
nants in humans is based on the fact that the leachates from 
the heavy metals can contain chemicals that may either be 
carcinogenic or non-carcinogenic (Dorne et al. 2011). In 
the same way, the accumulation of these metals in the body 
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system could result in serious life-threatening illnesses and 
in some cases death.

However, the accumulation of these metals in the body 
of mammals over time can cause serious illness (Aderinola 
et al. 2009). Another way heavy metals could be deposited in 
the body is through agricultural activities. Crop cultivation, 
happening around dump site could be contaminated since 
some of the heavy metals gets leached deep into the soil and 
crops get their nutrient from the soil. When such food is con-
sumed by man, he unintentionally ingests these metals along 
with the food, poisoning his system and if not checked, over 
time could result in life-threatening issues. Environmental 
contamination by heavy metals has become a worldwide 
problem in recent years since heavy metals unlike some other 
pollutants are not biodegradable (Bazrafshan et al. 2015). 
Soil pollution by heavy metals has serious health implication 
especially with regards to crops/vegetables grown on such 
soils (Steffan et al. 2017, and Nwaogu et al. 2014). Most of 
these heavy metals are necessary for both plants and animal 
growths at uncontaminated levels.

Long-term effect of heavy metal exposure to human 
and higher animals includes mental lapse, kidney failure, 
and central nervous system disorder (Nwaogu et al. 2014). 
Exposure to lead (Pb) may cause anaemia, nephropathy, 
gastrointestinal colic, and central nervous system symptoms 
(Hu et al. 2017). As a result of increasing anthropogenic 
activities, heavy metals pollution of soil, water, and 
atmosphere represents growing environmental problems 
affecting food quality and human health. Heavy metals may 

enter the food chain as a result of their uptake by edible 
plants (Shaapera et al. 2013). Ibadan, like any other city in 
South-Western Nigeria, faces problems of environmental 
sanitation such as improper disposal of refuse near residential 
areas, along the roads and streets, poor refuse collection and 
handling. There are four major dumpsites in Ibadan namely; 
Lapite, Awotan, Ajakanga and Aba Eku and unfortunately 
farmers use them as fertilizers. This, however, leads to the 
accumulation of heavy metals in plants grown around the 
dumpsite soils or on soils fertilized with dumpsite manure 
thus posing potential health risks. 

Dumpsite wastes are commonly burnt and ashes produced 
are richer in metal contents. These ashes are either dissolved 
in rainwater and leached into the soil contaminating the 
underground water, or washed away by runoff into streams 
and rivers, thereby contaminating the environment. It is based 
on these facts that this study is aimed at determining the total 
lethal concentrations or otherwise of Scandium (Sc), Lead 
(Pb), Copper (Cu), Nickel (Ni), Vanadium (V), Rubidium 
(Rb), Molybdenum ( Mo), Cobalt (Co), Cesium ( Sc) and 
Zinc ( Zn) in dumpsite soils in Ibadan area, Nigeria. The 
topography of the sites is gently undulating with isolated 
inselbergs at the Awotan area. Migmatite gneisis and quartz 
schist ridges dominate the terrain. The annual average rainfall 
in the area is 1300 mm (Ileoje 1987). The vegetation is 
the tropical rain forest with thick undergrowth. Dendritic 
drainage pattern characterizes the area with unmodified 
stream channels flowing in the southward and east-west 
directions. The Awotan dumpsite is drained by River Alapata 
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Fig. 1: Geological map of Ibadan showing the study area (Oladunjoye et al. 2013).
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and its tributaries. The area is usually well-drained during 
the rainy season but the tributaries dry up during the dry 
season. The main rock types underlying the dumpsite belong 
to the Migmatite-gneiss-quartzite complex (Rahaman 1976, 
1988) consisting of quartz, schist and migmatite gneiss, while 
pegmatite and quartz occur as veins in the major rocks (Fig. 
1). The quartz schist and the biotite gneiss trend North-South 
direction and are variously jointed. The quartz schist covers 
more than 60% of the area while migmatite gneiss covers the 
remaining 40% area. The migmatite gneiss occurs mainly 
as low-lying outcrops while the quartz schist forms ridges.

MATERIALS AND METHODS 

Study Area 

The Awotan dumpsite is located between Latitudes 
7°27.59’N and 7°27.73’N and Longitudes 3°50.93’ E and 
3°51.17’ E and found along Awotan-Akufo Road, Apete 
area of Ibadan Metropolis, Southwestern Nigeria (Fig. 
2). The Awotan area has a unique environmental setting 
characterized by a wide range of land-use activities such as 
small scale arable farming, animal husbandry, residential 
and commercial settlements. Leachate emanating from the 
wastes is washed down into the surrounding areas thereby 
impacting the soils within the area.  

Sample Collection

Ten (10) soil samples were collected for this study. Sampling 
was done at regular intervals with the aid of an auger at a 
depth of 0-30 cm. The soil samples were stored in plastic 
bags and labelled according to the location at which they 

were collected. The sampling points are presented in Fig. 3. 
Each sample was immediately placed in a plastic bag and 
tightly sealed to avoid contamination from the environment 
and transportation.

Sample Analysis

The heavy metals were analysed by the inductively coupled 
plasma mass spectrometry (ICP-MS) and X-Ray fluores-
cence spectrometry (XRF) methods. Ten soil samples were 
analysed by Laser ablation microprobe Inductivity Coupled 
Plasma-Mass Spectrometry (La ICP-MS) method (Jackson 
et al. 1992) at the Central laboratory of the Stellenbosch 
University, South Africa. The ICP-MS instrument is Per-
kin-Elma Sciex ELAN 5100 coupled with a UV (266 µm) 
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are presented in Table 1.  
                                                                                               

RESULTS AND DISCUSSION  

The variations in the concentrations of each heavy metal across the sampling points showed the following 
ranges: Cu (43.71-469.64) with a mean of 113.74 mg/kg, Zn (53.50-615.60) with a mean of 130.52 mg/kg, 
Rb (83.14-225.35) with a mean value of 145.37 mg/kg and Pb (28.38-209.15) with a mean of 68.01 mg/kg. 
The concentration of some heavy metals in the soil of the dumpsite is presented in descending order as Zn 
> Cu >Rb> Pb >V.  
 

Table 1: Heavy metal concentration (mg/kg) in soil obtained from the dumpsites. 

Sampling point  Sc V Co Ni Cu Zn Rb Mo Cs Pb 
            1 11.35 70.34 16.92 46.55 469.64 615.60 122.65 2.72 4.18 164.39 

 2 11.10 70.95 15.95 28.85 52.00 81.30 138.35 1.56 4.39 39.02 
 3 13.02 87.78 21.27 38.95 64.65 77.95 158.95 1.72 4.48 50.69 
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laser. The laser was operated with 1 mJ/Pulse energy and 
4 Hz frequency for carbonates and silicate glass. The spot 
diameter for these analyses is 30-50 m. NIST 610 glass was 
used as a calibration standard for all the samples with 44Ca 
as an internal standard. The analytical precision is 5% at the 
ppm level. Details of ICP-MS and laser operating conditions 
have been published by Norman et al. (1996) and Norman 
(1998). The results of the compositions of the heavy metals 
are presented in Table 1. 

RESULTS AND DISCUSSION 

The variations in the concentrations of each heavy metal 
across the sampling points showed the following ranges: 
Cu (43.71-469.64) with a mean of 113.74 mg/kg, Zn (53.50-
615.60) with a mean of 130.52 mg/kg, Rb (83.14-225.35) 
with a mean value of 145.37 mg/kg and Pb (28.38-209.15) 
with a mean of 68.01 mg/kg. The concentration of some 
heavy metals in the soil of the dumpsite is presented in 
descending order as Zn > Cu >Rb> Pb >V. 

Methods of Assessment of Contamination in Dumpsite 
Soil

Contamination indices used to assess the heavy metal con-
tamination levels in the soil around the dumpsite include the 
enrichment factor (Ef), contamination factor (Cf), geo-accu-
mulation index (Igeo), pollution load index (PLI), degree of 
contamination (Cd), and ecological risk index. (Er). 

Enrichment Factor

The computation of enrichment factor (EF) has been adopted 
to evaluate the impact of anthropogenic and naturally occur-
ring sources of heavy metals as well as the metal abundance 
in soil. Yongming  (2006) stated that EF has been used to 
determine the degree of modification in the composition of 
heavy metals in the area of atmospheric aerosols, sediments, 
soil and solid wastes. The EF of metals has been defined using 
Scandium (Sc) as a natural element of reference.
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 V        Co       Ni         Cu       Zn        Rb         Mo       Cs         Pb  
           
Average 

0.65 0.85 0.79 3.63 2.12 0.91 0.76 0.92 3.24 

  Min 0.57      0.33 0.38 0.49       0.20 0.11 0.50 0.27 0.91 
             
Max 

0.82      1.16 1.63 25.07     15.14 1.43 2.05 1.33 18.78 

 4 18.47 137.30 28.79 57.50 53.43 72.35 151.65 2.39 6.29 41.75 
 5 21.86 165.85 26.67 65.95 61.20 91.85 186.81 2.73 7.82 34.76 
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SD 4.00 34.49 10.02 10.33 129.34 171.10 44.66 0.49 1.57 63.76 

 …(1)

Where, Cx (sample) is the concentration of the element in 
the examined environment and Cref (sample) is the concen-
tration of the reference element for normalization, Bx(back-
ground) is the concentration of the element in the crust, and 
Bref is the concentration of the reference element used for 
the normalization in the crust (Ato et al. 2010, Cevik 2009). 
Five contamination categories have been suggested based 
on enrichment factor where EF < 2 = minor enrichment; EF 
= 2–5 = moderate enrichment; EF = 5–20 = significant en-
richment; EF = 20–40 = very high enrichment; and EF > 40 
extremely high enrichment (Yongming 2006). The maximum 
enrichment factors shown in Table 2 in decreasing values 
are 25.07 for Cu, (very high enrichment), 18.78 for Pb and 
15.14 for Zn (significant enrichment), 2.05 for Mo (moderate 
enrichment) and Co, Ni, Rb and Cs have minor enrichment 
since they are less than two (2) (Birch 2003).  
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 5 21.86 165.85 26.67 65.95 61.20 91.85 186.81 2.73 7.82 34.76

 6 18.19 130.64 17.45 52.95 64.72 101.25 225.35 1.97 7.79 28.38

 7 17.70 115.50 16.99 46.60 59.90 88.75 182.65 1.95 7.43 31.84

 8 21.25 131.30 16.09 42.00 43.71 53.50 83.14 2.45 4.99 39.09

 9 19.94 122.95 17.04 42.35 123.36 60.05 98.04 2.65 4.48 41.03

 10 19.82 166.07 47.89 42.75 144.80 62.60 106.08 1.46 4.12 209.15

Min 11.10 70.34 15.95 28.85 43.71 53.50 83.14 1.46 4.12 28.38

Max 21.86 166.07 47.89 65.95 469.64 615.60 225.35 2.73 7.82 209.15

Mean 17.27 119.87 22.50 46.45 113.74 130.52 145.37 2.16 5.59 68.01

SD 4.00 34.49 10.02 10.33 129.34 171.10 44.66 0.49 1.57 63.76
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Fig. 4 presents the histogram of the average enrichment 
of Cu, Pb and Zn along with the other heavy metals in the 
soil. The very high and significant enrichment of Cu, Pb and 
Zn is an initial indication of an anthropogenic influence of 
the metals in the soil.

Contamination Factor (CF)

Contamination factor is a quantification of the degree of 
contamination relative to either the average crustal compo-
sition of a respective metal or to the measured background 

values from a geologically similar and uncontaminated area 
(Tijani et al. 2004). It is expressed in equation 2 given by 
Hakanson (1980) as:

 CF = Cx/Bm …(2)

Where, Cx and Bm are the concentrations of metal in 
a soil sample and background environments. The back-
ground values of heavy metals were taken from Taylor and 
McLennan (1995). The CF is classified into four groups 
(CF < 1; indicates low metal contamination), (1 ≤ CF < 3; 
indicates moderate contamination), (3 ≤ CF ≤ 6; indicates 
considerable contamination), and (CF > 6 indicates very high 
contamination) (Hakanson 1980). 

The results of the contamination factor (CF) for the heavy 
metals are presented in Table 3. The results show that Cu 
ranges from 0.53 to 23.02 mg/kg with a mean value of 3.90 
mg/kg, Zn varies from 0.38 to 12.37 mg/kg with a mean of 
1.98 while Pb varies between 1.12 and 15.35 mg/kg with a 
mean value of 363.72 mg/kg with a mean of 3.22.  Going 
by the groupings and using the mean values V, Ni and Mo 
have values that are less than one showing low contamination 
(CF< 1). Sc, Co, Zn, Rb, Cs have values that are more than 
1 and less than three (1<CF<3) thus indicating moderate 
contamination. Cu and Pb have values that are more than 3 

Table 2: Average, min and max values of Enrichment Factor. 

V       Co      Ni        Cu      Zn       Rb        Mo      Cs        Pb 

Average 0.65 0.85 0.79 3.63 2.12 0.91 0.76 0.92 3.24

Min 0.57     0.33 0.38 0.49      0.20 0.11 0.50 0.27 0.91

Max 0.82     1.16 1.63 25.07    15.14 1.43 2.05 1.33 18.78

SD  0.07 0.26 0.32 7.59 4.58 0.40 0.47 0.27 5.51
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Fig. 4:  Average enrichment of Cu, Pb and Zn. 
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Where, Cx and Bm are the concentrations of metal in a soil sample and background environments. The 
background values of heavy metals were taken from Taylor and McLennan (1995). The CF is classified 
into four groups (CF < 1; indicates low metal contamination), (1 ≤ CF < 3; indicates moderate 
contamination), (3 ≤ CF ≤ 6; indicates considerable contamination), and (CF > 6 indicates very high 
contamination) (Hakanson 1980).  

 Table 3: Contamination factors, (CF), PLI and mCd. 

Sample 
no 

Sc V Co Ni Cu Zn Rb Mo Cs Pb PLI mCd 

1 0.82 0.41 0.93 1.33 23.02 12.37 0.94 0.17 0.69 15.35 1.69 5.60 
2 0.91 0.37 0.86 0.52 0.53 0.72 0.82 0.05 0.99 1.12 0.55 0.69 
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Fig. 4:  Average enrichment of Cu, Pb and Zn.

Table 3: Contamination factors, (CF), PLI and mCd.

Sample no Sc V Co Ni Cu Zn Rb Mo Cs Pb PLI mCd

1 0.82 0.41 0.93 1.33 23.02 12.37 0.94 0.17 0.69 15.35 1.69 5.60

2 0.91 0.37 0.86 0.52 0.53 0.72 0.82 0.05 0.99 1.12 0.55 0.69

3 0.81 0.42 0.83 0.64 2.12 0.99 1.16 0.08 0.77 2.81 0.77 1.06

4 1.21 0.55 1.40 0.91 1.09 0.64 1.11 0.06 1.03 2.24 0.79 1.02

5 1.64 0.97 1.63 1.37 1.59 0.89 1.04 0.12 1.48 1.93 1.06 1.27

6 1.69 0.87 1.19 1.30 1.47 1.05 1.62 0.09 1.65 1.55 1.03 1.25

7 1.12 0.58 0.65 0.81 1.77 1.07 1.60 0.06 1.46 1.32 0.81 1.04

8 1.59 0.71 1.14 1.05 1.24 0.80 1.00 0.09 1.52 1.85 0.90 1.10

9 1.70 0.75 0.56 0.64 0.94 0.38 0.18 0.11 0.45 2.08 0.56 0.78

10 1.36 0.62 1.23 1.06 5.23 0.90 1.22 0.09 1.34 1.99 1.04 1.50

Mean 1.28 0.62 1.04 0.96 3.90 1.98 1.07 0.09 1.14 3.22 0.92 1.53

Max 1.70 0.97 1.63 1.37 23.02 12.37 1.62 0.17 1.65 15.35 1.69 5.98

Min 0.81 0.37 0.56 0.52 0.53 0.38 0.18 0.05 0.45 1.12 0.55 0.50
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and less than 6 indicating high contamination. Fig. 5 pre-
sents a picture of the contaminating heavy metals. It should 
be noted that sampling site one (1) has high contaminations 
of Cu (23.02), Zn (12.37) and Pb (15.35) respectively. The 
modified degree of contamination (mCd) expressed in Fig. 
6 agrees with the contamination levels at site one (1) with a 
value of 5.60 (Table 3).

Geo-accumulation Index (Igeo)

The geo-accumulation index of  (Igeo) is widely used to 
measure the level of pollution caused by heavy metals in the 
soil. The Igeo values were calculated using equation 3 first 
proposed by Muller (1969) as:
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(2-3), high pollution; Igeo (3-4), very high pollution; Igeo (4-5) severe pollution and Igeo (> 5) extreme 
pollution. The results of Igeo indicated that Cu and Pb are positive (Fig.7) in contrast to the other metals 
suggesting some anthropogenic influences of these heavy metals in the study area. The Cu (3.77), Zn (3.04), 
and Pb (3.35) at site one (1) have values that are more than 3, Igeo (3-4), indicating very high pollution in 
the soil and tandem with (Fig.6) mCd. Similarly, Cu alone at site ten (10) has a value of 1.63, Igeo (1-2), 
thereby showing strong pollution. 
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Where, Cx represents the measured concentration of the 
elements studied and Bn is the geochemical background 
value of the element or average shale (Taylor & McLennan 
1985). The constant 1.5 takes care of changes in the con-
centration of the heavy metals in the environment (Wei & 
Yang 2010, Loska 2004) grouped Igeo as Igeo ≤ 0 = no 
pollution; Igeo (0-1), moderate pollution; Igeo (1-2), strong 
pollution; Igeo (2-3), high pollution; Igeo (3-4), very high 

pollution; Igeo (4-5) severe pollution and Igeo (> 5) extreme 
pollution. The results of Igeo indicated that Cu and Pb are 
positive (Fig.7) in contrast to the other metals suggesting 
some anthropogenic influences of these heavy metals in the 
study area. The Cu (3.77), Zn (3.04), and Pb (3.35) at site one 
(1) have values that are more than 3, Igeo (3-4), indicating 
very high pollution in the soil and tandem with (Fig.6) mCd. 
Similarly, Cu alone at site ten (10) has a value of 1.63, Igeo 
(1-2), thereby showing strong pollution.

Ecological Risk Assessment (RI).

The ecological risk index (RI) evaluates the potential ecolog-
ical risk of heavy metals in the sediment /soil as suggested 
by Hakanson (1980) in Equation  4.

 RI = CFn  TR …(4)

Where, CFn and TR are CF and the toxicological response 
factor of individual heavy namely Cu (5), Zn (1) Ni (5) and 
Pb (5) (Hakanson 1980, Kumar et al. 2018). In a way to 
know the ecological risks of anthropogenic and lithogenic 
influences, the CFn in the RI is replaced by computation with 
EF. The ecological RI worked out from EF is the modified 
potential ecological index MPI (Kumar et al. (2018) written 
as in Equation 5.

 MPI = EFn  Tr …(5)

Where, EFn and Tr are the EF and the toxicological re-
sponse factor of individual heavy metals respectively. The 
classes used for risk assessment are as follows: 

 Er < 40 (low risk); 40- 80 (moderate risk); 80 -160 
(considerable risk); 160-320 (high risk) and  > 320 (very 
high risk). In the case of risk index, (equation 5) RI < 95 
indicates a low potential ecological risk; 95-190 moderate 
risk; 190-380 considerable risk while RI > 380 very high risk. 

The ecological risks of Ni, Cu, Zn and Pb were assessed 
using the potential ecological risk index RI (Fig. 8) and the 
modified potential ecological risk index MRI (Fig. 9). 
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Fig. 8: The ecological risk factor (RI) for Ni, Cu, Zn and Pb in each sample sites. 
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The results in Table 4 revealed that Er values for Cu 
and Zn are less than 40 (Er <40) respectively indicating 
low ecological risk of these heavy metals. Cu and Pb have 
varying values. Sampling sites from 2 to 10 have values that 
are less than 40 showing low ecological risks by these heavy 
metals, however, site one (1) has the value of 115.10 for Cu 
and 76.74 for Pb indicating considerable risks (Er 80-160) 
and moderate risk (Er 40- 80) respectively. The results of 
MRI revealed that about 62.53% of sample site one showed 
a considerable ecological risk of the heavy metal Cu and 
47.61% of the moderate ecological risk of Pb respectively

Assessment of Ecological Risks

The variation in the ecological risk index of the heavy 
metals across the sampling sites is presented in Fig. 9. The 
relatively considerable ecological risk index recorded for Cu 
and moderate ecological risk of Pb respectively at sampling 
sites one (1) suggests an anthropogenic source of Cu and Pb 
in this part of the study area. 

HEALTH RISK ASSESSMENT

Health risk assessment in this study is a way to determine the 
probable level of the harmful health impacts of heavy metals 
on the soil. The assessment of each metal contaminant is 
based on the level of risk of using the soil and it is classified 
as carcinogenic or non-carcinogenic health hazards (Wong-
sasuluk et al. 2014). Hazard quotients (HQ), Hazard index 
(HI), are used in the calculation of the potential carcinogenic 
and non-carcinogenic health risk caused through ingestion 
and dermal absorption of heavy metals in the soil by adults. 
HQ (for each heavy metal) is the ratio of an average daily 
intake (ADI, mg/kg/day) of metal ingested to the reference 
oral dose (RfD) through oral ingestion and dermal absorption 
for the adult residents around the environment. ADI (mg/
kg-day) for the different pathways were calculated using the 
exposure equations (6) and (7) (USEPA 2012).

Ingestion of Heavy Metals through Soil 

 

12 
 

Assessment of Ecological Risks 
 
The variation in the ecological risk index of the heavy metals across the sampling sites is presented in Fig. 
9. The relatively considerable ecological risk index recorded for Cu and moderate ecological risk of Pb 
respectively at sampling sites one (1) suggests an anthropogenic source of Cu and Pb in this part of the 
study area.  
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Ingestion of Heavy Metals through Soil  

 
ADIing = 𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 × 𝐶𝐶𝐶𝐶 × 𝐸𝐸𝐸𝐸

𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                 …(6)  

Where, ADIingestion is the average daily intake of heavy metals ingested from the soil in mg/kg-day, C = 
concentration of heavy metal in mg/kg for soil. IR in mg/day is the ingestion rate, EF in days/year is the 
exposure frequency, ED is the exposure duration in years, BW is the bodyweight of the exposed individual 
in kg, AT is the time over which the dose is averaged in days. CF is the conversion factor in kg/mg.  

Inhalation of Heavy Metals Via Soil Particulates  

ADIinh =  𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅ℎ × 𝐸𝐸𝐶𝐶 × 𝐸𝐸𝐸𝐸
𝑃𝑃𝐸𝐸𝐶𝐶 × 𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                  …(7)  

Where ADIinh is the average daily intake of heavy metals inhaled from the soil in mg/kg-day, CS is the 
concentration of heavy metal in the soil in mg/kg, IRair is the inhalation rate in m3/day, PEF, is the 
particulate emission factor in m3/kg. EF, ED, BW and AT are as defined earlier in Equation (7) above.  

Dermal Contact with Soil  

ADIdems  =   𝑐𝑐 × 𝑆𝑆𝐴𝐴 × 𝐶𝐶𝐶𝐶 × 𝑆𝑆𝑆𝑆 × 𝐴𝐴𝐵𝐵𝑆𝑆 × 𝐸𝐸𝐸𝐸
𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                …(8)  

Where ADIdems is the exposure dose via dermal contact in mg/kg/day. CS is the concentration of heavy 
metal in the soil in mg/kg, SA is exposed skin area in cm2, FE is the fraction of the dermal exposure ratio 
to the soil, AF is the soil adherence factor in mg/cm2, ABS is the fraction of the applied dose absorbed on 
the skin. EF, ED, BW, CF and AT are as defined earlier in Equation (8).  

Non-Carcinogenic Risk 

The results for ingestion, inhalation and dermal pathways presented in Table 5 indicated that HI values for 
ingestion pathways and dermal pathways are 9.84636×10-5 and 7.85357×10-7 respectively implying that the 
values are less than one (HI < 1) and no obvious risks. 

 …(6) 

Where, ADIingestion is the average daily intake of heavy 
metals ingested from the soil in mg/kg-day, C = concentration 
of heavy metal in mg/kg for soil. IR in mg/day is the inges-
tion rate, EF in days/year is the exposure frequency, ED is 
the exposure duration in years, BW is the bodyweight of the 
exposed individual in kg, AT is the time over which the dose 
is averaged in days. CF is the conversion factor in kg/mg. 
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exposure equations (6) and (7) (USEPA 2012).

Ingestion of Heavy Metals through Soil  

 
ADIing = 𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 × 𝐶𝐶𝐶𝐶 × 𝐸𝐸𝐸𝐸

𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                 …(6)  

Where, ADIingestion is the average daily intake of heavy metals ingested from the soil in mg/kg-day, C = 
concentration of heavy metal in mg/kg for soil. IR in mg/day is the ingestion rate, EF in days/year is the 
exposure frequency, ED is the exposure duration in years, BW is the bodyweight of the exposed individual 
in kg, AT is the time over which the dose is averaged in days. CF is the conversion factor in kg/mg.  

Inhalation of Heavy Metals Via Soil Particulates  

ADIinh =  𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅ℎ × 𝐸𝐸𝐶𝐶 × 𝐸𝐸𝐸𝐸
𝑃𝑃𝐸𝐸𝐶𝐶 × 𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                  …(7)  

Where ADIinh is the average daily intake of heavy metals inhaled from the soil in mg/kg-day, CS is the 
concentration of heavy metal in the soil in mg/kg, IRair is the inhalation rate in m3/day, PEF, is the 
particulate emission factor in m3/kg. EF, ED, BW and AT are as defined earlier in Equation (7) above.  

Dermal Contact with Soil  

ADIdems  =   𝑐𝑐 × 𝑆𝑆𝐴𝐴 × 𝐶𝐶𝐶𝐶 × 𝑆𝑆𝑆𝑆 × 𝐴𝐴𝐵𝐵𝑆𝑆 × 𝐸𝐸𝐸𝐸
𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                …(8)  

Where ADIdems is the exposure dose via dermal contact in mg/kg/day. CS is the concentration of heavy 
metal in the soil in mg/kg, SA is exposed skin area in cm2, FE is the fraction of the dermal exposure ratio 
to the soil, AF is the soil adherence factor in mg/cm2, ABS is the fraction of the applied dose absorbed on 
the skin. EF, ED, BW, CF and AT are as defined earlier in Equation (8).  

Non-Carcinogenic Risk 

The results for ingestion, inhalation and dermal pathways presented in Table 5 indicated that HI values for 
ingestion pathways and dermal pathways are 9.84636×10-5 and 7.85357×10-7 respectively implying that the 
values are less than one (HI < 1) and no obvious risks. 

 …(7) 

Where ADIinh is the average daily intake of heavy metals 
inhaled from the soil in mg/kg-day, CS is the concentration 
of heavy metal in the soil in mg/kg, IRair is the inhalation 
rate in m3/day, PEF, is the particulate emission factor in  
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 Fig.7: Average geo-accumulation of the heavy metals. 
 
Ecological Risk Assessment (RI).

The ecological risk index (RI) evaluates the potential ecological risk of heavy metals in the sediment /soil 
as suggested by Hakanson (1980) in Equation  4.

        RI = CFn x TR               …(4)

Where, CFn and TR are CF and the toxicological response factor of individual heavy namely Cu (5), Zn 
(1) Ni (5) and Pb (5) (Hakanson 1980, Kumar et al. 2018). In a way to know the ecological risks of 
anthropogenic and lithogenic influences, the CFn in the RI is replaced by computation with EF. The 
ecological RI worked out from EF is the modified potential ecological index MPI (Kumar et al. (2018) 
written as in Equation 5. 

      MPI=EFn x Tr         …(5) 

Where, EFn and Tr are the EF and the toxicological response factor of individual heavy metals 
respectively. The classes used for risk assessment are as follows:  

 Er <40 (low risk); 40- 80 (moderate risk); 80 -160 (considerable risk); 160-320 (high risk) and  > 320 
(very high risk). In the case of risk index, (equation 5) RI<95 indicates a low potential ecological risk; 95-
190 moderate risk; 190-380 considerable risk while RI > 380 very high risk.  
The ecological risks of Ni, Cu, Zn and Pb were assessed using the potential ecological risk index RI (Fig. 
8) and the modified potential ecological risk index MRI (Fig. 9).  
 

 

Fig. 8: The ecological risk factor (RI) for Ni, Cu, Zn and Pb in each sample sites. 
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Fig. 9: Modified potential ecological risk index (MRI).  
 
The results in Table 4 revealed that Er values for Cu and Zn are less than 40 (Er <40) respectively indicating 
low ecological risk of these heavy metals. Cu and Pb have varying values. Sampling sites from 2 to 10 have 
values that are less than 40 showing low ecological risks by these heavy metals, however, site one (1) has 
the value of 115.10 for Cu and 76.74 for Pb indicating considerable risks (Er 80-160) and moderate risk (Er 
40- 80) respectively. The results of MRI revealed that about 62.53% of sample site one showed a 
considerable ecological risk of the heavy metal Cu and 47.61% of the moderate ecological risk of Pb 
respectively
. 
 
Table 4: Ecological risk factor for nickel, copper, zinc and lead. 
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m3/kg. EF, ED, BW and AT are as defined earlier in Equa-
tion (7) above. 

Dermal Contact with Soil 
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Assessment of Ecological Risks 
 
The variation in the ecological risk index of the heavy metals across the sampling sites is presented in Fig. 
9. The relatively considerable ecological risk index recorded for Cu and moderate ecological risk of Pb 
respectively at sampling sites one (1) suggests an anthropogenic source of Cu and Pb in this part of the 
study area.  
 

HEALTH RISK ASSESSMENT 

Health risk assessment in this study is a way to determine the probable level of the harmful health impacts 
of heavy metals on the soil. The assessment of each metal contaminant is based on the level of risk of 
using the soil and it is classified as carcinogenic or non-carcinogenic health hazards (Wongsasuluk et al. 
2014). Hazard quotients (HQ), Hazard index (HI), are used in the calculation of the potential carcinogenic 
and non-carcinogenic health risk caused through ingestion and dermal absorption of heavy metals in the 
soil by adults. HQ (for each heavy metal) is the ratio of an average daily intake (ADI, mg/kg/day) of 
metal ingested to the reference oral dose (RfD) through oral ingestion and dermal absorption for the adult 
residents around the environment. ADI (mg/kg-day) for the different pathways were calculated using the 
exposure equations (6) and (7) (USEPA 2012).

Ingestion of Heavy Metals through Soil  

 
ADIing = 𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 × 𝐶𝐶𝐶𝐶 × 𝐸𝐸𝐸𝐸

𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                 …(6)  

Where, ADIingestion is the average daily intake of heavy metals ingested from the soil in mg/kg-day, C = 
concentration of heavy metal in mg/kg for soil. IR in mg/day is the ingestion rate, EF in days/year is the 
exposure frequency, ED is the exposure duration in years, BW is the bodyweight of the exposed individual 
in kg, AT is the time over which the dose is averaged in days. CF is the conversion factor in kg/mg.  

Inhalation of Heavy Metals Via Soil Particulates  

ADIinh =  𝑐𝑐 × 𝑅𝑅𝑅𝑅𝑅𝑅ℎ × 𝐸𝐸𝐶𝐶 × 𝐸𝐸𝐸𝐸
𝑃𝑃𝐸𝐸𝐶𝐶 × 𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                  …(7)  

Where ADIinh is the average daily intake of heavy metals inhaled from the soil in mg/kg-day, CS is the 
concentration of heavy metal in the soil in mg/kg, IRair is the inhalation rate in m3/day, PEF, is the 
particulate emission factor in m3/kg. EF, ED, BW and AT are as defined earlier in Equation (7) above.  

Dermal Contact with Soil  

ADIdems  =   𝑐𝑐 × 𝑆𝑆𝐴𝐴 × 𝐶𝐶𝐶𝐶 × 𝑆𝑆𝑆𝑆 × 𝐴𝐴𝐵𝐵𝑆𝑆 × 𝐸𝐸𝐸𝐸
𝐵𝐵𝐵𝐵 × 𝐴𝐴𝐴𝐴                …(8)  

Where ADIdems is the exposure dose via dermal contact in mg/kg/day. CS is the concentration of heavy 
metal in the soil in mg/kg, SA is exposed skin area in cm2, FE is the fraction of the dermal exposure ratio 
to the soil, AF is the soil adherence factor in mg/cm2, ABS is the fraction of the applied dose absorbed on 
the skin. EF, ED, BW, CF and AT are as defined earlier in Equation (8).  

Non-Carcinogenic Risk 

The results for ingestion, inhalation and dermal pathways presented in Table 5 indicated that HI values for 
ingestion pathways and dermal pathways are 9.84636×10-5 and 7.85357×10-7 respectively implying that the 
values are less than one (HI < 1) and no obvious risks. 

 …(8) 

Where ADIdems is the exposure dose via dermal contact 
in mg/kg/day. CS is the concentration of heavy metal in 
the soil in mg/kg, SA is exposed skin area in cm2, FE is the 
fraction of the dermal exposure ratio to the soil, AF is the 
soil adherence factor in mg/cm2, ABS is the fraction of the 
applied dose absorbed on the skin. EF, ED, BW, CF and AT 
are as defined earlier in Equation (8). 

Non-Carcinogenic Risk

The results for ingestion, inhalation and dermal pathways 
presented in Table 5 indicated that HI values for inges-
tion pathways and dermal pathways are 9.84636×10-5 and 

7.85357×10-7 respectively implying that the values are less 
than one (HI < 1) and no obvious risks.

The HI value for ingestion is greater than that of the 
dermal pathway indicating that the ingestion pathway con-
tributes the greatest non-carcinogenic effect. The inhalation 
pathway is the least contributor (Fig. 10). Sultana et al. 
(2019) suggested that when HI > 1 there is the possibility that 
non-carcinogenic impacts may occur in the adult residents 
whereas when HI < 1 it is expected that the exposed person 
may not experience noticeable harmful health impacts.

Carcinogenic Risk

The results of the carcinogenic risk calculated for heavy 
metals are presented in Table 6. Pb is singled out for car-
cinogenic health risk assessment because of its toxicity and 
its known CSF. The cancer slope factor is defined as the risk 
generated by a lifetime average amount of one mg/kg/day of 
carcinogen around the sampled area. Table 6 indicated that 

Table 5: The Hazard Index (HI) of some selected heavy metals.

Pb Ni Cu Zn HI

HQ ingestion (ing) 7.01E-05 9.42E-06 1.65E-05 2.45473E-06 9.84636E-05

HQ inhalation (inh) - - - - -

HQ dermal - 3.83E-07 2.9E-07 1.11936E-07 7.85357E-07

Risk pathway ing 2.14E-09 - - - -

Risk pathway inh 2.81E-10 - - - -

Risk Total 2.43E-09 - - - -
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The HI value for ingestion is greater than that of the dermal pathway indicating that the ingestion pathway 
contributes the greatest non-carcinogenic effect. The inhalation pathway is the least contributor (Fig. 10). 
Sultana et al. (2019) suggested that when HI > 1 there is the possibility that non-carcinogenic impacts 
may occur in the adult residents whereas when HI < 1 it is expected that the exposed person may not 
experience noticeable harmful health impacts. 
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The results of the carcinogenic risk calculated for heavy metals are presented in Table 6. Pb is singled out 
for carcinogenic health risk assessment because of its toxicity and its known CSF. The cancer slope factor 
is defined as the risk generated by a lifetime average amount of one mg/kg/day of carcinogen around the 
sampled area. Table 6 indicated that the values of the heavy metals are less than one meaning that it is 
below the generally acceptable value which Tepanosyan (2017) suggested should be 1×10-6  for a single 
carcinogenic element and 1×10-4 f for multi-element carcinogens. The value 2.43×10-9

 is less than the 
acceptable value implying a negligible cancer risk for the soils of the dumpsites.  
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Table 6: Average daily intake (ADI) of heavy metals in the sampled soil. 

Sc V Co Ni Cu Zn Rb Mo Cs Pb

ADI  
ingestion

6.54E -08 4.4E -07 7.74E-08 1.88356E-07 6.10489E-07 7.36419E-07 5.87E-07 9.23E-09 2.23E-08 2.52329E-07

ADI 
inhalation

1.73E-09 1.17E-08 2.05E-09 4.9859E-09 1.616E-08 1.94934E-08 1.55E-08 2.44E-10 5.9E-10 6.67929E-09

ADI dermal 7.45E-10 5.02E-09 8.83E-10 2.14726E-09 6.95958E-09 8.39517E-09 6.69E-09 1.05E-10 2.54E-10 2.87655E-09
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the values of the heavy metals are less than one meaning that 
it is below the generally acceptable value which Tepanosyan 
(2017) suggested should be 1×10-6  for a single carcinogenic 
element and 1×10-4 f for multi-element carcinogens. The 
value 2.43×10-9

 is less than the acceptable value implying a 
negligible cancer risk for the soils of the dumpsites. 

CONCLUSIONS

The ecological and health risks of some heavy metals of 
dumpsites at Wotan, Ibadan were studied. The results of 
the enrichment factor indicated a very high enrichment of 
Cu (25.07), and 15.14 significant enrichment of Pb (18.78), 
moderate enrichment of Zn (15.14) and minor enrichment of 
Co, Ni, Rb and Cs. The very high, significant and moderate 
enrichments of Cu, Pb and Zn are an initial indication of 
an anthropogenic influence of the metals in the soil. V, Ni 
and Mo have shown low contamination. Sc, Co, Zn, Rb, Cs 
indicated moderate contamination while Cu and Pb indicated 
high contamination. It should be noted that sampling site 
one (1) has high contaminations of Cu (23.02), Zn (12.37) 
and Pb. Cu and Pb exhibited high contamination levels. The 
relatively considerable ecological risk index recorded for Cu 
and moderate ecological risk of Pb respectively at sampling 
sites one (1) suggests an anthropogenic source of Cu and 
Pb in this part of the study area. The health-risk study indi-
cated that hazard quotient HQing, HQderm and hazard index 
(HI) values were below the acceptable limits of 1x10−6 and 
1x10−4 and therefore showed no obvious non-carcinogenic 
risk and negligible cancer risk from the soils on health and 
environment. 
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ABSTRACT
The obvious manifestation of urban development is the integrated development of urban architectural 
design and construction. The environmental protection of green building design and construction 
has become an important link that cannot be ignored in the process of urban green development. 
Green building materials, green design, and other environmentally friendly building programs are the 
subjective manifestations of the implementation of the green development concept. However, the 
degree of environmental protection is still a black box that needs to be explored urgently. To explore the 
environmental pollution caused by urban architectural design and construction in the process of urban 
development, an evaluation model of urban architectural design and construction on environmental 
pollution was constructed. The first-level evaluation indicators include ecology, natural, and social 
environments, of which the corresponding secondary indicators mainly include noise, water, and air 
pollution and other 12 indicators. The weights of the evaluation indicators at all levels were calculated 
using the expert evaluation method, and the weighting method was then combined to evaluate the 
pollution. Results show that the main sources of environmental pollution caused by urban building 
design and construction are solid waste pollution and traffic congestion rather than traditional noise and 
air pollution. Noise and air pollution are effectively controlled in the construction process. The evaluation 
system provides further directions for improvement in the prevention and control of environmental 
pollution in building construction and provides a reference for effective improvement of environmental 
governance.   

INTRODUCTION

Adhering to green development is a profound revolution 
in the outlook on development. Extraordinary measures 
must be taken in terms of transforming the economic 
development model, comprehensive management of 
environmental pollution, natural ecological protection and 
restoration, resource conservation and intensive utilization, 
and perfecting the ecological civilization system. Ecological 
environmental protection must also be performed in all 
directions, all regions, and the whole process (Liu 2020). 
The green development concept guides the construction 
of ecological civilization, promotes social progress, and 
improves the quality of urban life. The obvious manifestation 
of urban development is the replacement of urban planning 
and urban buildings. The construction of urban buildings 
caused by the building replacement process will inevitably 
cause “non-green” phenomena, such as the occupation 
of space, noise pollution, road closures, and inhalable 
particle pollution. Some studies have indicated that urban 
construction pollution has become a short-term key 
consideration factor for migrants in choosing a place to live. 

Solving the problem of environmental pollution caused by 
urban construction has become an effective way to stimulate 
population distribution in urban areas.

Urban construction is an urban planning activity that 
meets the needs of urban development, increases the 
occupancy rate of urban areas, and improves the appearance 
of cities. Urban development urgently needs the participation 
of urban construction (Teng 2020). The construction process 
requires a large amount of water supply to maintain the 
normal operation of the construction. At the same time, a 
large amount of wastewater and sewage is discharged, which 
causes a certain amount of water pollution to the surrounding 
environment. 

In addition, modern building construction uses mechanical 
operations instead of traditional labour, which improves the 
efficiency of construction but causes serious mechanical 
noise pollution. As a result, it has a great impact on the 
daily life and health of surrounding residents. Building 
construction requires granular materials such as cement and 
sand. When the particle diameter is less than 10 μm, polluting 
inhalable particles will be formed in the air, posing a threat 
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to the health of residents. When a large number of inhalable 
particles accumulate, the increase in concentration will 
reduce the visibility of the air and cause serious pollution 
to the atmosphere. 

Moreover, building construction is sometimes conducted 
at night and requires a considerable amount of lighting to 
maintain normal operations. The resulting light pollution 
affects the normal rest of the surrounding residents and 
reduces the quality of life and wellbeing of surrounding 
residents (Li et al. 2015). Furthermore, if the solid waste 
generated by the building (e.g., residues from the demoli-
tion of old buildings, the abandonment of excess materials 
during the construction process, and the muck produced by 
underground excavation during the construction process) is 
discarded without treatment, it will not only cause a waste of 
resources but also cause great pollution to the environment 
(Roberto et al. 2012).

Therefore, urban construction under the background of 
green development must not only ensure the normalization 
of its development but also minimize the environmental 
pollution that it causes. How to evaluate the environmental 
pollution caused by urban construction is conducive to con-
trolling different sources of pollution during the construction 
process, taking targeted measures to effectively reduce 
construction pollution, realizing urban green construction, 
and promoting urban green development.

PAST WORK CARRIED OUT

With the continuous advancement of the green development 
process, the concept of green sustainability has penetrated all 
areas of social life. The most intuitive manifestation of the 
green development of urban construction is the application 
of green building materials and the implementation 
of green building design concepts (Wang et al. 2020). 
The core purpose of urban green buildings is to reduce 
environmental pollution caused by the construction process. 
Based on existing research, urban construction pollution is  
mainly reflected in water, air, noise, light, and solid waste 
pollution.

Water Pollution Caused by Urban Building 
Construction

Water pollution refers to the deterioration of the physical, 
chemical, and biological characteristics of the water body 
due to the discharge of pollutants. As a result, it will destroy 
the original ecosystem and water body functions, exceed the 
self-purification capacity of the waterbody and prevent the 
water from being effectively used (Cheng et al. 2021). It even 
endangers the health of animals and plants. Water pollution 

in the process of building construction mainly comes from 
rainwater and sewage (Sandeep et al. 2019).

Sewage is divided into domestic water for on-site staff 
and construction water. Rainwater and sewage diversion 
technology is used to realize the recycling of rainwater and 
sewage. The rainwater flows directly into the municipal rain-
water pipeline through the drainage ditch. For the domestic 
sewage generated by the on-site construction personnel, in 
addition to the centralized treatment, the site toilet should 
be equipped with septic tanks or use mobile public toilets 
to reduce sewage discharge. The main sources of construc-
tion water are: (1) mechanical operation and cleaning;  
(2) sewage discharge from construction operations; (3) 
drainage and precipitation of foundation pits; and (4) sewage 
and wastewater generated by exposed building materials and 
toxic and harmful substances after being washed by rain (Lu 
et al. 2021).

For this type of construction water, after using the sed-
imentation tank to settle the debris, most of the wastewater 
can be recycled and used for sprinkling on construction sites 
to reduce dust. A small part of the more polluted sewage 
and wastewater is discharged into the municipal pipeline 
after being treated by the biological tank (Wang 2020). 
Construction sewage containing special substances, such as 
chemicals and oil materials containing toxic and hazardous 
substances, should be treated by an oil-water separator and 
discharged reasonably.

Air Pollution Caused by Urban Building Construction

Air pollution is general pollution caused by construction 
projects. Building dust and exhaust gas seriously affect urban 
air quality, such as urban smog, which seriously affects the 
human respiratory system and restricts urban development. 
At present, the control measures for air pollution mainly 
focus on preventive measures, supplemented by control 
measures (Huang et al. 2007).

Air pollution during construction is mainly dust and 
waste gas. Fugitive dust includes that generated during the 
transportation and loading and unloading of materials, the 
dust formed after mud accumulation and drying, and the 
large amount of fugitive dust generated during the demo-
lition of the original buildings on the site. The exhaust gas 
mainly comes from the exhaust emissions of machinery and 
automobiles during the construction phase and the toxic and 
harmful gases released after the use of volatile materials 
(Haron et al. 2009). Moreover, during the implementation of 
construction projects, some paints and other materials used 
generally contain formaldehyde and other easily volatile 
harmful components, which cause the air to be polluted by 
harmful gases.



845EVALUATION OF URBAN ARCHITECTURE DESIGN AND CONSTRUCTION ON POLLUTION  

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

Noise Pollution Caused by Urban Building Construction

Construction noise refers to the environmental noise 
generated on construction sites, which is mainly generated 
by equipment operation, material processing, transportation, 
loading and unloading, earth and stone construction, piling, 
and structural construction (Zheng et al. 2015). The noise 
pollution caused by the construction of a large number of 
buildings considerably affects the people living nearby. 
Construction noise must be strictly managed and controlled 
from the three links of noise sources, noise transmission 
channels, and noise receivers.

Regarding noise sources, machinery should be upgraded, 
optimized, and maintained. Moreover, the noise interference 
caused by night construction should be minimized, noise-
prone mechanical equipment should be kept away from the 
crowd as much as possible, and the construction schedule 
should be reasonably arranged to minimize noise pollution. 
The construction should also follow the relevant standards for 
noise control, following the Environmental Noise Emission 
Standards at the Boundary of Construction Sites formulated 
by the Ministry of Ecology and Environment. During the 
construction process of a building project, the specified 
range of noise caused by construction should be less than 70 
dB during daytime construction and less than 55 dB during 
night construction.

Light Pollution and Waste Pollution Caused by Urban 
Building Construction

Light pollution is also a part of environmental pollution. To 
complete the construction schedule or part of the project 
needs to be completed at night; lighting must be used to 
ensure the smooth progress of the construction. This pollu-
tion will affect the quality of people’s rest at night, and in 
severe cases will affect people’s physical and mental health. 
In this regard, the control of light pollution is also in need of 
improvement in construction projects (Bagula et al. 2015.).

The solid waste generated at construction sites is mainly 
domestic waste and industrial solid waste, which refer to 
construction waste and waste residues, such as broken 
bricks, mortar, concrete, wood, and steel. At this stage, an 
increasing amount of construction waste is generated during 
construction. Related data show that construction waste 
accounts for 30%-40% of urban waste in our country, and 
construction waste is prone to secondary pollution, such as 
dust and wastewater during transportation (Frauke 2016). 
This phenomenon causes great harm to the ecological 
environment while endangering human health.

In the initial stage of construction, the relevant con-
struction unit should strictly perform garbage classification 

management for domestic garbage and clean up in time to 
avoid secondary pollution caused by random disposal of gar-
bage. For industrial solid waste, classification and reduction 
treatment should be implemented (Wang et al. 2018). The 
recycled materials should be recovered and processed in 
time. Some of the materials that cannot be recycled should 
enter the social recycling system to achieve sustainable 
development under the circular economy. The other part 
should be processed by physical methods (e.g., crushing and 
landfill after pressure storage) and chemical methods (e.g., 
high-temperature decomposition and oxidation) to reduce 
the accumulation of garbage.

MATERIALS AND METHODS

Evaluation Indicators

The pollution caused by urban construction causes consid-
erable damage to the environment. To effectively control 
the adverse effect of construction on the environment, the 
multi-party pollution caused by urban construction must 
be rationalized, and targeted treatment must be performed 
to minimize the index of environmental pollution. While 
ensuring people’s quality of life, it also allows the green and 
sustainable development of a country’s construction industry.

Aiming at different aspects of environmental pollution, 
Wang et al. (2020) calculated the improvement effect of 
green energy-saving building construction on environmental 
pollution through the weighting index. Then, they construct-
ed an analysis model and realized the improvement effect 
analysis of green energy-saving building construction. Cheng 
et al. (2021) proposed environmental protection in terms of 
policy factors, planning factors, technical applications by 
using the method of the green construction evaluation of pre-
fabricated building based on the G1-entropy-independence 
weight method, and probability language close to entropy to 
analyze the weight of 21 pollution indicators. Finally, they 
provided scientific advice for the selection of the project plan.

Based on a large number of literature searches, the envi-
ronmental pollution caused by urban construction involves 
water, air, solid waste, noise, and light pollution; urban 
landscape; and population health. Further classification of 
the pollution indicators can determine the environmental 
pollution, involving the ecological, natural, and social en-
vironments. This study summarizes and sorts out the eval-
uation indicators of the impact of urban construction on the 
environment, as shown in Fig. 1.

Evaluation Model

The entropy weight method is an objective weighting method 
to determine the index weight coefficient according to the 
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Among them, the difference coefficient A represents the 
importance of this index in the whole evaluation system. The 
greater the value of A is, the greater the importance of this 
index in the overall evaluation system, and the greater the 
weight value of the corresponding index B is.

RESULTS ANALYSIS AND DISCUSSION

Case Description

A residential project of Wanke in Wuhan of China covers an 
area of 59,917 m2 and a building area of 386, 968.7 m2, with 

a total of 12 buildings. The project has a large construction 
volume and a long construction period. The index system and 
evaluation model constructed in this study will be used to 
perform an environmental pollution assessment on this project.

Six qualified experts from the engineering construction 
environmental pollution control industry were invited to 
score the pollution of the project. To ensure the effectiveness 
and independence of the scoring, high industry requirements 
were observed for the qualification review of experts. Ex-
perts should have been engaged in the industry for a long 
time with rich field experience and have unique insights into 
management. Based on construction evaluation standards and 
environmental pollution, they would quantitatively evaluate 
the indicators constructed in Fig. 1 and score them on a five-
point system. The evaluation results of the various indicators 
on environmental pollution are shown in Table 1.

Weight Analysis

Based on the evaluation results of environmental pollution 
by various indicators, the entropy weight method is used to 
process the entropy value and entropy weight of the stand-
ardized matrix. Formulas (4) and (5) are used to obtain the 
entropy weight of the environmental pollution indicators, 
as shown in Table 3.

The results of entropy weighting of the environmental 
pollution indicators for urban building design and construc-

Table 1: Evaluation results of primary indicators.

Index Expert

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6

Ecological environment a1 3 2.5 3.5 2 2.5 3

Natural environment b2 3 3.5 3.5 3 3.5 3.5

Social environment c3 3.5 4 3.5 4 4 4

Table 2: Evaluation results of secondary indicators.

Index Expert

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6

a11 3.5 3.5 4.5 2 2.5 3

a12 3 3.5 2.5 3 3.5 3.5

a13 3.5 3 2.5 3 3 3

a14 3 2.5 2.5 3.5 3 2.5

b21 3 3 2.5 3 2.5 3

b22 2 2.5 2.5 3 2.5 3

b23 2.5 1.5 2.5 3.5 3 3

c31 3 3 3.5 3 3 2.5

c32 3 3.5 3 2.5 2.5 3

c33 3.5 3 3 3 3.5 2.5

c34 3 3 3.5 3 3 2.5

c35 3 3 3 3.5 3 3
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tion show that the environmental pollution indicators of 
this Wanke residential project in Wuhan are ranked as solid 
waste pollution, traffic congestion, agricultural ecological 
pollution, urban landscape pollution, light pollution, air 
pollution, water pollution, and vibration, as well as pollution, 
population health, vegetation pollution, noise pollution, land 
subsidence. The result shows that the most significant envi-
ronmental pollution caused by the design and construction of 
buildings in the city centre is solid waste pollution (0.460). 

The above finding is due to the replacement of urban 
buildings requiring the re-planning and demolition of the 
building design. The demolition of old buildings is prone 
to generate a large amount of solid waste pollution. The 
treatment of solid waste pollution cannot be treated like a 
landfill in a large rural area. Solid waste will be transported 
after crushing, which leads to the accumulation of solid 
waste pollution.

Before the project starts, preparations for solid waste 
treatment should be made, and solid waste must be eliminat-
ed to the maximum extent. In the pollution in architectural 
design and construction, the widely criticized weight indica-
tors of air, vibration, and noise pollution rank sixth, eighth, 
and eleventh, respectively. This result shows that in today’s 
urban architectural design and construction, air, vibration, 
and noise pollution are all well prevented and controlled. 
Land subsidence causes the least pollution, with a weight 
of only 0.068. Thus, urban construction is the most serious 
problem for people’s daily travel. Given the strict control of 
underground space in urban planning and design, the ground 
subsidence caused by construction has the smallest impact.

The results indicate that noise and air pollution have 
been effectively controlled during the construction of urban 

buildings. Urban construction is also responding to green 
development, and rational architectural design is a limited 
way to effectively reduce traditional pollution. The entropy 
method is used to evaluate the environmental pollution of 
urban buildings and constructions, which can be a positive 
test of the existing prevention and control work when it can 
effectively detect pollution indicators.

The weight of the primary indicator is obtained based 
on the data of the entropy weight of the secondary index. 
The data show that the pollution of the primary indicator of 
environmental pollution caused by urban building design and 
construction is the ecological environment pollution (0.222), 
which exceeds the other two indicators, followed by natural 
environmental pollution and finally social-environmental 
pollution. As the direct pollution object of urban architec-
tural design and construction, ecological environmental 
pollution is relatively a concern. The reason is that with 
the development of the city, the green environment inside 
the city is destroyed, and the ecological pollution inside the 
city is aggravated15. The continuous expansion of the city 
has also caused great damage to the suburban environment 
around the city, and the external ecological pollution of the 
city has also increased. How to solve the problems of urban 
expansion and ecological environment protection has become 
an important issue that the government needs to consider. 
Second is the pollution of the natural environment. With the 
destruction of the ecological environment, the pollution of 
the natural environment also increases. The lower weight of 
the social environment indicates that social environmental 
damage caused by urban architectural design and construc-
tion is relatively small, and the project can improve pollution 
prevention and control for this matter.

Table 3: Entropy weight of environmental pollution indicators.

Target layer First-level index Weight Second-level index Weight

Evaluation of Environmental Pollution Caused 
by Urban Construction

Ecological environment a1 0.222 a11 0.243

a12 0.098

a13 0.3 91

a14 0.068

Natural environment b2 0.172 b21 0.222

b22 0.229

b23 0.460

Social environment c3 0.101 c31 0.089

c32 0.203

c33 0.371

c34 0.426

c35 0.127
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Assessment of Environmental Pollution

The combination weight method to determine the emergency 
capability index score is similar to the entropy weight 
method. All indicators of the community project in 
Wanke are calculated by W × R = Rline, and the final 
specific scores of each indicator are obtained from 
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CONCLUSION 
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environmental pollution caused by the construction of a residential project in Wanke in Wuhan of 
China. The conclusions are drawn as follows. 
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(2) Taking a residential project in Wanke as an example, the evaluation results show that the 
environmental pollution caused by the construction of the project is mainly reflected in solid waste 
pollution, and the treatment of solid waste can be controlled to a certain extent through effective 
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This study solves the main aspects of pollution caused by the construction of this residential 
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ABSTRACT
Solid waste management (SWM) is one of the most neglected aspects and becoming a challenge for 
India as well as other developing nations’ environment. India is one of the world’s large and fastest-
growing economy. Based on the trends in different nations like the US, China and European countries, 
it is clear that a developing economy of the nation and population of the country is also playing a 
vital role in the increasing rate of solid waste generation. Unsegregated waste is the root cause of 
the inefficient municipal solid waste management (MSWM) systems in India. The existing approach 
to managing the MSW such as collection, transportation and treatment results in poor utilization of 
resources. This review paper addresses the current status of MSWM in India. In this paper, various 
issues and challenges to obtain 100 % source segregated municipal solid waste are also discussed 
through different cases of urban areas. A way forward through an overview of the municipal waste 
management policies and practices adopted is being presented in the paper.   

INTRODUCTION

Unsegregated municipal solid waste has become a challeng-
ing issue not only for India, but even for other developing 
countries. MSWM (municipal solid waste management) 
system suffers various problems related to the waste 
treatment options, i.e. composting or recycling or energy 
generation (Annepu 2012, Rajkumar & Sirajuddin 2016). 
If the existing MSWM system does not offer the solution 
to these problems, the entire municipal mixed waste will be 
ended up at dumpsites and therefore causing the MSWM 
system to be dependent upon landfill sites. A huge amount 
of dumped MSW (municipal solid waste) is becoming the 
main reason for groundwater pollution, soil contamination, 
and environmental pollution. The MSW typically includes 
domestic and commercial wastes generated in municipalities 
or notified areas either in solid or semi-solid form (Table 1). 
It does not include industrial hazardous wastes but includes 
treated bio-medical wastes. According to data (Table 2), 
Metro cities are the major contributor in the process of 
waste generation and due to continuous infrastructure de-
velopment the production of inert waste is also higher than 
other regions. Southern region produces larger quantity of 
compostable waste due to relying on coconut and banana 
leaves for wide range of applications (Karelia 2019, Priya 
2019). Fig. 1 reveals that about 80% of the total generated 

waste is being collected by various means while the rest 
20% is again mixed up and lost in the urban environment 
(Ministry of Housing and Urban Affairs 2019). Out of total 
waste generated, about 50% waste is found segregated at the 
source which is suitable to process further. Hence, out of total 
generated waste, around 40% of waste is being processed in 
the existing MSWM system and the rest of the unsegregated 
waste is being dumped into landfill sites. Most of the time 
sorting of waste is done by unorganized sector and from 
time to time rehearsed by waste producers. Segregation and 
sorting process takes place in exceptionally dangerous and 
unsafe conditions and the viability of segregation is sensibly 
low as unorganized sector segregates just important disposed 
of constituents from the waste stream which can promise 
them similarly higher monetary return in the reusing market.

Due to lack of space for inventory many waste process-
ing industries are utilizing the waste from the dumpsite 
and essentially handle mixed waste which usually gets 
contaminated. It does not only increase the cost of waste 
processing but also produces poor quality products such as 
recyclable contents, compost etc. (Pandey & Malik 2015, 

Rawat et al. 2013). 

In India, recent solid waste management guidelines 
2016 (Lavasa et al. 2016) have made it compulsory to the 
concerned authority of an area to undertake responsibility 
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for all activities related to SWM (Solid Waste Management). 
These guidelines are applicable beyond the municipal areas 
also, such as urban cluster, census towns, notified industrial 
townships, areas under the mastery of Indian railroad tracks, 
airports, airbase and seaport, defence establishments, special 
economic zones, state and central government organizations, 
places of the pilgrimage, religious and historical importance 
etc. Despite all the positive moves put up by the Government 
of India, the current status of the Indian MSWM system is 
not satisfactory.

Existing Solid Waste Management Strategies 

As per the SWM guidelines 2016 (Lavasa et al. 2016) waste 
generator has to identify the category of waste and keep it 
separately i.e. source segregation. This is the key function 

at the root level of MSWM process, which redirects the 
right type of waste to its right place. Therefore to get 100 % 
source segregated waste, Govt. has started various awareness 
programs through social media, television, newspaper etc. 
Few megacities like Bengaluru, Indore and many others have 
implemented a fine system for observing no source segre-
gation of solid waste (Akshatha 2018). Once the MSWM 
system receives all the 3 categories of segregated waste, it is 
processed for its treatment and the only inert is dumped into 
landfill sites. Common treatment techniques are recycling of 
plastics, composting and waste to energy.

The combination of waste treatment methods with 
MSWM makes an IMSWM (integrated municipal solid waste 
management) system (Fig. 2). It is being followed by most of 
the developed countries because its advantageous principle 
maintains the correct flow of segregated waste and does not 
allow it to be on the dumpsite (Planning Commission 2014). 

Even if there is no source segregation a sustainable waste 
management system is supposed to handle the mixed waste. 
Therefore many countries have already moved a step ahead 
by introducing advanced waste to energy plants such as 
plasma arc recycling. It involves heating waste to super-high 
temperatures to produce gas that can be burned for energy 
and rocky solid waste that can be used for building (Wood-
ford 2019). This process does not involve combustion like 
a conventional incineration process. Instead of only burning 
the waste (at a few hundred degrees), the waste is heated at 
higher temperatures (thousands of degrees) so it gets melt 
and then vaporizes. This process is performed by the plasma 
arc method, which is a kind of super-hot “torch” made by 
passing gas through an electrical spark.

Current Scenario of Unsegregated Waste and Failures 
in MSWM System in India

With an increasing population, MSW management in 
the country has come into view like a serious prob-
lem not only due to environmental and esthetic is-
sues but also due to the sheer quantities produced every day. 

Table 2: Composition of MSW in India and its regional variation (Annepu 2012).

Region/city MSW (TPD) Compositions of MSW

Compostable (%) Recyclables(%) Inert(%) Moisture (%)

Metros 51402 50.89 16.28 32.82 46

Other cities 2723 51.91 19.23 28.86 49

East India 380 50.41 21.44 28.15 46

North India 6835 52.38 16.78 30.85 49

South India 2343 53.41 17.02 29.57 51

West India 380 50.41 21.44 28.15 46

Overall Urban India 130000 51.3 17.48 31.21 47
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Table 1: Contents of waste materials in MSW (Sujauddin 2008).

MSW Components Materials

Compostable Food waste, landscape, and tree trimmings

Recyclable Papers, cardboard, plastics, glass, metals

Inert Stones and slit, bones and other inorganic 
materials
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Hence the government of India is driving various awareness 
campaigns with the help of NGOs and some agencies like 
Shuddhi, Vatvaran, Ruchi, etc. for the efficient performance 
of the MSWM system. These campaigns are promoting 
various positive activities like zero or minimum waste 
generation, segregation of waste at source, lesser use of 
the non-recyclable and non-degradable substances through 

social media, print media and TV channels, etc. These ef-
forts have shown remarkable improvements in a few cities 
like Indore, Ambikapur, Mysuru and Tirunelveli. In these 
cities, residents have started showing their interest towards 
source segregation, because either local urban body fines for 
non-segregation of waste at source or on the positive side 
new startups of recycling and composting (such as Saahas 
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Zero Waste, Hasiru Dala, Namo E-waste, GEM Enviro 
Management, Citizengage, Paperman, Vital Waste, Extra 
Carbon, etc.) are rewarding for segregating the recyclable 
and non-recyclable waste at a source point and depositing the 
garbage at a predefined location. These ideas are helping to 
minimize the open dumping of MSW (Dash 2017, Manohar 
2019, Rai 2017, Subramanian 2017).

Despite all these positive moves and promotions, the 
major portion of India is still facing many problems related 
to solid waste such as lack of land space for dumping MSW, 
spilt out waste on roads, poor quality of compost due to 
the presence of plastic and metals. Segregation at source, 
collection, transportation, processing and scientific disposal 
of waste is not sufficient and leading to the degradation of 

the environment and poor quality of life. Some key issues 
are affecting proper management of MSW such as limited 
primary collection at the doorstep, reluctance in public to take 
ownership, unavailability of adequate funds, lack of access 
to technical exposer and unscientific disposal of MSW at 
dumpsites (CPCB 2018, Lahiry 2017, Lavasa et al. 2016, 
Press Trust of India Ltd. 2019).

Ghazipur landfill can be a relatable example of such a 
scenario (France-Presse & Agence 2019), this site has already 
taken about 40 football pitches of land on the eastern edge 
of New Delhi (Fig. 3), which is widely recognized to be the 
world’s most polluted capital. The vast dump of waste rises 
by 10m every year. It is already 65m high and will be taller 
than the 73m Taj Mahal next year. 

Fig. 4 represents the current practice of MSWM in In-
dia (Ministry of Housing and Urban Affairs, 2019), where 
around 82% of waste is collected by the door to door pick 
up or by community bin, and around 48% of waste is found 
in segregated manner i.e. source segregated. Therefore only 
37% of waste can be processed for further treatment like 
composting, WTE or recycling. The remaining amount of 
un-segregated waste is directly dumped into landfill areas. 

Failure of Solid Waste Management Projects in India

In Shrinagar, India, J&K Municipal Corporation (SMC) has 
failed to segregate waste at source in the summer capital 
(Yaqoob 2018). It has also not received individual garbage 
dustbins at sources as Solid Waste Management Rules 
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(SWMR) are yet to be enforced. The SMC began waste 
separation as a pilot project last year in many districts, such 
as Sanat Nagar. After segregating garbage collected from 
households, the SMC used to again mix the waste. Therefore, 
the segregation at the source served no purpose.

The aspiring source segregation program organized by 
the civic bodies in Delhi (Vibha et al. 2017) has failed to 
achieve desired results. After the 4 months of this initiative, 
very few changes in the situation have been observed on the 
ground. Residents complained that in the absence of adequate 
supervision and control by authorities, the initiative was 
running out of steam. The north and east Delhi civic bodies 
had started the source segregation program at 10 selected 
neighbourhoods on the occasion of World Environment Day. 
The motive behind this project was to motivate the people to 
sort out their domestic trash. The initiative was designed to 
set up model colonies to demonstrate the introduction of the 
2016 Centre’s Solid Waste Management Rules. The agencies 
were expected to disseminate bins, run awareness drives, 
and engage vehicles with partitioned cabins for collecting 
bio-degradable and non-biodegradable waste.

However, after four months, residents in the areas contin-
ued to dump waste without segregating them. Similarly, after 
the launch of the source segregation campaign in the north 
and east Delhi (Vibha et al. 2017) local urban bodies have 
also been unable to acquire enough vehicles for disposing of 
source segregated waste. The project initiated with a series 
of introductory workshops educating the public about the 
value of source segregation of waste. However, after two in-
teractions, the north municipal officials became unreachable. 
Vehicles assigned to collect dry and wet waste disappeared 
too. It was also observed that the sanitation workers coming 
to collect garbage rarely help the residents in emptying the 
contents of the garbage bins into the vehicles (tippers). It is 
also reported that the height of the tipper is too much for any 
individual man or women to reach. A major proportion of 
the garbage litters on the road, while one try emptying the 
contents on to the tippers. Once it is dumped into the tippers, 
the dry and wet waste gets mixed, then there is no meaning 
of segregating waste at the source. 

In Bengaluru (Harshtha & Nisar 2019), door-to-door 
garbage pickup from small apartments and unorganized 
residential areas across the city has been tangled. Reason: 
collectors come for a very small time, while residents have 
no systematic plan to keep the solid waste segregated and 
ready to be picked up. Many residents complained that their 
entire effort towards segregation and collection turns noth-
ing when the garbage collection system does not meet the 
schedules. Even though residents keep the waste segregated, 
the garbage collectors dump them altogether. This results 

in a lack of interest among residents to segregate. The BAF 
(Bengaluru apartment federation) provides a solution that 
fits well over thousands of flats: segregate the garbage, place 
them at a central point from where the sanitation workers 
pick it at the time of their choice. In the same city, a new 
and innovative step has been taken to tackle the MSW. A 
not for a profit think tank in Bangalore named PAC (Public 
Affairs Center) (Nagendra et al. 2019), launched a mobile 
app “PAC Waste Tracker” which works on citizen science 
and visual mapping to find out the various issues affecting 
the waste collection mechanism in the city. This pilot project 
implemented in the four wards, which has recorded the issues 
coming at each collection point. Such challenges have been 
reported for a total of 9 months including non-segregation 
of waste, inconsistent waste collection, collection annoyance 
and non-compliance.

Agra, classified as one of India’s most polluted cities 
(Lavania 2018), transports tons of waste in open lorries daily 
on city roads to the Kuberpur sites. As the trucks ply, loads of 
garbage spill over the sides. Some of these even get dropped 
on commuters and cars alike. These trucks have only added 
to Agra’s pollution levels. the civic authority has not been 
able to ensure modern vehicles for the storage and disposal 
of the Civic Solides (MSW) even after strict directions have 
been given by the NGT (National Green Tribunal) to Agra 
Municipal Corporation. According to officials, the civic 
body trucks collect around 500 metric tonnes of garbage 
from various parts of the city every day and transfer it to the 
Kuberpur site. According to norms, these vehicles must be 
covered both from the rear and topsides. But around 40% 
of these vehicles run without covers. The back of many of 
these trucks is damaged, causing more spillage. 

Similar issues have been identified in two major cities 
of Uttarakhand, i.e. Dehradun and Haridwar (Sharma 2018), 
where uncovered vehicles were used for transporting waste. 
Out of the total available vehicles, only 58% and 64% of 
vehicles were operational in Dehradun and Haridwar, respec-
tively. Further, only 7% and 46% of vehicles were covered 
in Dehradun and Haridwar. Authors reported that inefficient 
transportation has become another reason for floating garbage 
in Kolkata city (Hazra & Goel 2009). Poor route planning, 
lack of information about collection schedules, poor roads 
and numbers of vehicles for waste collection drastically 
affects the process of MSWM. 

Quantitative Analysis of Performance of Indian 
MSWM Systems

As per the latest report of the CPCB (Central Pollution 
Control Board), published in February 2018, the total 
quantity of waste generated in the country is estimated at 
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around 43298.385 tons per day. Out of which, 45082.15 tons 
is being collected and the remaining 18% is littered. Out of 
the total collected waste, only 15386.81 ton is being treated 
and remaining 22904.70 tons is being disposed of (Sambyal 
& Agarwal 2018). A standard MSWM system has two basic 
functions i.e. collection and segregation. The following data 
highlights the current scenario of collection & segregation 
under the Indian MSWM system.

In India, every state has around 84000 wards and 
3/4th of these wards have successfully adopted door to 
door waste collection system. But without a proper waste 
disposal system, such an effort is not meaningful (Jadhav 
2018). Municipal bodies in Maharashtra generate maximum 
garbage, i.e. 22,570 MT daily, then Tamil Nadu (15,437 MT), 
Uttar Pradesh (15,288 MT), Delhi (10,500 MT), Gujarat 
(10,145 MT) and Karnataka (10,000 MT) (Jadhav 2018). 
These data reflect that the municipal bodies of the above-
mentioned states are dumping such a big amount of waste 
on to their landfill sites, which are actually beyond their 
capacity to handle, hence it is polluting the surrounding land, 
groundwater and air. According to the Delhi-based Centre for 
Science and Environment (CSE), cities are now lacking for 
land space where they can dump their waste. This scenario is 
leading them to throw it in the ‘backyards’ of smaller towns, 
suburbs, and villages.

It is found that only 8 out of 35 states have the practice 
of processing more than half the daily garbage generated in 
their cities, hence not one has achieved 100% processing 
(Jadhav 2018). Jharkhand, Bihar, Odisha, Andhra Pradesh, 
Tamil Nadu, Haryana, West Bengal, Jammu & Kashmir 
do not process even 10% of their MSW, while Arunachal 
Pradesh and Dadra & Nagar Haveli do not have the practice 
of processing their waste (Jadhav 2018). There are only four 
states that process more than 60% of municipal waste. In this 
list, Chhattisgarh comes first, where almost 74% of waste is 
processed. Then this legacy is followed by Telangana (67%), 
Sikkim (66%) and Goa (62%). Delhi processes 55% of its 
daily garbage (Jadhav 2018).

Fig. 5 (The World Bank 2018) shows the comparative 
data between MSW collection and its treatment in major 
Indian cities. According to these data, the Indian MSWM 
system is collecting a major proportion of waste (i.e. around 
82%) from door to door collection service, then half of 
the collected waste is being treated because the collected 
waste is not completely segregated at source. Among all the 
major cities in India, Hyderabad, Kochi, Pimpri, Kanpur, 
Ahmedabad, Coimbatore and Mumbai can treat their entire 
collected waste. It has become possible, these cities have 
started maintaining all the possible ways of treatment of 
waste. Such as in Kanpur,  there is a plant to process 1500 

tonnes per day capacity of solid waste was set up with a 
tipping platform, a pre-segregation unit, a composting unit, 
an RDF (Refuse Derived Fuel) unit, a plastic segregating 
unit, a briquette manufacturing unit, and a secured landfill 
in place (Goel 2017).

Similarly in Hyderabad, The GHMC (Greater Hyderabad 
Municipal Corporation) has done some good work in the 
solid management system, i.e., segregation of dry and wet 
waste at the source itself by involving residential welfare 
associations, NGOs, self-help groups and citizens. Through 
this, the collection of garbage has increased from 3,000 tonnes 
to 4,800 tonnes daily basis. Whereas Rudrapur, Cuttack, 
Kota, Amritsar, Leh, Vishakhapatnam, Bhubaneshwar are 
failed to treat their waste.  Table 3 shows the MSWM and 
related facilities available in major Indian states. Among 
all the mentioned states Tamil Nadu has a higher number of 
waste treatment facilities whereas Orissa and Uttarakhand 
do not have any facility to treat their solid waste. All these 
data reflect that only 36% of states in India are having  
treatment plant, and due to the unavailability of the desired 
form of waste (segregated waste) some of them like in 
Maharashtra, Delhi, Gujrat, Tamil Nadu are not able to 
perform at its maximum capacity. Hence, the mixed waste 
is being dumped in open land areas and getting stockpiled 
(Kumar et al. 2017, Ministry of New and Renewable Energy 
2016).

Problems Associated with Unsegregated Waste 

As is discussed in the previous section that the unsegregated 
waste is not easily acceptable by the waste processing 
industry therefore it gets dumped into the landfill sites. 
Subsequently, this practice is promoting the improvement 
of new sanitary landfills or extension of an existing landfill 
in different urban areas in India (Moghadam et al. 2009). 
Landfill practice caused many accidents in history (Doshi 
2016, Manohar 2017, TNN 2018) like landfill fire in Delhi 
and West Bengal, landfill sliding in Addis Ababa (Ethiopia) 
& Shenzhen (China), etc.  Hence, when mixed waste is  
ended to landfill sites it brings out many other issues such as 
landfill fires (Lee et al. 2018), landfill sliding (Pulat et al. 2017), 
environmental impact due to food waste (Tonini et al. 2018).

Apart from environmental issues, mixed waste has 
become the main cause of the poor performance of waste 
processing industries like WTE, composting or plastic recy-
cling industries. Many WTE plants in the country are either 
combustion-based or gasification based. Combustion based 
plant requires a dry form of waste and wet for gasifier based 
plants. But due to the unavailability of the required form of 
segregated waste, most of the WTE plants are in the “Not 
Working” condition (Sharholy et al. 2008). 
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Table 3: Facilities for MSWM in major Indian states (Ministry of New and Renewable Energy, 2016).

S. No.  States No. of Units for treatment

Composting Vermicomposting Biomethenation Pelletization Waste to Energy

1 Andhra Pradesh & Telangana 24 0 0 11 2

2 Andaman& Nicobar 1 0 0 0 0

3 Chandigarh 0 0 0 1 0

4 Delhi 3 0 0 0 3

5 Goa 14 0 0 0 0

6 Gujrat 3 93 0 6 0

7 Himachal Pradesh 10 0 0 0 0

8 Karnataka 0 0 0 0 0

9 Kerala 21 7 10 1 1

10 Madhya Pradesh 7 0 0 2 0

11 Maharashtra 6 2 5 5 2

12 Orissa 1 0 0 0 0

13 Punjab 1 3 0 0 0

14 Rajasthan 0 0 0 0 0

15 Tamilnadu 102 24 0 3 0

16 Uttarakhand 0 0 0 0 0

17 Uttar Pradesh 0 0 0 0 0

18 West Bengal 13 7 0 0 0

Similarly, the majority of MSW compost produced 
in Delhi is not able to meet quality control guidelines of 
fertilizer control order standard (Mandal et al. 2014). Fer-
tilizing index values of MSW compost was satisfactory, 
whereas clean index values were much below the desired 
value due to the presence of plastics & excess heavy metals 
in the compost which may come through many sources like 
electronic and electrical waste. The chances of availability 
of plastic and heavy metals in compost are increased when 
mixed waste/partially segregated waste is processed in the 
compost plants. Even if there is a practice of source separa-
tion, bio-degradable waste still contains some contaminants 
which may affect the treatment process and impact the qual-
ity of the compost (Jank et al. 2015). Contaminants can be 
present in the separated bio-degradable waste, it is because 
segregation of bio-waste is not always done in a correct way, 
such as the collection of segregated waste in plastic bags 
causes contamination of biowaste. Such products cannot 
be sold in the market at a competitive price hence affect 
the financial viability of the project. Whereas mixed waste 
causes wear and tear in the waste handling equipment and 
when it is combusted it becomes a source of emission of 
toxic pollutants (Rawat et al. 2013, Malcolm Richard et al. 
2011, Mandal et al. 2014). It is also observed that in India, 
sorting of waste is done by rag pickers, who manually pick 
up waste from the roads and dumping zones which can be 

recycled and re-used. Hence, they are exposed to health 
damage and infection while manually sorting the waste 
without any protection. Furthermore, it has to be segregated 
either manually or mechanically in addition to the manual 
segregation. It is a time-consuming process to segregate the 
useful waste out of total random mixed waste. Apart from 
rag pickers, the segregation of waste is largely fulfilled by 
the unorganized sector and infrequently practised by waste 
producers (Pandey & Malik 2015). 

It is also reported that (Hindu 2012) the plastic waste 
on either on dumpsite or streets, roads and community bin 
chokes the stormwater drainage system. As per the report, the 
dumping of garbage in water bodies has been increasing the 
decay of lakes and ponds in the southern suburbs of Chennai. 
Because residents are releasing sewage and dumping plastic 
and other waste in channels linking water bodies and storm-
water drains. Therefore every single stormwater drain and 
channel in the city, which connects one lake with the other 
has been nearly ruined. People find it easiest approach to 
throw waste outside their homes through windows directly 
into these drains and water channels. A huge amount of float-
ing garbage is observed in such drains all over the southern 
suburbs of Chennai. 

Hence, proper segregation of waste leads to scientific 
disposal of waste and on the other hand recyclables could 
be directly sent to recycling units (Sharholy et al. 2008, 
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Shwetmala et al. 2011). It can lead to various benefits such 
as enabling technology up-gradation, better quality products, 
saving of valuable raw material resources of the country, 
reducing the need for landfill space. Therefore various 
methods have been intervented into the MSWM system to 
get segregated waste and its further treatment. 

Significant Challenges for the Process of Source 
Segregation 

In many developing countries including India, residents 
response towards the segregation of waste is affected by 
the partial involvement of residential community, real estate 
developers, other residents, and charges involved in MSWM 
(Agbefe et al. 2019, Speier et al. 2019, Basnayake et al. 
2019). It is reported (Planning Commission 2014, Rawat et 
al. 2013) that the waste that is generated in the country is 
a mixed waste comprising a large amount of inert material 
and a very high moisture level unlike in other countries. A 
high level of moisture and inertness in the waste creates 
problems to derive power from it. The Govt. of India took the 
initiative to increase awareness amongst the public through 
SBM (Swachh Bharat Mission) (Agarwal 2018), and the all 
India segregation campaign was launched on June 5, 2017. 
The main objective of this campaign is to ensure, cities must 
design a mechanism through which 100 per cent source seg-
regation can be done within one year, which is a challenge 
and yet has been a game-changer wherever implemented 
properly. According to the CPCB report, 2018 there is no 
proper public system of primary collection from the source 
of waste generation and municipal sanitation workers collect 
waste primarily through street sweeping, etc. Also, there is no 
practice of sorting waste at source in a scientific way except 
few places like Indore, Tirunelveli, Goa, Chandigarh, where 
source segregation is under regular practice (CPCB 2018). 
As per SBM August 2018 data (Agarwal 2018), 43% of 
the total wards in the country are segregating their waste at 
source. In 2017, door-to-door collection coverage increased 
from 53% to 80%.

As per the SWM rules 2016, waste must be segregated 
into different disposal bins with different colour codes for 
biodegradable. However, most of the source location like 
slum areas, which belongs to lower socio-economic condi-
tion, does not have enough space to occupy different disposal 
bins. Hence, the waste collected at the source point is in the 
mixed form and it moves from source to primary location, 
primary to secondary location then landfill sites as it is (Pa-
dilla & Trujillo 2017). Therefore, the author has concluded 
through a survey that source segregation is affected by SEC 
(socio-economic conditions). As per the survey higher SEC 
gives a higher rate of source segregation whereas lower 
sections are the major representative of the population of 

any developing country. SEC has also affected the collec-
tion coverage of MSW, according to reports of CPHEEO 
(Central Public Health and Environmental Engineering 
Organisation) and CPCB (Central Pollution Control Board) 
(Mandal 2019), collection coverage in the peri-urban or slum 
areas is low compared to commercial or high-income group 
or middle-income group areas.

Many of the cities in India have a limited practice of 
segregation (Agarwal 2018) through the distribution of 
blue and green dustbins. At present, the majority of urban 
and metro housing societies/communities are facilitated 
with three different bins of different colours for collecting 
waste like biodegradable, non-biodegradable and domestic 
hazardous waste, thus it requires time and effort for segre-
gations of waste. Whereas there are inadequate treatment 
techniques and facilities for the transportation and disposal 
of segregated MSW. These factors affect the willingness of 
residents towards source segregations.

In addition, the efficiency of a solid waste collection 
system depends on the type of vehicles, its capacities and 
the number of staffs. The collection system is classified into 
two categories, i.e., door-to-door collection and communal 
collection. Door to door collection system generally exists in 
societies those who are willing to pay whereas in slums and 
low-income areas are covered under the communal collection 
system. In many cities (Agarwal 2018), the collection of 
source segregated waste has started but to lack of facilities, 
mixed waste ends up in the dumpsite. Such as, in Tirunelveli, 
a city in Tamil Nadu awarded by the government for achiev-
ing 100 per cent source segregation, residents segregate only 
recyclable plastic and handover it to the collector on prede-
fined days. Whereas mixed waste is collected daily, however 
SWM Rules, 2016 mandate that waste must be segregated 
into wet, dry and domestic hazardous at the source itself.

Way forward by the Government of India

To make the existing MSWM system more efficient  
and for the optimum utilization of the resources Govt. of 
India has given the following recommendations (CPCB 
2018): 

 (i) At the central level, a technical cell must be formed to 
help the state urban development department and local 
bodies to enable them for the execution of SWM Rules, 
2016.

 (ii) For proper implementation of SWMR, 2016, every 
State should display strategy & time-targeted action 
plan, which should be displayed on their website. Every 
state should have a cell to assist local bodies in terms 
of evolving plans and policies to provide technical and 
financial assistance.
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(iii) Every State/UT should follow the guidelines for des-
ignating the landfill site and setting-up of a shielding 
zone around the landfill and waste processing sites.

 (iv) State Pollution Control Boards to take-up with the local 
urban bodies and suggest setting up of waste treatment 
facilities either by themselves or by private entrepre-
neurs.

 (v) Ministry of Environment & Forest should have a closer 
look at the matter of execution of SWMR, 2016 with 
Chief Secretaries/ Chief Ministries of the States/UTs. 

 (vi) Segregation of waste at source is to be made compulsory 
for having safe disposal of MSW. The wet/biodegrad-
able waste should be converted into compost and dry 
waste should be recycled/recovered 

 (vii) If recycling is not done, then the dry waste must be 
transported to cement kilns for co-processing.

(viii)Every local body is supposed to submit a time-targeted 
work plan for the implementation of the SWM Rules, 
2016, in cities/ towns. 

( ix) The status of the implementation of solid waste man-
agement rule, 2016, must be reviewed regularly by the 
secretary to get satisfactory results.

Success Story of Indore Municipal Corporation (IMC), 
India- A Case Study

Indore city is situated in Indian state Madhya Pradesh over 
the area of 275 km2 with a population density of 10000  
P/km2. There are around 6.20 Lac household and commer-
cial places, which are the main sources of MSW generation. 
Being an urban area, the quantity of MSW is also being 
increased every year along with its population. As per the 
observation quantity of MSW since 2001, has been increased 
from 617 MT/Day to 1115 MT/Day till now. Such a rapid 
increase in the quantity of MSW has become a challenging 
task for local urban bodies. Hence a survey was conducted 
in September 2015. Presentations were made to the commis-
sioner and mayor-in-council. which reported the following 
observations (“A2Z to restore garbage” n.d.; Bhargava n.d.; 
“Indore: Converting solid waste into electricity still a distant 
dream | Free Press Journal,” n.d.; “The Curious Case of a 
Clean Clean Indore- Business News,” n.d.):

 (i) There were around 1380 garbage containers, which were 
old and dilapidated. Even in posh residential and more 
upmarket areas, there would usually be open garbage 
spots either in empty plots. Likewise around 480 open 
spots were identified where waste was being dumped 
and burnt.

 (ii) It was observed that cleaning staffs were a bit reluctant 
towards supervision and management of allotted tasks, 

which causes littered waste on sites, road, and streets.

 (iii) It was found the number of machinery used for waste 
management operation was not sufficient and it was not 
properly maintained.

 (iv) Using landfill sites was not under the practice to dump 
the MSW.

 (v) There was no door to door waste collection facility, 
which brings a neutral response in public towards waste 
management.

On the basis of the above observations, some revolu-
tionary steps have been decided to initiate such as (“A2Z to 
restore garbage” n.d.; “How Indore Became Garbage-Free” 
n.d.; “Indore: converting solid waste” n.d.; “Smart City 
Indore” n.d.; “The Curious Case” n.d.):

 An integrated MSWM has been introduced which has a 
predefined solution of MSW from collection to its treatment 
& disposal. It starts from door to door collection of solid 
waste through vehicles, equipped with different chambers 
for segregated waste. 

 (i) A mechanized road and street sweeping have been initi-
ated, which helps to prevent littering of waste. Whereas 
manual picking of littered waste has also become the 
routine task under MSWM.

 (ii) Construction and demolition debris is being collected 
separately. 

 (iii) Small composting units have been deployed.

( iv) Special units have been established for the treatment of 
plastic waste.

 (v) A system was formed to penalized if anyone is found 
littering.

 (vi) Treatment facility for biomedical waste like Incinerator 
(capacity of 300 Kg/Hr) has been installed.

 (vii) Twin litter bins have been installed in all commercial 
areas.

 (viii)Two dustbins became compulsory in the household for 
ensuring source segregation.

 (ix) Stray cattle/pigs have been removed from the city.

 (x) Established 9 modern transfer stations facilitated with 
the following advancement:

• The cylindrical design of the storage to prevent the 
surface from corrosion.

• Hydraulic compactor with a capacity of 15 MT.

 (xi) Two scientific landfill sites of 6.25 acre each have been 
brought into operation. 

 (xii) Bioremediation of 2 Lakh MT old waste is being done 
in the area of 5 acres.
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 (xiii)A concrete road with the drainage facility has been 
brought into service. 

Indore through its commendable collaborative efforts has 
achieved 100% segregation of waste at source and door-to-
door garbage collection. The cleanliness scenario of Indore 
was changed by the improved habits of its people. Within 
one year the Municipal Corporation successfully sensitized 
citizens for segregation at source and not dumping garbage 
in open areas. The cleanliness story of Indore is a true 
transformation through community participation. Therefore 
according to Swachh Survekshan 2018 Results (“Swachh 
Survekshan” n.d.) Indore has been declared the cleanest city 
in India. Madhya Pradesh’s capital Bhopal ranked as India’s 
second cleanest city for two years in a row. Chandigarh is 
the third cleanest city.

RECOMMENDATIONS AND CONCLUSIONS

Various reports, research papers and news articles show that 
the un-segregated waste has affected the environment at its 
extreme and it is continuously causing many problems in 
the field of MSWM in India. Hence, there is an urgent need 
for proper segregation of waste that would lead to scientific 
disposal of waste. It can lead to various benefits such as 
enabling technology up-gradation, better quality products, 
saving of valuable raw material resources of the country, 
reducing the need for landfill space. Every citizen in India 
should be encouraged to keep segregated bins for wet, dry 
and hazardous waste and stop littering on the streets and 
segregation of waste should be made mandatory. Apart 
from adopting these habits, improving waste collection 
efficiency and developing suitable technologies for waste 
segregation, transportation, treatment, and disposal could 
be a step towards the solution of this problem. Besides, 
there should be an efficient mechanism for the segregation 
of waste at the source as it has become a herculean task all 
over the country. Also, there is a need to have a proper policy 
and cost-effective technological support for WTE Sector as 
existing technologies do not seem to be compatible with local 
requirements. Whereas a mechanized segregation system can 
also be introduced at primary or secondary storage, in which 
mixed MSW will be dumped and segregated in different cate-
gories such as compostable, non-compostable and recyclable 
waste. This system can be an effective intervention for the 
existing MSWM system and will be helpful to increase the 
segregation rate especially at high MSW producer location 
like institutions and commercial areas.
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ABSTRACT
Biodiesel has been receiving increasing attention because of its fuel properties and compatibility 
with petroleum-based diesel fuel. Therefore, it is necessary to measure the engine performance and 
exhaust emissions of engines using petroleum-based diesel fuel and biodiesel blends. The main goal 
of this study is to investigate the capability of several machine learning (ML) techniques including 
artificial neural network (ANN), adaptive neuro-fuzzy inference system (ANFIS), general regression 
neural network (GRNN), radial basis function (RBFN), and support vector regression (SVR) for 
predicting performance and exhaust emissions of the diesel engine fuelled with biodiesel blends. The 
case application is a Hyundai D4CB 2.5 engine together with B0, B10 and B20 biodiesel blends which 
are popularly used in Vietnam. The engine process parameters are used as inputs and the outputs 
include predicted torque and NOx emission. Different predicting models based on ML techniques are 
developed and validated. The performance of each model is evaluated and compared using root mean 
squared error (RMSE), mean absolute percentage error (MAPE), mean absolute error (MAE), and 
correlation coefficient (R). The obtained results indicate that SVR can be used to develop the model for 
the prediction of performance and exhaust emissions. The study also provides a better understanding 
of the effects of engine process parameters on performance and exhaust emissions.  

INTRODUCTION

The diesel engines have been proved to be cost-effective 
and an ideal replacement for steam engines. The increasing 
use of diesel engines in on-road, off-road vehicles and other 
fields such as industry and agriculture sector results in the 
climbing threat of air pollutions. Biodiesel is an alternative, 
renewable, clean diesel fuel similar to conventional or ‘fossil’ 
diesel. The process to produce biodiesel is the conversion 
from the triglyceride fats to esters which is called transes-
terification with methanol/ethanol. Biodiesel can be made 
from natural sources such as vegetable oil, animal oil/fats, 
tallow and waste cooking oil (Meher et al. 2006, Ramadhas 
et al. 2005, Van 2005). Biodiesel in blends or neat form is 
a good successor for petroleum diesel and could be used 
directly in any diesel engine (Agarwal et al. 2008). Howev-
er, it is more practical that biodiesel should substitute for a 
fraction of petroleum diesel in use when the alternative fuel 
is gradually introduced as blends with diesel (Mamilla & 
Rao 2016, Shailaja & Raju 2017). Blending biodiesel with 
diesel in an adequate percentage can achieve a better result 
than that of diesel or pure diesel. Therefore, it is necessary 

to evaluate the blends of biodiesels for their performances 
and exhaust emissions.

The computational intelligence approach can explore 
the nonlinear relationship and discover hidden knowledge 
from the dataset. As a result, the approach has been applied 
to several practical problems in various scientific disciplines. 
In recent years, computational intelligence approaches in 
general, and machine learning (ML) techniques, in par-
ticular, have been used to predict engine performance and 
exhaust emissions (Canakci et al. 2009, Do et al. 2020, Liu 
et al. 2018). Ghanbari et al. (Ghanbari et al. 2015) used a 
support vector machine (SVM) to predict the performance 
parameters and exhaust emissions of a diesel engine oper-
ating on nano diesel blended fuels. The results showed that 
SVM is capable of predicting diesel engine performance 
and emissions. The use of machine learning methods may 
be highly recommended to predict engine performance and 
exhaust emissions instead of having to carry out complex 
and time-consuming experiments. Other than that, in the field 
of automotive engineering, ML techniques provided a more 
accurate and simple method than in the analysis of engine 
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performance and exhaust emissions. In modelling biodiesel 
processes, artificial intelligence has been a good replacement 
for conventional computing based on polynomial and linear 
regressions in resolving the nonlinear prediction problems 
(Noor 2014).

In general, the above-mentioned studies have shown that 
the ML-based models are efficient in predicting water quality. 
In developing ML-based models, since each dataset has its 
characteristics and features, no model can be efficiently 
applied to all types of data. In this study, the main objective 
is to develop different ML models including ANN, ANFIS, 
GRNN, RBFN, SVR for predicting performance and exhaust 
emissions of the diesel engine fuelled with biodiesel blends. 
In the study, an experimental setup was firstly designed 
to collect the dataset. The experimenter was conducted in 
Motors Research Laboratory at the University of Transport 
Technology. Biodiesel blends including B0, B10 and B20 
were used as fuel in a Hyundai engine. The performance and 
exhaust emissions were then recorded in real-time. This study 
examined the validity of developed models. The obtained 
dataset was applied to the developed models to perform 
the prediction of performance and emissions of the engine. 
Several performance criteria were utilized to identify which 
model is the best one that can provide superior predictions 
of exhaust emissions and performance of a diesel engine 
fuelled with biodiesel blends.

PRELIMINARIES

Artificial Neural Network (ANN)

A neural network in which activations spread only in a 
forward direction from the input layer through one or more 
hidden layers to the output layer is known as a multilayer 
feed-forward network. For a given set of data, a multi-layer 
feed-forward network can give a good non-linear relation-
ship. It is affirmed that a feed-forward network even with 

only one hidden layer can approximate any continuous 
function (Hornik et al. 1989, Ken-Ichi 1989). In Fig. 1, R, N, 
and S are the numbers of input, hidden neurons, and output, 
respectively; iw and hw are the input and hidden weights 
matrices, respectively; hb and ob are the bias vectors of the 
hidden and output layers, respectively; x is the input vector 
of the network; ho is the output vector of the hidden layer, 
and y is the output vector of the network. A network with a 
structure that is more complicated than necessary over fits 
the training data (Caruana et al. 2001).

Adaptive Neuro-Fuzzy Inference System (ANFIS)

A fuzzy inference system (FIS) employs fuzzy if-then rules 
when acquiring knowledge from human experts to deal 
with imprecise and uncertain problems (Yusof et al. 2012). 
FISs have been widely used to solve different classification 
problems (Fakhrahmad et al. 2012). However, fuzzy systems 
cannot learn from or adjust themselves (Ata & Kocyigit 
2010). The system can overcome some limitations of neural 
networks, as well as the limits of fuzzy systems (Nauck et al. 
1997, Singh et al. 2005) when it can represent knowledge in 
an interpretable manner and the ability to learn. The details 
of the neuron-fuzzy system were proposed by Takagi and 
Hayashi (Takagi & Hayashi 1991). Among the neuron-fuzzy 
systems, ANFIS, introduced by Jang (Jang 1993), has been 
one of the most common tools.

To present the ANFIS architecture and simplify the 
explanations, assume that the FIS has two inputs, x1 and x2, 
two rules, and one output, y as shown in Fig. 2. A FIS has 
two inputs and two fuzzy if-then rules that can be expressed 
as in Equation 1.

Where x1 and x2 are the inputs; A1, A2, B1, B2 are the 
linguistic labels; pi, qi and ri (i = 1 or 2) are the consequent 
parameters (Jang 1993) that are identified in the training 
process; and y1 and y2 are the outputs within the fuzzy re-
gion. Eq. (1) represents the first type of fuzzy if-then rules, 
in which the output part is linear. The output part can also 
be constants (Sugeno 1985) and represented as:

 Rule 1: If x1 is A1 and x2 is B1 then y1 = C1

 Rule 2: If x1 is A2 and x2 is B2 then y2 = C2 …(1)

Where  (i = 1 or 2) are constant values.

For complicated problems, the first type of if-then rules 
is widely used to model the relationships of inputs and out-
puts (Wei et al. 2007). In this research, we also used a linear 
function for the output.

It can be seen that the ANFIS architecture has two 
adaptive layers: layer 1 and layer 4. Layer 1 has parameters 
related to the fuzzy membership functions and layer 4 has 
parameters {pi, qi, ri} related to the polynomial. Adjusting 
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the parameters includes two steps. In the forward pass of 
the learning algorithm, the premise parameters are fixed, 
functional signals go forward until layer 4, and the conse-
quent parameters are identified by the least squares method 
to minimize the measured error. In the backward pass, the 
consequent parameters are fixed, the error signals go back-
ward, and the premise parameters are updated by the gradi-
ent descent method (Jang et al. 1997). This hybrid learning 
algorithm can decrease the complexity of the algorithm and 
increase learning efficiency (Singh et al. 2005).

Radial Basis Function (RBFN)

The architecture of RBF network includes three layers: the 
input layer, the hidden layer, and the output layer, as shown 
in Fig. 3. Although the structure of Radial Basis Function 
(RBF) neural network is rather simple, the network has a 
strong generalization ability (Jiang et al. 2016). The RBF 
neural network has shown a good classification and approx-
imation performance in various applications (Batool et al. 
2013, Guan et al. 2016).

As shown in Fig. 3, the estimated output is a weighted 
summation using the following equation:

 

 
Fig. 3: A RBF network. 
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GRNN has several outstanding characteristics including 
the ability to approximate any smooth function and gener-
ating consistent forecasts when the training data set size 
becomes big and the estimation error closes to zero, with 
only mild restrictions on the function (Cigizoglu & Alp 2006, 
Kim & Kim 2008). There are four layers in GRNN, includ-
ing the input, pattern, summation, and output layers. The 
number of neurons in the input and output layers represent 
the independent and dependent variables, respectively. The 
number of neurons in the pattern layer is the number of data 
patterns in training. The summation layer has the number of 
neurons that is equivalent to the number of output nodes plus 
one (Ji et al. 2017).

Support Vector Regression

Support Vector Machine (SVM) method is a supervised 
learning method influenced by advances in statistical learn-
ing theory (Abe 2010, Meyer et al. 2003). SVM has been 
successfully applied in solving classification, prediction and 
recognition problems (Do & Chen 2013). If a training dataset 
has feature-label pairs (xi, yi) with i = 1,…, n. The optimum 
separating hyperplane will be represented as follows:
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For complicated problems, the first type of if-then rules is widely used to model the relationships of 

inputs and outputs (Wei et al. 2007). In this research, we also used a linear function for the output. 

A1

A2

B1

B2

∏

∏

∑

x

y

w1

w2

1w

2w

x y

x y

11 fw

22 fw

f

layer 1 layer 2 layer 3 layer 4 layer 5

Forward

Backward
 

Fig. 2: An ANFIS architecture of two inputs and two rules. 
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As shown in Fig. 4, the assembled model includes Alpha 160 
which is a brake testing device. Moreover, AVL-553S-200 
is a temperature controller for cooling water; AVL PLU 160 
estimates fuel consumption. BOBCAT is a system for auto-
mation of measurement and testbed. I/O Cube is designed to 
get signals from sensors; FEM is for converting the signal. 
K57 is a control board; ECU is an engine control unit; throttle 
pedal is used for the brake and clutch pedal assembly; FTIR 
(Fourier-transform infrared spectroscopy) is used to obtain 
an infrared spectrum of absorption or emission; AVL415SE 
is a smoke meter. Testo 350 is an emission gas analyser and 

a picoscope is used to test the control signal.

The study was conducted in Motors Research Laboratory 
at the University of Transport Technology. The connection 
of the modules is shown in Fig. 4. The operating parameters 
and the number of emissions were updated in real-time; a 
picoscope module connected to a computer was used to 
record the control signal from the EGR valve.

Motor moment was measured by an eddy current dy-
namometer (Alpha 160) which has a max power of 160 kW, 
a max torque of 400 Nm and a max speed of 10000 RPM. 
With a throttle actuator, testing brake can adjust the driving 
resistance load and the speed of an automobile.

Fuel flow was measured and analysed by AVL PLU 160 
- a high precision fuel consumption measurement system in 
which a gear meter driven by a servo motor with encoder de-
fines a geometric volume to pulse frequency ratio when gear 
rotation is adjusted to media flow. The system is a 0-160 litre/
hour volumetric flow meter with a maximum error of 2%. 

The FT-IR (Fourier transformation infrared spectros-
copy) was applied to a continuous measurement of main 
pollutant emissions from biodiesel engines (i.e., carbon 
monoxide-CO, hydrocarbons-HC, nitrogen oxides-NOx, 
carbon dioxide-CO2).

Particulate matter-PM was measured and analysed by an 
AVL Smoke Meter (AVL 415SE) which uses the filter paper 
method to determine the Filter Smoke Number (FSN defined 
according to ISO 10054) and the soot concentration in  
mg/m³. The measurement precision is 0.0001 FSN.

AVL 553S200 is used to bring the engine coolant and 
excellent temperature stability. This model is designed for the 
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maximum engine power of 250 kW. Intake air temperature 
and pressure, exhaust emission, exhaust gas recirculation 
(EGR) are measured by K-sensor and residual pressure meter. 

The control of the test-bed and engine was done by 
Bobcat 2.0 in which all signals from the test-bed and other 
modules in the laboratory were recorded. In this study, the 
engine performance and emissions of biodiesel blends (B10, 
B20) and diesel fuel (B0) were studied. Fuel properties of 
B0, B10 and B20 are presented in Table 1. 

Data Description

Descriptive statistics of observed variables including the 
maximum (Max), minimum (Min), mean and standard de-
viation (Std) are summarized in Table 3.

The experiment can collect and measure 26 kinds of 
exhaust emissions including NO, H20, CH4, CO, NO2, 
N2O, NH3, SO2, HCHO, C2H2, C2H4, NC8, C3H6, C4H6, 
NOx, HC, etc. As suggested in the standards developed 
by national and international bodies, this study focuses on 
investigating two kinds of emissions including NOx (ppm) 
and HC (ppm). The performance parameter predicted in 
this study is Torque (Nm) that is a measure of rotational 
effort applied on engine crankshaft by the piston. Torque in 
an engine is the amount of rotational force that the engine 
produces. Descriptive statistics of dependent variables 
are represented in Table 4. Fig. 5 includes correlation 

Table 1: Fuel properties of B0, B10 and B20.

Property B0 B10 B20

Density at 15oC (kg/m3) 0.830 0.8355 0.841

Calorific value (MJ/kg) 42.5 41.84 41.18

Kinematic viscosity at 40oC (mm2/s) 0.830 0.8355 0.841

Cetane number 48 48.35 48.68

Table 2: Input variables used for predicting exhaust emissions and per-
formance.

No. Input variables Abbreviation Source

1. Throttle position (%) Alpha Sensor

2. Air intake pressure (bar) P_INTAKE Sensor

3. The speed engine (rpm) SPEED Sensor

4. Cooling water temperature 
(oC)

T_WATER Sensor

5. Intake air temperature (oC) T_INTAKE Sensor

6. Exhausted emissions temper-
ature (oC)

T_EXHAUST Sensor

7. EGR temperature (oC) T_EGR Sensor

8. EGR rate (%) %EGR Sensor

9. Lambda Lambda Calculated

Table 3: Descriptive statistics of observed variables.

No. Input Min Max Mean Std.

B0

1. Alpha 9.94 44.87 26.3 9.246

2. P_INTAKE 0 1.49 0.331 0.349

3. P_EGR 0 1.46 0.334 0.34

4. SPEED 1244.64 2753.25 1684.993 482.888

5. T_WATER 65.55 96.18 82.438 6.21

6. T_INTAKE 42.37 170.6 80.428 33.272

7. T_EXHAUST 148.05 786.74 429.945 164.312

8. T_EGR 44.9 348.8 139.243 64.642

9. %EGR 0 56.592 31.349 21.363

10. Lambda 0.529 5.758 1.951 1.135

B10

1. Alpha 14.91 39.82 27.55 6.652

2. P_INTAKE 0.04 1.09 0.315 0.239

3. P_EGR 0.05 1.07 0.313 0.234

4. SPEED 1211.31 2501.56 1823.697 411.672

5. T_WATER 75.11 111.81 91.879 8.148

6. T_INTAKE 52.79 150.64 88.741 22.784

7. T_EXHAUST 280.11 712.43 471.083 116.475

8. T_EGR 50.9 330.2 143.235 60.123

9. %EGR 0 44.084 21.784 16.639

10. Lambda 0.658 3.845 1.605 0.629

B20

1. Alpha 9.94 44.86 26.479 9.94

2. P_INTAKE 0 1.48 0.35 0

3. P_EGR 0 1.45 0.347 0

4. SPEED 1209.11 2753.11 1896.502 1209.11

5. T_WATER 57.79 95.91 82.211 57.79

6. T_INTAKE 38.75 170.93 84.775 38.75

7. T_EXHAUST 143.4 775.15 423.069 143.4

8. T_EGR 42.9 334.3 146.845 42.9

9. %EGR 0 54.733 27.909 0

10. Lambda 0.626 6.365 2.056 0.626

Table 4: Descriptive statistics of dependent variables.

Input Min Max Mean Std.

B0

NOx 22.573 733.963 176.584 160.813

Torque 3.54 211.91 81.826 56.706

B10

NOx 14.487 704.4 199.178 175.057

Torque 27.87 202.16 94.328 46.407

B20

NOx 16.362 616.581 154.334 140.244

Torque 4.97 204.67 74.32 55.348

matrixes showing correlation coefficients between sets of 
variables. Each cell indicates the correlation between two  
variables.
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Model Development

The first step of the development of ML-based models is the 
preparation of the dataset. In this step, the collected dataset is 
divided into two groups - training and testing datasets. The 
training and testing dataset are used for the construction and 
validation of the models, respectively. In this study, 70% and 
30% of the dataset is for training and testing, respectively. 
The next stage is designing the structure of the model and 

adjusting the parameters. For example, in developing an 
ANN-based model, the number of hidden layers, the number 
of neurons per layer, and the type of transfer function need 
to be adjusted.

Performance Evaluation Criteria

To evaluate the performance of the developed models, 
several criteria are used. These criteria are applied to the 

Data collection

Data preprocessing

Data splitTraining dataset Testing dataset

ANN, ANFIS, GRNN, RBFN, SVR

Prediction model

Performance criteria

Developing time 
series prediction 

model

Model 
validation

 
Fig 6: The model development. 
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applied to the model to know how well it worked. The criteria are used to compare predicted values and 

actual values. They are: Root mean squared error (RMSE), Mean absolute percentage error 

(MAPE), Mean absolute error (MAE) and Correlation coefficient (𝑅𝑅). 

RESULTS AND DISCUSSION 

All models were coded in Matlab 2015a environment. To avoid the over-fitting problem, the 10-fold 

cross-validation was utilized. For each technique, various sets of parameters were tried to obtain the 

best architecture of each classifying model. To evaluate the performance of the classifying model, sev-

eral performance criteria were used. These criteria were applied to know how well the developed models 

worked. Several main parameters are set for each model as follows: the architecture of the ANN model 

is with two hidden layers (the number of hidden nodes are 12 and 6, respectively). The parameters were 

set as follows: the training algorithm is Levenberg-Marquardt; the number of epochs is set to 100. For 

the ANFIS model, the number of fuzzy rules was 2. For the SVR model, the kernel function was Gauss-

ian. For GRNN and RBFN models, the spread constants were 0.12 and 0.2, respectively. 

Tables 5-7 show the performance statistics of all models. It is clearly seen that the SVR model has 

the smallest RMSE, MAPE, and MAE values as well as the biggest R-value. This means that the SVR 

has a better performance in all criteria. 
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model to know how well it worked. The criteria are used to 
compare predicted values and actual values. They are: Root 
mean squared error (RMSE), Mean absolute percentage 
error (MAPE), Mean absolute error (MAE) and Correlation 
coefficient ().

RESULTS AND DISCUSSION

All models were coded in Matlab 2015a environment. To 
avoid the over-fitting problem, the 10-fold cross-validation 
was utilized. For each technique, various sets of parameters 
were tried to obtain the best architecture of each classifying 
model. To evaluate the performance of the classifying model, 
several performance criteria were used. These criteria were 
applied to know how well the developed models worked. 
Several main parameters are set for each model as follows: 
the architecture of the ANN model is with two hidden layers 
(the number of hidden nodes are 12 and 6, respectively). 
The parameters were set as follows: the training algorithm 
is Levenberg-Marquardt; the number of epochs is set to 100. 

For the ANFIS model, the number of fuzzy rules was 2. 
For the SVR model, the kernel function was Gaussian. For 
GRNN and RBFN models, the spread constants were 0.12 
and 0.2, respectively.

Tables 5-7 show the performance statistics of all models. 
It is clearly seen that the SVR model has the smallest RMSE, 
MAPE, and MAE values as well as the biggest R-value. This 
means that the SVR has a better performance in all criteria.

The comparison between actual values and corresponding 
forecasting values obtained by the SVR model are shown in 
Figs. 7-9. The figures present prediction values and actual 
values. In all scenarios, the forecasting values tend to be 
close to the actual values. This indicates a good agreement 
between the prediction values obtained by the developed 
models and the actual values. This finding also indicates that 
SVR provides accurate forecasting results.

Based on the results, it can be inferred that the SVR 
model can be used as a suitable tool in the prediction of 
exhaust emissions and performance of a diesel engine fuelled 

Table 5: Performance criteria on the testing set obtained by different techniques for B0.

Predicted parameter Model RMSE MAPE MAE R

NOx ANFIS 129.8523 0.3673 70.5089 0.7738

ANN 95.6113 0.3857 51.7597 0.7756

GRNN 164.2776 0.5149 92.1703 0.5135

RBFN 212.6085 0.6062 120.7113 -2.5466e-16

SVR 71.6624 0.4577 47.9384 0.8572
Torque ANFIS 12.0361 0.1876 7.3354 0.9846

ANN 10.8662 0.1268 6.0425 0.9840

GRNN 20.3166 0.1147 11.0365 0.9332

RBFN 72.2844 1.5029 58.4099 -3.7701e-16

SVR 8.3087 0.1887 6.5485 0.9875
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Fig. 7: Performance of SVR model for B0. 

Table 6: Performance criteria on the testing set obtained by different techniques for B10 

Predicted 
parameter Model 

 
RMSE MAPE MAE R 

NOx 

ANFIS 95.2373 0.4499 55.6865 0.8160 
ANN 87.6310 0.2139 47.9662 0.9139 
GRNN 153.8600 0.7406 102.2467 0.7405 
RBFN 241.2296 0.6787 162.5765 -1.9499e-16 
SVR 60.5215 0.7055 49.9064 0.9359 

Torque 

ANFIS 7.1567 0.3762 4.7942 0.9920 
ANN 9.1031 0.0883 5.3696 0.9889 
GRNN 11.6969 0.0881 6.0004 0.9803 
RBFN 74.7863 0.9549 57.7388 1.0034e-16 
SVR 6.5670 0.2766 5.6123 0.9944 

Fig. 7: Performance of SVR model for B0.
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Fig. 8: Performance of SVR model for B10. 

Table 7: Performance criteria on the testing set obtained by different techniques for B20 

Predicted 
parameter Model 

 
RMSE MAPE MAE R 

NOx 

ANFIS 108.4337 0.8895 67.7203 0.7059 
ANN 83.5869 0.5381 49.9563 0.7040 
GRNN 99.4999 0.4343 53.3029 0.7706 
RBFN 150.7342 0.6662 85.4440 0.5930 
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ANFIS 12.2276 0.1232 7.2107 0.9806 
ANN 3.8390 0.0813 2.6034 0.9973 
GRNN 12.5482 0.0682 5.2313 0.9840 
RBFN 79.5727 1.2715 62.7723 -1.7801e-16 
SVR 7.9331 0.2259 6.1559 0.9917 

 

 

Fig. 9: Performance of SVR model for B20. 
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with biodiesel blends. Moreover, all the obtained results of 
developed models are highly correlated and precise. It can 
be concluded that the SVR-based model can be acceptable in 
serving as a forecasting method for operational parameters 
of the diesel engine.

CONCLUSIONS

In the study, the forecasting models based on ANFIS, 
ANN, GRNN, RBFN and SVR techniques were proposed 
for forecasting exhaust emissions and performance of a 
diesel engine fuelled with biodiesel blends. In the case 
application, The B0, B10 and B20 biodiesel blends were used 
in the Hyundai D4CB 2.5 engine. The engine operational 
parameters were used as inputs and the outputs include 
forecasting values of the torque and NOx emission. The 
obtained results showed that the SVR outperformed in all 
scenarios. These findings also demonstrated the remarkable 
advantage of ML-based techniques in forecasting for 
particular applications. The results of the present study also 
show that a comparative analysis of different techniques 
is always supportive in enhancing the performance of a 
forecasting model. This work can thus contribute to the 
development of selecting the best forecasting model for 
other purposes. For future research, we will develop and 
incorporate our forecasting model in a user-friendly software 
tool to make this forecasting task easier.
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ABSTRACT
This study aims to define the changing pattern of land use and its geo-environmental impacts on 
the semi-arid region of Anantapur district of AP state, India. Satellite imageries were analysed to 
perceive the variations in land use and land cover in the past 9 years from 2010 to 2019. RS and GIS 
modelling has helped in the mapping of land use and land cover changes. The study has assumed five 
characteristic features, they are (i) Waterbodies, (ii) Vegetation, (iii) Fallow land, (iv) Cultivation lands, 
and (v) Degraded lands. The results reveal that, from 2010 to 2019, there is a decrease in water bodies, 
vegetation and fallow lands of 6.75 km2, 42.96 km2 and 105.45 km2 respectively. While cultivation lands 
and degraded lands increased to 4.7 km2 and 105.45 km2 respectively. The environmental ecosystem 
is disturbed due to the increase in degraded lands, thus making the study area turn into a desert. 
Normalized Differential Vegetation Index (NDVI) and Soil Adjusted Vegetation Index (SAVI) are very 
useful for the accuracy assessment of vegetation, cultivation land and waterbodies in this LULC change 
detection studies.   

INTRODUCTION

Geo-environment, not only from the environmental point of 
view but also in relative social pecuniary aspect has a specific 
perception in the human life. The role of the geo-environment 
in the aforesaid aspects has been undervalued and we are still 
far from exploiting it to its full extent. An empathetic of the 
possessions of the Earth’s resources and their undercurrents 
is vital for unravelling difficulties in fluctuating fields, such as 
soil, air, water contamination, soil destruction, waste disposal 
and construction provisions and foundations (Senthil 2013, 
Badapalli et al. 2019). Empathetic geological and geomor-
phological processes are also important to other parts of the 
study including the progression and alleviation of natural 
and man persuaded threats and jeopardizes, land protection 
and renovation, landscape and urban planning, ecosystem 
inventories and natural heritage assessments (Chao et al. 
2004, Rawat et al. 2013).

Land Use and Land Cover (LULC) are often blended. 
This is somewhat logical for the reason that both terms are 
scarcely related and to more or less scope even overlap. In 
this normal state, land cover systematizes a flawless arrival 
of the environmental equilibrium among parent rock, climatic 
ailment, soil, and vegetation. Landcover eminent in various 
categories i.e., area of vegetation, bare soil, rock outcrops, 

wet and water bodies etc. in simple terms land cover is the 
result of observation. Land use denotes land cover but differs 
in relations to its socio-economic persistence and global use 
(Harshika & Sopan 2012). This is in pure contrast with land 
cover as stated above which is most expressive and deals with 
physical observations. Land use may differ in nature and 
intensity, with the purpose it dealt with during the physical 
observations (Dewan et al. 2009, Anees et al. 2014, Kumar 
et al. 2020). Land use varies from land cover for the reason 
intentional on and role of people to familiarize the natural 
land cover to their assistances. 

Geographical Information System (GIS) epitomizes a 
commanding set of tools for gathering, filament, recovering 
and presenting spatial data from the real world. Remote Sens-
ing (RS) from airborne and spaceborne platforms delivers 
appreciated data for mapping, geo-environmental monitoring 
(Babu et al. 2012). The incorporation of RS and GIS mod-
elling technologies in the field of environmental protection 
is inevitable and assists in decision making.

STUDY AREA

The present study region falls under semi-arid provinces 
of Anantapur district (13°40’ and 15°15’ Northern latitude 
and 76°50’ and 78°30’ Eastern longitude) which falls within 
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the rain shadow range of Western Ghats, in the interior of 
Deccan Plateau (Fig. 1). The district is circumscribed by 
Kurnool District in the north Kadapa District in the north-
east, Chittoor District in the south-east, and Karnataka State 
in the West. Two main rivers flows over the study region, one 
is Hagari/Vedavathi and another one is Penna River. There 
are two seasons in the study region, they are South-west 
monsoon (June-September), and the North-east monsoon 
(October to December). Hot weather from March to May 
and the cold period from January to February. 

DATA AND METHODOLOGY

Data Acquired

 1. SOI (Survey of India) topo sheet no. 57F/1, 57F/2, 
57F/5, 57F/6, 57B/13 and 57B/14.

 2. Landsat imageries of three dissimilar periods i.e.,2010 
and 2019 have taken freely from USGS earth explorer 
site (http://earthexplorer.usgs.gov/) and from NRSC site 
(http://bhuvan.nrsc.gov.in). with the resolution of 30m 
and 15m, datum WGS 1984 and UTM zone 44N.

Software Used

 1. ERDAS imagine 2014

 2. ArcGIS

Methodology

The data sets were improved in ERDAS Imagine 2014, 
satellite image processing software to create a false colour 
composite (FCC). The layer stack option in the image in-
terpreter toolbox was used to generate FCCs for the study 
regions. The sub-setting of satellite images were performed 
for extracting study region from both images by taking 
geo-referenced outline boundary for better classification 
of LULC through Unsupervised option, NDVI and SAVI 
were also adopted to assess the vegetation and water bodies 
in the classification.

RESULTS AND DISCUSSION

LULC Change Detection and Analysis

For the execution of LULC change detection, a supervised 
classification method was engaged. A pixel-based evaluation 
was cast-off to collect the transformation info on pixel base 
and hence, infer the variations more precisely. Classified 
image pairs of the two-fold dissimilar period (2010 to 2019) 
information are linked by means of cross-tabulation in order 
to determine qualitative and quantifiable variation features. 
A change matrix (Babu et al. 2012, Kumar et al. 2018 & 
2019, Rajasekhar et al. 2019) was shaped with the help of 
ERDAS imagine 2014 software. Measurable extent data of 
the complete LULC variations as well as increases and upset 
in apiece category between 2010 and 2019 were compiled. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Location map. 
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Accuracy Assessment of LULC Using NDVI and SAVI

NDVI and SAVI techniques have been adopted for the 
accuracy assessment of vegetation, cultivation land, and 
waterbodies existing in the study region examination for 
the LULC change detection. NDVI is involved in the ex-
amination of vegetation and cultivation land, and SAVI for 

water bodies assessment. Both the techniques were used to 
assess, whether vegetation, cultivation land and waterbodies 
extended in the unsupervised classification are identical to 
the NDVI and SAVI categorized areas or not. Fig. 4 and 
Fig. 5 depict the NDVI and SAVI respectively. The results 
revealed that both the unsupervised and NDVI, SAVI are 
almost the same. 

Unsupervised option, NDVI and SAVI were also adopted to assess the vegetation and water bodies in the 

classification. 

RESULTS AND DISCUSSION 

LULC Change Detection and Analysis 

For the execution of LULC change detection, a supervised classification method was engaged. A pixel-

based evaluation was cast-off to collect the transformation info on pixel base and hence, infer the 

variations more precisely. Classified image pairs of the two-fold dissimilar period (2010 to 2019) 

information are linked by means of cross-tabulation in order to determine qualitative and quantifiable 

variation features. A change matrix (Babu et al. 2012, Kumar et al. 2018 & 2019, Rajasekhar et al. 2019) 

was shaped with the help of ERDAS imagine 2014 software. Measurable extent data of the complete 

LULC variations as well as increases and upset in apiece category between 2010 and 2019 were compiled.  
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NDVI

Established on the values of NDVI and in relation to the 
Google Earth imageries to classify and enumerate the veg-
etation change during the period of 2010 and 2019 (Fig. 2 
and Fig. 3), have been applied to five classes i.e., Waterbody, 
Vegetation, Cultivation land, Fallow land, and Degraded 
lands. This was carried out in ERDAS imagine 2014, with 
the formula or combination of bands given below.

NDVI = (near-infrared (NIR) band – RED band) 
/(near-infrared (NIR) band + RED band) ...(1)

near-infrared (NIR) band and the RED band are the reflec-
tance radiated in the NIR band 7 and the visible red 5 (0.8-
1.1 μm and 0.6-0.7 μm) waveband of the Land sat 8. The 
procedure of the NDVI in the ERDAS imagine software is 
shown in Fig. 6. 

SAVI 

In the present study, the computed SAVI is used to evalu-
ate the variations in surface porousness between 2010 and 

2019. Usually, SAVI specifies waterbody, vegetation, and 
cultivation exposure and health with respect to saturation, 
soil colour, and moisture therefore accounts for the high 
inconsistency areas. SAVI correspondingly controls the in-
fluence of soil brightness in NDVI and thus, minimizes soil 
brightness related noise in vegetation coverage estimation. 
Since coverage, brightness, and health of vegetation are 
strappingly related to surface permeability, SAVI delivers 
a significant proxy for the identification of impermeable 
surfaces.  Calculations of SAVI could be done through the 
formula. 

 SAVI = ((NIR – RED)/(NIR+RED+L)) * (1+L) …(2)

Where RED is the reflectance of band 3 and NIR is the 
reflectance value of the near-infrared band (Band 4). L is the 
soil brightness correction factor. For dense vegetation and 
highly permeable surface areas, L = 0 and for vegetation 
scarce and impermeable surface areas, L = 1. The procedure 
of the SAVI in the ERDAS imagine software is shown in 
Fig. 7. 

 

 

 

 

 

 

Fig. 6: NDVI bands in ERDAS imagine software. 
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LULC Status

LULC classification results obtained from 2010 to 2019 
were shown in Table 1. Waterbody has calculated as 207.06 
km2 in the year 2010 and it is decreased to 200.31 km2 in 
the year 2019. Vegetation is calculated as 793.92 km2 in 
the year 2010 and it is decreased to 750.96 km2 in the year 
2019. There is little increase in Cultivation land, i.e., 671.07 
km2 in the year 2010 and in the year 2019 it is increased to 
675.77 km2. Fallow land and is calculated as 589.24 km2 
in the year 2010 and it is decreased to 483.79 km2 in the 
year 2019. Degraded land is increased at alarming rates 
and it is calculated as 524.94 km2 in the year 2010 and it 
is increased to 675.40 km2 in the year 2019. Fig. 8 shows 
the graphical representation of LULC and its impact on 
geo-environmental changes in the percentage during the 
decade, i.e. 2000 to 2019.

CONCLUSION

This study evaluated land use patterns, major improvement 

activities and environmental influences of land-use change 
in the study region over the past 9 years using an integrated 
method of Remote Sensing and GIS modelling. Fallouts evi-
dently reveal that LULC variations were significant through-
out the period from 2010 to 2019. There is a negative sign 
in certain factors like the decrease in waterbodies is noticed 
(0.25 %) there also a prominent decrease in vegetation, fallow 
land (1.54 % and 3.78 % respectively). Positive sign observed 
in Cultivation land with an increase of 0.17%. Degraded land 
is increased at an alarming rate (5.4%) and it is a negative 
sign for the environmental ecosystem immanence. Most of 
the people living in these villages are getting migrated to 
other villages or towns for their livelihood. This may lead to 
an environmental ecosystem imbalance. Our results clearly 
reveal this severe condition through the NDVI and SAVI 
in relation to that of the unsupervised classification studies.  
Geospatial techniques like RS and GIS provide pointers 
on tools to monitor, approximation, appraise and achieve 
supervisory factors on the environmental imperils to save 
the life and the society.

Table 1: statistical calculation.

LULC categories 2010 2019 Changes from 2000-2019

km2 Percentage% km2 Percentage km2 Percentage

waterbody 207.06 7.43 200.31 7.18 - 6.75 - 0.25

Vegetation 793.92 28.49 750.96 26.95 - 42.96 - 1.54

Agri land 671.07 24.08 675.77 24.25 4.70 0.17

Fallow land 589.24 21.14 483.79 17.36 -105.45 - 3.78

Degraded land 524.94 18.84 675.40 24.24 150.46 5.40

2,786.23 100 2,786.23 100

Table 1: statistical calculation. 
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ABSTRACT
Green innovation plays an important role in coordinating the relationship between ecological 
environment and economic development and has become a new driving force for the development of 
a resource-saving and environment-friendly economy. To explore the effects and logic of innovation 
efficiency and environmental protection, using the inter-provincial (city) panel data of the Yangtze 
River Economic Belt from 2007 to 2017 in China, the green innovation efficiency and environmental 
protection level of the upper, middle, and lower reaches of the Yangtze River Economic Belt were 
analyzed. Results show that the overall environmental protection level of the Yangtze River Economic 
Belt is on the rise. From a regional perspective, the environmental protection level in the upper reaches 
is the highest, which is greater than the overall level of the Yangtze River Economic Belt, followed by 
the lower and middle reaches, which are less than the overall level of the Yangtze River Economic 
Belt. The efficiency of green innovation has promoted the overall environmental protection level of the 
Yangtze River Economic Belt, inhibited the environmental protection level in the downstream areas, 
promoted the environmental protection level in the upstream areas, and has no obvious impact on 
the environmental protection level in the middle reaches. Further mechanism analysis shows that the 
possible transmission path of green innovation efficiency to environmental protection is as follows: 
green innovation efficiency promotes the environmental protection level by improving the ecological 
environmental efficiency. The robustness of the above conclusion is tested, and it has good robustness. 
The research conclusions of this study provide reliable empirical evidence and policy enlightenment for 
the development and optimization of green innovation efficiency and the realization of green innovation 
efficiency driving environmental protection.   

INTRODUCTION

Green innovation efficiency is the key factor to maintain 
economic growth. After the economic development of 
developing countries has gone through the barbaric stage 
of economic growth in exchange for resources and the en-
vironment, ecological problems have become increasingly 
exposed and have severely limited the quality of economic 
growth and the quality of life of people. The importance of 
dynamic reconciliation of contradictions among economy, 
society, and ecology has gradually become prominent. The 
manner by which to rationally and objectively measure the 
relationship among economic growth, social development, 
and the protection of the ecological environment and explore 
the dynamic balance between the three to promote the har-
mony of the whole society must be explored. Development 
has become an urgent question in the academic and practi-
cal fields at this stage and has further reached the national 
strategic level, thereby becoming an important strategic 
issue for countries to transform, develop, and adapt to a 
new environment. In the exploration of many developing 

countries, China’s experience is remarkable, and it has pro-
vided other countries with a model for reference. In recent 
years, China’s green innovation efficiency level has moved 
to the forefront of the former world. Many remarkable 
achievements have been made; however, many deficiencies 
exist in the level of environmental protection compared 
with developed countries, such as Japan, Canada, and the 
United States. On the one hand, China’s green innovation 
efficiency activities have always been characterized by large 
quantity, low quality, and policy catering, resulting in the 
dilemma of low-end locking of green innovation efficiency 
technologies in the global agricultural modernization level 
and product industrial chain. On the other hand, the level of 
environmental protection in most areas of China is not high, 
and large regional differences are observed, with the south, 
central, and northeast being in a long-term imbalance and the 
southeast coast and northeast having a gradual deterioration 
in environmental protection. At present, these deficiencies 
in China’s environmental protection have a major contribu-
tion to the unbalanced and insufficient development of the 
green innovation efficiency system, which has the functions 
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of amplification and acceleration, and its effects also have 
two sides, namely, improved efficiency and induced risks. 
Previous studies have also shown that green innovation 
efficiency has an important impact on the development of 
the ecological economy (Feng et al. 2018) and is the main 
way to effectively relieve environmental pressure. In the 
examination of green innovation efficiency, the role of the 
ecological environment is critical and even directly affects 
the trend of environmental protection. The efficiency and 
green orientations must be followed to avoid the impact of 
scientific and technological pollution on the environment, 
and the agricultural economy must be transformed to a 
green development state with green innovation efficiency 
(Li 2017). Therefore, the role of green innovation efficiency 
on environmental protection must be explored in the context 
of the actual situation of each region in the Yangtze River 
Economic Zone, and the possible paths of green innovation 
efficiency on environmental protection must be determined. 
The vitality of green innovation efficiency must be stimulated 
and green development of social economy in various regions 
of the Yangtze River Economic Belt must be promoted to 
provide theoretical completeness and practical operability 
for improving ecology.

PAST STUDIES 

Environmental protection can not only promote long-term 
economic growth but also effectively drive the transforma-
tion of regional economic industrial structure to achieve 
high-quality economic development. Many studies on the 
mechanism by which to drive environmental protection have 
been conducted, and the core perspectives of the research 
are mainly divided into three categories: governmental 
perspective, environmental perspective, and environmental 
protection measurement. From the perspective of the govern-
ment, this concept mainly includes agricultural supply-side 
structure (Li et al. 2020), agricultural support policy (Ma et 
al. 2020), industrial structure (Shi et al. 2019), industrial ag-
glomeration (Xue et al. 2019), and land use (Lu  et al. 2017). 
From the environmental perspective, this concept mainly 
focuses on environmental constraints (Wang et al. 2020), 
ecological compensation (He 2020), ecological cycle (Peng 
et al. 2019), and institutional environment. In the measure-
ment of environmental protection, the environmental protec-
tion level of Tibet (Zhou 2019), the northeast of central and 
southern China, Zhejiang (Wei et al. 2018), and other regions 
is mainly measured. These studies illustrate that this concept 
must be supported from the aspects of the agricultural supply 
side, industrial structure, and institutional environment to 
promote a systematic project of environmental protection 
and the advancement of environmental protection.

Green innovation efficiency will directly cooperate with 
environmental regulation to promote the environmental pro-
tection level, and the clear water and green mountains are 
equal to mountains of gold and silver (Duan et al. 2020). A 
large number of studies have shown that green innovation 
efficiency has an important impact on the development of 
the ecological economy and is the main way to effectively 
relieve environmental pressure. In the examination of green 
innovation efficiency, the role of the ecological environment 
is critical and directly affects the trend of environmental pro-
tection. The efficiency and green orientations are followed 
to avoid the impact of scientific and technological pollution 
on the environment, and the agricultural economy is trans-
formed into a green development state with green innovation 
efficiency. At present, China’s green innovation efficiency 
level lags behind the comprehensive development level of the 
ecological environment, especially in the northeast, central, 
and western regions of China, which are all regions with 
lagging green innovation efficiency level; This notion shows 
that the coordinated development level of green innovation 
efficiency and ecological environment is generally low with 
large differences between provinces, demonstrating a pattern 
of high in the east and low in the central and western regions. 
The efficiency of green innovation is the main driving force 
to promote the growth of the regional green economy (Wang 
2013). The environmental protection level of the Yangtze 
River Economic Belt, a major developmental strategic region 
of the country, is related to the overall situation of the national 
ecological environment health. However, the overall green 
innovation efficiency level of the Yangtze River Economic 
Belt is low and relatively stable. This level is high in the east, 
low in the west and unchanged in the central region because 
of the limitation in scientific and technological investment 
and market environment factors. The positive impact of 
green innovation efficiency in the Yangtze River Economic 
Belt on ecological environmental efficiency has an obvious 
threshold effect, showing an inverted U-shaped change trend; 
however, it has not yet formed a long-term mechanism effect 
of positive interaction (Yan et al. 2019). The green innovation 
efficiency and green development index of the Yangtze River 
Economic Belt are generally rising, but the level is relatively 
low. The coordination degree of green innovation efficiency 
and green development in the Yangtze River Delta is higher 
than those in other regions (Wang et al. 2016).

This paper attempts to explore the impact of green in-
novation efficiency on environmental protection and clarify 
what role the ecological environment plays in green innova-
tion efficiency and environmental protection and its internal 
mechanism, which helps promote the realization of green 
innovation technology, the improvement of the ecological 
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environment, and the development of green agriculture. The 
marginal contributions of this paper are as follows: First, the 
environmental protection level of the Yangtze River Eco-
nomic Belt is measured, and the reasons for the differences 
are analyzed. Second, the environmental protection level 
verifies the relationship between green innovation efficiency 
and environmental protection. Third, the identification test 
is carried out based on the path of ecological environment 
mechanism by using the intermediary effect model to clarify 
the mechanism of green innovation efficiency on environ-
mental protection.

MATERIALS AND METHODS

Model Design

Benchmark model construction: A basic regression model 
is constructed to analyze the impact of green innovation 
efficiency on environmental protection in the Yangtze River 
Economic Belt as a whole and in the upper, middle, and lower 
reaches of the region:
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Where AEEit represents the ecological environment. 
AGDit and SControl represent the explained and controlled 

variables, respectively, and their meanings are the same as 
those in Formula (1). b1 reflects the total effect of green inno-
vation efficiency on environmental protection. π1 reflects the 
direct effect of green innovation efficiency on environmental 
protection. α1π2 reflects the size of the mediation effect. The 
ratio of the mediation effect to the total effect is used to re-
flect the relative size of the mediation effect. Sobel statistics 
can be used to test the significance of the mediation effect.

Variable Setting

Explained variables: Environmental protection level. 
This variable involves society, economy, population, 
resources, ecological environment, and other aspects, and 
is a comprehensive concept, which mainly describes the 
response of various factors to the environmental protection 
level of each province. The DPSIR conceptual model is an 
evaluation model for measuring the sustainable development 
of the social environment, which can comprehensively 
summarize the above-mentioned aspects and accurately 
describe the relationship between human activities and the 
ecological environment. This model has the advantages 
of comprehensiveness, scientific, and systematic and is 
widely used in ecological resource and environmental 
impact analysis, water resource security evaluation, regional 
ecological environment security, and other fields. The 
DPSIR conceptual model is applied to the index system of 
environmental protection. The logic can be expressed as 
follows: The changes of potential factors, such as society, 
economy, population, resources, and ecological environment, 
are taken as the driving forces D; pressure is exerted on the 
ecological environment P; and the ecological environment is 
changed, causing the state S of the ecological environment 
to change and affecting the ecological environment I. 
These influences encourage human beings to respond to 
the ecological environment R and take certain measures. 
These responses R will affect the pressure P, driving force 
D, state S, and influence I. Therefore, this study draws 
lessons from the practices of Liu (2020) to apply the 
environmental protection evaluation model and entropy 
method to calculate the weight of each index. Moreover, the 
comprehensive evaluation method is adopted to weigh and 
sum the environmental protection indexes of each index to 
obtain the environmental protection values of each province 
in the Yangtze River Economic Belt from 2007 to 2017. The 
environmental protection index system is shown in Table 1.

Core Explanatory Variables

Green innovation efficiency. In this study, green innovation 
efficiency is expressed by comprehensive efficiency, which 
better reflects the relationship between the input and the 
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output of green innovation efficiency. Innovation investment 
includes capital and manpower investment. This study selects 
the main investment of scientific and technological research 
and development, the number of scientific research person-
nel invested in scientific and technological research and 
development, and the total financial expenditure on science 
and technology as input variables. The output includes sci-
entific, technological, economic, and social benefit outputs. 
This study selects patent level, new variety level, the annual 
growth rate of added value, the full-time equivalent of R&D 
personnel, the total number of published articles, patent au-
thorization amount, invention patent authorization amount, 
the transaction amount of various technology contracts, profit 
of high-tech products, and non-governmental expenditure 

Table 1: Evaluation index system of environmental protection in provinces of Yangtze River Economic Belt.

Target Layer Criteria layer Indicator layer

Environmental 
protection

Driving 
force (D)

Added value of primary industry Per capita output value of agriculture, forestry, animal 
husbandry and fishery

Per capita income of rural residents Consumption level of rural residents

Land output rate

Pressure
(P)

Use amount of chemical fertilizer, pesticide and agricultural film per unit area

Proportion of disaster area to disaster area

Proportion of effective irrigation area

Status
(S)

Agricultural water consumption Output value of agricultural GDP per unit area

Grain output per unit area Water-saving irrigation area

Road mileage per capita in rural areas

Impact
(I)

Output of green agricultural products Forest coverage

Coverage rate of sanitary toilets Qualified rate

Wastewater discharge

Response 
(R)

Government Investment in Rural 
Water and Toilet Improvement

Industrial structure adjustment index

Proportion of budget expenditure for energy conservation and protection

Research and experimental 
development personnel

Proportion of investment in environmental pollution control

in scientific and technological activity expenditure. This 
study calculates the comprehensive efficiency value of green 
innovation efficiency of each province in the Yangtze River 
Economic Belt from 2007 to 2017.

Ecological environment. In this study, references are 
made to the ecological efficiency of German environmental 
and economic accounting account according to the require-
ments and realistic path of ecological environment devel-
opment. The input indicators include resource consumption 
and environmental cost. This study selects human, financial, 
and material resources engaged in production to express, and 
environmental cost is expressed by material consumption 
(mainly including fertilizer, pesticide, agricultural film, and 
fuel input) that will cause pollution in production input. The 

Table 2: Index system of ecological environmental efficiency.

Index system System layer Indicator layer

Unexpected output Carbon emissions (kg)

Expected output Total agricultural output value (100 million yuan)

Input Manpower input Number of Agriculture, Forestry, Animal Husbandry and Fishery (10,000)

Material consumption Total sown area of crops (thousands of hectares), total rural electricity consump-
tion (KW.H), effective irrigation area (thousands of hectares), and total power 
of agricultural machinery (10,000 kilowatts)

Consumption of financial 
resources

Agricultural investment (yuan)

Environmental cost Fertilizer usage (10,000 tons), agricultural film usage (10,000 tons), pesticide 
usage (10,000 tons) and agricultural diesel usage (10,000 tons).



885GREEN INNOVATION EFFICIENCY AND ENVIRONMENTAL PROTECTION  

Nature Environment and Pollution Technology • Vol. 20, No.2, 2021

output indicators are expressed by gross output value and 
carbon emissions. An input-output index system for evalu-
ating ecological environmental efficiency is constructed to 
measure ecological environmental efficiency by using the 
non-radial super-efficiency EBM model proposed by Tone 
(2010) as a reference (Table 2).

Control variables: Based on previous research results, this 
study takes economic development level, government inter-
vention degree, openness degree, urbanization rate, industrial 
modernization degree, higher education level, government 
scale, marketization degree, and opening level as control 
variables. The level of economic development is expressed 
by the actual GDP per capita. The degree of government 
intervention is expressed by general budget expenditure/
GDP. The degree of industrial modernization is expressed 
by tertiary GDP/primary GDP. The level of higher educa-
tion is expressed by the number of graduates from junior 
college or above. The scale of government is expressed by 
governmental consumption expenditure/GDP. The level 
of opening to the outside world is expressed by FDI/GDP. 
The degree of opening to the outside world is expressed by 
import and export/GDP.

Data Sources

According to the availability and integrity of data, this study 
selects 11 provinces (cities) belonging to the Yangtze River 
Economic Belt from 2007 to 2017 as the research objects. 
According to the national administrative division standard, 
the Yangtze River Economic Belt as a whole and the upper, 
middle, and lower reaches are divided. The upper reaches 
include Chongqing, Sichuan, Yunnan, and Guizhou, the 
middle reaches consist of Jiangxi, Hunan, and Hubei, and 
the lower reaches comprised Jiangsu, Shanghai, Zhejiang, 
and Anhui. All the data come from the provincial statistical 
yearbooks, science and technology statistical yearbooks, 
and the official website of the National Bureau of Statistics.

RESULTS ANALYSIS

Differences in Environmental Protection Levels in the 
Yangtze River Economic Belt and Their Causes

The following trend analysis is conducted to reveal the 
differences and causes of environmental protection levels in 
the three regions of the Yangtze River Economic Belt. Fig. 1 
reflects the differences and evolution trends of environmental 
protection levels in the overall, upper, middle, and lower 
regions of the Yangtze River Economic Belt.

From the regional level, the environmental protection 
level in the upper reaches is the highest, followed by the 
lower and middle reaches. The environmental protection 

level in the upper reaches is greater than the overall level 
of the Yangtze River Economic Belt. Meanwhile, the 
environmental protection level in the lower and middle 
reaches is lower than the overall level of the Yangtze River 
Economic Belt. The possible reason is that the upstream 
areas are located in the western region of China. Although 
the economic level is low, the region has natural ecological 
advantages. The clear water and green are equal to mountains 
of gold and silver because the region is the ecological 
barrier area in China, highlighting the remarkable green 
ecological economy; thus, the environmental protection level 
is the highest. The lower reaches of the Yangtze River are 
located in the eastern region of China, with coastal location 
advantages and rapid economic development, attracting 
international advanced technology and first-class talents and 
taking the lead in realizing the transformation of economic 
development mode to green, ecological, and high-quality 
development through rapid human capital and material 
capital. Hence, the level of environmental protection takes 
second place. The middle reaches region is located in the 
central part of China. With the policy of the rise of the central 
region and its proximity to the lower reaches region, the area 
became the first choice for the transfer of pollution-intensive 
industries in the lower reaches region, virtually prompting 
the middle reaches region to exchange economic growth at 
the expense of the environment. This situation resulted in 
a rough industrial structural dependence path. Accordingly, 
the environmental protection level is the lowest.

Impact of Green Innovation Efficiency in the Yangtze 
River Economic Belt on Environmental Protection

The previous part reveals the regional differences and 
causes of environmental protection levels in the Yangtze 
River Economic Belt and various regions. This study aims 
to further explore the influencing factors of environmental  
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The previous part reveals the regional differences and causes of environmental protection levels in 
the Yangtze River Economic Belt and various regions. This study aims to further explore the 
influencing factors of environmental protection levels in the Yangtze River Economic Belt and 
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protection level of the Yangtze River Economic Belt can be obtained by analyzing the changes of 
the coefficients of various influencing factors in different regions of the Yangtze River Economic 
Belt from 2007 to 2017. Accordingly, the coordinated improvement of the environmental 
protection level in the development process of the Yangtze River Economic Belt is advanced. 
Table 3 lists the regression results of the impact of green innovation efficiency on the 
environmental protection level in the Yangtze River Economic Belt as a whole and various 
regions. 
 

Table 3: Regression results of the impact of green innovation efficiency on environmental protection in the 

Yangtze River Economic Belt and the upper, middle, and lower reaches. 

 Yangtze River Economic 
Belt Downstream area Midstream region Upstream region 

 (1) (2) (3) (4) 

 Environmental protection Environmental 
protection 

Environmental 
protection 

Environmental 
protection 

Green innovation 
efficiency 0.00103** −0. 0138** 0.00188 0.131*** 

 (0.07) (−2.28) (0.38) (4.33) 
Economic development 

level 0.187*** 0.0963*** 0.00437 −0.133 

 (2.90) (4.38) (0.25) (−1.14) 
Degree of government 

intervention 0.000990 0.000636 −0.000906* −0.00730*** 

 (0.57) (0.67) (−1.72) (−3.56) 

Openness 0.00278*** 0.0000803 0.000525 0.00570*** 

 (6.95) (0.51) (1.35) (3.80) 

Urbanization rate −0.0124*** 0.000434 −0.0000591 −0. 0103** 

 (−4.06) (0.58) (−0.07) (−1.97) 
Degree of industrial 

modernization −0.0000679 0.000201** 0.00751** 0.0265 

Fig. 1: Changes in the environmental protection level in the Yangtze 
River Economic Belt.
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protection levels in the Yangtze River Economic Belt and 
various regions. A reasonable explanation for the regional 
differences affecting the environmental protection level of 
the Yangtze River Economic Belt can be obtained by ana-
lyzing the changes of the coefficients of various influencing 
factors in different regions of the Yangtze River Economic 
Belt from 2007 to 2017. Accordingly, the coordinated 
improvement of the environmental protection level in the 
development process of the Yangtze River Economic Belt is 
advanced. Table 3 lists the regression results of the impact of 
green innovation efficiency on the environmental protection 
level in the Yangtze River Economic Belt as a whole and 
various regions.

Column (1) in Table 3 reports the regression results of 
the impact of green innovation efficiency on the overall 
environmental protection of the Yangtze River Economic 

Belt. The results show that the coefficient of green innova-
tion efficiency is considerably positive at the 5% level. This 
result indicates that the green innovation efficiency of the 
Yangtze River Economic Belt has promoted environmental 
protection. The possible reason is that the green innovation 
efficiency can promote the economic growth of the Yangtze 
River Economic Belt in the face of environmental constraints 
and improve the environmental quality and environmental 
protection level. The coefficient of economic development 
level is significantly positive at the 1% level. This notion 
shows that the economic development level of the Yangtze 
River Economic Belt has promoted environmental protection. 
The possible reason is that the economic development level is 
better, which can gather more high-level human capital and 
attract more high-green innovation efficiency enterprises, and 
the government’s environmental protection supervision will 

Table 3: Regression results of the impact of green innovation efficiency on environmental protection in the Yangtze River Economic Belt and the upper, 
middle, and lower reaches.

Yangtze River Economic Belt Downstream area Midstream region Upstream region

(1) (2) (3) (4)

Environmental protection Environmental protection Environmental protection Environmental protection

Green innovation 
efficiency

0.00103** −0. 0138** 0.00188 0.131***

(0.07) (−2.28) (0.38) (4.33)

Economic development 
level

0.187*** 0.0963*** 0.00437 −0.133

(2.90) (4.38) (0.25) (−1.14)

Degree of government 
intervention

0.000990 0.000636 −0.000906* −0.00730***

(0.57) (0.67) (−1.72) (−3.56)

Openness 0.00278*** 0.0000803 0.000525 0.00570***

(6.95) (0.51) (1.35) (3.80)

Urbanization rate −0.0124*** 0.000434 −0.0000591 −0. 0103**

(−4.06) (0.58) (−0.07) (−1.97)

Degree of industrial 
modernization

−0.0000679 0.000201** 0.00751** 0.0265

(−0.17) (2.01) (2.40) (1.50)

Higher education level 0.00246** 0.00223*** −0.000285 0.00436

(1.26) (−7.72) (−1.00) (0.89)

Government size −0.00442 0.000418 −0.000394 −0.0343***

(−1.35) (0.29) (−0.64) (−8.72)

Marketization degree 0.000877 0.00112** −0.0000308 −0.00304

(0.66) (2.10) (−0.06) (−0.84)

Level of opening to the 
outside world

−0.0293*** −0.00382* −0.0138*** −0.0346***

(−6.08) (−1.84) (−4.42) (−2.67)

Constant term −1.306** −0.827*** 0.0834 1.847**

(−2.54) (−4.46) (0.58) (2.25)

N 121 44 33 44

Note: *, ** and *** represent P < 0.1, P < 0.05 and P < 0.01, respectively
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be stronger, thereby effectively improving the environmental 
protection level. The openness coefficient is considerably 
positive at the 5% level. This result shows that the improve-
ment of the openness of the Yangtze River Economic Belt has 
promoted the environmental protection level. The possible 
reason is that the improvement of openness can attract more 
high-tech enterprises, eliminate local backward production 
enterprises, introduce environment-friendly scientific and 
technological equipment and advanced technology level, 
save energy, and reduce emissions. This situation is condu-
cive to the improvement of environmental protection level. 
The coefficient of higher educational level is drastically pos-
itive at the 5% level, which indicates that the improvement 
of educational level in the Yangtze River Economic Belt 
can promote the environmental protection level. The possi-
ble reason is that the improvement of educational level can 
increase people’s awareness and behavior of environmental 
protection and promote the environmental protection level.

Analysis of the Differences Among the Lower, Middle 
and Upper Reaches

Columns (2), (3) and (4) in Table 3 are the comparison of 
the impact of green innovation efficiency on environmental 
protection in the lower, middle, and upper reaches of the 
Yangtze River. Column (2) results show that the coefficient 
of green innovation efficiency is negative at the 5% level. 
This result shows that the efficiency of green innovation 
has a meaningful inhibitory effect on the environmental 
protection level in the downstream areas. The possible 
reason is that the proportion of secondary industry in the 
downstream areas continues to rise. Industrial pollution is 
one of the main sources of ecological environment pollution. 
Excessive industrial pollution aggravates the pollution of 
the ecological environment, resulting in a lower level of 
environmental protection in the downstream areas. Column 
(3) results show that the coefficient of green innovation ef-
ficiency is not significantly positive. This notion shows that 
the efficiency of green innovation has no obvious promotion 
effect on the environmental protection level in the middle 
reaches. The logic behind this may be that the middle reaches 
are close to the lower reaches and are the first choice for 
the transfer of pollution-intensive industries in the eastern 
region, such as paper industry, chemical industry, building 
materials industry, and other industries, which have degraded 
the ecological environment in the middle reaches. Column 
(4) results show that the coefficient of green innovation 
efficiency is clear positive at the 1% level. This notion 
shows that the efficiency of green innovation can promote 
the environmental protection level in upstream areas. The 
upstream area is typical mountain agriculture with inconven-
ient transportation, less industrial transfer in the east, and a 

relatively high proportion of primary industry. In addition, 
this area is China’s ecological barrier and functional area, 
and the environmental protection level is better. Therefore, 
the environmental protection level is promoted.

Mechanism of Green Innovation Efficiency on 
Environmental Protection

The coefficient of green innovation efficiency in column 
(1) of Table 4 is positively at the 1% level, thus indicating 
that green innovation efficiency has greatly enhanced the 
improvement of ecological environmental efficiency. Green 
innovation efficiency promotes technological progress, 
brings advanced technological level to economic develop-
ment, and realizes modernization level, thus promoting the 
improvement of ecological environmental efficiency. The 
coefficient of green innovation efficiency in column (2) is 
significantly positive at the 1% level, which indicates that 
green innovation efficiency is very effective in accelerating 
the improvement of environmental protection level. Green 
innovation efficiency promotes environmental protection 
by improving production methods, increasing land output 
efficiency, reducing rural environmental pollution, promot-
ing green, organic, and high-quality agricultural products, 
completing the rural toilet revolution, and increasing forest 
and grass coverage. Column (3) shows that the ecological 
environmental coefficient is considerably positive at the 1% 
level, which indicates that the improvement of ecological 
environmental efficiency significantly promotes the level of 
environmental protection. The coefficient of green innova-
tion efficiency is appreciably positive at the 10% level. The 
comparison of the green innovation efficiency coefficients 
in column (2) indicated that the variable coefficient of green 
innovation efficiency is smaller (from 0.127 to 0.0758) after 
ecological environmental efficiency variables are added to 
column (3). The significance also decreased by a noticeable 
percentage (from 1% to 10%), that is, the promotion of green 
innovation efficiency to environmental protection weakened 
with the addition of ecological environmental efficiency 
variables. This notion indicates that ecological environmental 
efficiency plays an important intermediary effect between 
green innovation efficiency and environmental protection. 
Accordingly, a positive transmission path of “green inno-
vation efficiency (improving) ecological environmental 
efficiency (promoting) environmental protection level” has 
been formed.

CONCLUSION

Based on the panel data of provinces and cities in the Yangtze 
River Economic Belt from 2007 to 2017, this study analyzes 
the change trend and causes of environmental protection 
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level and empirically tests the impact and mechanism of 
green innovation efficiency on environmental protection. 
Moreover, this study conducts robustness tests and proposes 
relevant policy implications.

The main conclusions are as follows. The overall 
environmental protection level of the Yangtze River 
Economic Belt is on the rise, with the highest level of 
environmental protection in the upper reaches, the second in 
the lower reaches, and the lowest in the middle reaches. Green 
innovation efficiency promotes the overall environmental 
protection level of the Yangtze River Economic Belt, inhibits 
the environmental protection level of the downstream areas, 

promotes the environmental protection level of the upstream 
areas, and has no obvious impact on the environmental 
protection level of the middle reaches. The analysis of the 
impact mechanism shows that green innovation efficiency 
can improve the level of environmental protection through 
ecological environmental efficiency.

This study has the following policy implications. From 
the perspective of green innovation efficiency level, green 
innovation efficiency is not conducive to the improvement 
of environmental protection level in downstream areas, 
which shows that the input-output performance of green 
innovation efficiency in downstream areas is low, and 

Table 4: Transmission mechanism of green innovation efficiency to environmental protection in Yangtze River Economic Belt

Yangtze River Economic Belt Upstream region

(1) (2) (3) (4) (5) (6)

Ecological 
efficiency

Environmental 
protection

Environmental 
protection

Ecological 
efficiency

Environmental 
protection

Environmental 
protection

Ecological environment 
efficiency

0.324*** 0.198**

(2.90) (2.49)

Green innovation  
efficiency

0.159*** 0.127*** 0.0758* 0.210*** 0.196*** 0.154***

(5.11) (3.36) (1.87) (3.06) (5.09) (3.90)

Economic development 
level

0.189* -0.660*** -0.736*** -0.0571 -0.151* -0.140*

(1.70) (-4.67) (-5.19) (-0.36) (-1.71) (-1.69)

Degree of government 
intervention

-0.00771* -0.00597 -0.00334 0.0178*** 0.00315 -0.000365

(-1.85) (-1.35) (-0.72) (2.85) (0.90) (-0.10)

Openness -0.00344*** -0.00448*** -0.00343*** -0.00556 -0.00129 -0.000195

(-4.59) (-4.74) (-3.46) (-1.47) (-0.61) (-0.10)

Urbanization rate 0.0151** 0.0508*** 0.0463*** -0.00751 0.000844 0.00233

(2.26) (6.46) (5.88) (-0.77) (0.15) (0.45)

Degree of industrial  
modernization

-0. 00210** 0.000175 0.000834 -0.148*** -0.131*** -0.102***

(-2.53) (0.19) (0.86) (-2.78) (-4.36) (-3.34)

Higher education level 0.00574 0.00482 0.00335 0.0313** 0.0179** 0.0117

(1.51) (0.98) (0.70) (2.31) (2.35) (1.55)

Government size -0.0119* -0.0241*** -0.0207*** -0.0271*** -0.0270*** -0.0216***

(-1.95) (-3.10) (-2.75) (-2.89) (-5.13) (-4.03)

Marketization degree 0.0000800 -0.0109*** -0.0110*** 0.0261** 0.00714 0.00198

(0.03) (-3.35) (-3.54) (2.55) (1.24) (0.34)

Level of opening to the  
outside world

-0.0100 -0.0309*** -0. 0271** 0.00678 0.00181 0.000467

(-1.07) (-2.61) (-2.38) (0.19) (0.09) (0.02)

Constant term -2.041** 5.890*** 6.682*** -0.247 1.610** 1.658**

(-2.28) (5.10) (5.73) (-0.19) (2.24) (2.46)

N 121 121 121 44 44 44

Note: *, **, *** represent P < 0.1, P < 0.05, P < 0.01 respectively
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the growth rate of green innovation efficiency is less than 
that of the environmental protection level. Therefore, the 
government should improve the efficiency level of green 
innovation in downstream areas and focus on improving 
the output rate of science and technology to ensure that 
the growth rate of green innovation efficiency exceeds 
the level of environmental protection. Although China’s 
environmental protection level is on the rise, the overall level 
is still not high. The economic benefits of green development 
in agriculture and rural areas are low, the farmers’ ideology 
is not in place, and subsidies for green development 
are not matched. Therefore, a cooperative promotion 
mechanism must be established between townships and 
counties, agricultural superior resources must be integrated 
and ecological environment, product innovation, and 
economic benefits must be considered. Moreover, financial 
support in promoting environmental protection with green 
innovation efficiency, and green innovation efficiency and 
environmental protection must be jointly promoted.
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ABSTRACT
Microcystis is one of the most common algal genera that causes water eutrophication. The effect of 
water quality on the growth and toxins production of Microcystis has been attracting high research 
attentions. The relationship of different combinations of temperature, illumination intensity, nitrogen 
and phosphorus with the growth and toxin production of Microcystis aeruginosa was explored through 
an orthogonal test. Results showed that illumination intensity influences the growth of Microcystis 
aeruginosa mostly, followed by temperature, total nitrogen (TN) and total phosphorus (TP). Illumination 
intensity affects the toxin production of Microcystis aeruginosa most significantly, followed by TP, TN 
and temperature successively. 200Lx illumination intensity, 22°C temperature, 20 mg.L-1 TN and 0.6 
mg.L-1 are the optimum toxin production conditions for Microcystis aeruginosa.  

INTRODUCTION

Harmful cyanobacterial blooms are one of the most severe 
problems in freshwater ecosystems. A Survey of the United 
Nations Environment Programme (UNEP) reported that 
30-40% of lakes and reservoirs in the world are suffering 
from eutrophication (Ingrid & Jamie 1999). Microcystis 
aeruginosa is the most successful bloom-forming organisms 
in many freshwater ecosystems (Lin et al. 2019). Microcystis 
is not only the dominant algae in eutrophic water but also 
toxin-producing algae that can produce Microcystins (MCs) 
(Puschner et al. 1999, Azevedo et al. 2002). These toxins 
are harmful to a wide range of organisms (Gilbert 1996, Liu 
et al. 2006, Tilimanns et al. 2008). Microcystins are a kind 
of heptad peptide monocyclic compound. Its ring structure 
is D-Ala-L-X-red-β-methyl-D-isoaspartate-L-Z-Adda-D-
isoglutamic acid-N-methyl dehydroalanine. Currently, 75 
isomers of MC have been discovered (Van Apeldoorn et al. 
2006). MCs are water-soluble and have strong heat resis-
tance, but are difficult to be deposited or adsorbed. In 1998, 
the World Health Organization (WHO) has determined the 
base value of MCs in water at 1 μg/L (WHO 1998).

Both existing Chinese and foreign researches on toxin 
production mechanism of Microcystis mainly focus on ge-
netic and environmental factors (Joung et al. 2011, Jähnichen 
et al. 2011, Reichwaldt & Ghadouani 2012). Environmental 
factors mainly include water temperature, illumination 

intensity and nutritive salts like nitrogen and phosphorus 
(Watanabe & Oishi 1985, Rapala 1988, Oh et al. 2000, 
Kameyama et al. 2002). However, no agreement on the in-
fluence of the environment on toxin production mechanism 
has been reached yet. Utkilen & Gjølme (1992) pointed out 
that illumination may be the only influencing factor of toxin 
production of Microcystis. Wiedner et al. (2003) cultured 
Microcystis PCC7806 continuously, finding that the MC 
content per unit cell has a significant positive correlation with 
illumination intensity under limited illumination, but turns 
into a negative one under adequate illumination. Kameya-
ma et al. (2003) conducted batch cultivation of Microcystis 
viridis NIES102 under different concentrations of nitrogen 
and phosphorus but didn’t find a significant relationship 
between intracellular MC and nitrogen concentration with-
in the logarithmic growth period. Downing et al. (2005) 
studied Microcystis PCC7806 and Microcystis UV027, and 
found that MC concentration per unit cell is related to N/P. 
Although some studies have involved the effect of illumina-
tion, nitrogen and phosphorus content on toxin production 
mechanism of Microcystis, growth and toxin production of 
algae have abundant influencing factors and no research 
has explored the effect degrees of different factors on toxin 
production mechanism of Microcystis and their combined 
effect. Hence, it is necessary to study the combined effect 
of different factors on the growth and toxin production 
characteristics of algae.
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Based on the effect of a single factor on the growth and 
toxin production of Microcystis, this paper further explored 
the combined effect of nitrogen, phosphorus, temperature 
and illumination by using the L9(34) orthogonal test.

MATERIALS AND METHODS

Experimental Chemicals

Methanol: chromatographically pure (≥99.9%), Sinopharm 
Chemical Reagent Co., Ltd. Trifluoroacetic acid (TFA): 
chromatographically pure (≥99.5%), Sinopharm Chemical 
Reagent Co., Ltd. Algal toxin-LR standards: 50 μg, Biobase 
Co., Ltd.

Experimental Methods

 1. Algae culture: Testing Microcystis (Microcystis 
aeruginosa FACHB-315) was bought from Freshwater 
Algae Culture Collection at the Institute of Hydrobiol-
ogy (FACHB-collection) and then cultured in an HP 
1000GS incubator under artificial climate. The culture 
medium was improved BG-11. Culture conditions are: 
30°C, 1000-1500 Lux illumination intensity and 14:10 
illumination/dark. The position of the triangular flask 
was adjusted randomly and shook 2-3 times regularly 
every day during the culture.

 2. Solution preparation: Monopotassium phosphate 
solution: 6.8 g monopotassium phosphate was dissolved 
in 1,000 mL ultrapure water.

  Phosphate buffered solution: pH of the monopotassium 
phosphate solution was adjusted to 3.0 by 20% phos-
phoric acid solutions.

  Leaching solutions: 10 mL ultrapure water and 10 mL 
20% methanol aqueous solutions.

  Elution solution: 0.1 mL TFA (chromatographically 
pure) was dissolved into 100 mL methanol (chromato-
graphically pure).

 3. Test conditions setting: After the Microcystis had 
been starved for 3 days, concentrations of nitrogen and 
phosphorus in the culture medium were adjusted by 
Ca(NO3) 2 and K2HPO4. Culture temperature, illumi-
nation intensity and illumination/dark of Microcystis 
were set by the illumination incubator. The experiments 
were designed based on the orthogonal test (Table 1).

 4. Algae cell density measurement: Blood counting 
chamber method: water sample was stirred evenly. 
Three test samples were collected from the upper, mid-
dle and bottom layer of the triangular flask respectively 
to measure the number of algae cells. The mean of three 
measurements was taken as the final results.

  The specific growth rate of Microcystis during the log-
arithmic phase was analyzed according to its growth 
curves under different culture conditions (Margarita et 
al. 2002). 
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results. 

The specific growth rate of Microcystis during the logarithmic phase was analyzed according to its 

growth curves under different culture conditions (Margarita et al. 2002).  
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Where K is the relative growth rate of cells, t0 means the initial time of the logarithmic phase, N0 is the initial 

concentration of the logarithmic phase, and Nt is the algae concentration at time t. 

    (5) Absorbance value of Microcystis: Before the test, some Microcystis solution at stable phase was 

taken and scanned by ultraviolet spectrophotometer under 200-800 nm wavelength, determining that 600-

700 nm is the optimum absorption wavelength. The absorbance value of Microcystis solution under 600-700 

nm was tested every other day. 

(6) Determination of MCs: 80 mL Microcystis solution was taken and extracted by microwave 

digestion/extraction instrument (Italy MILESTONE) for 10 min under 100℃. The extract was then filtered 

by 0.45μm fibre filter membrane to collect Microcystis solution. 

Activation of C18 solid-phase extraction column (Bona SPE500mg/3cc): 10mL methanol was injected 

into the extraction column activated by 10mL water when the methyl alcohol level reached the upper screen 

of the extraction column. 

The collected Microcystis solution was injected into the activated solid-phase column for enrichment. 

The effluent was reinjected into the column again for secondary enrichment. 

After sample enrichment, the C18 solid-phase extraction column was rinsed by the leaching solution 

(10 mL pure water and 10 mL 20% methanol solution). 

MCs in the column was eluted with 10 mL elution solution. The effluent was collected.  

The effluent was decompressed and steamed to dry by a rotary evaporator (Shanghai HongjiRe-52cs). 

Add 0.5 mL 50% methanol solution until the effluent was completely dissolved. The 2 mL effluent was used 

to test. 
Detection conditions of HPLC (Varian LC-210): mobile phase: methanol (V): phosphate buffered 

solution (V)= 57:43; flow rate: 1 mL/min; detection wavelength: 238 nm. 20 uL sample was injected. Three 

parallel tests were conducted. 

After finishing the test, the HPLC was rinsed by 10% methanol aqueous solution firstly to eliminate 

salts and then washed with pure methanol. The experimental design, data acquisition and data processing 

process shall comply with QA/QC requirements. 

RESULTS AND DISCUSSION 

Growth Curve of Microcystis 

Growth curves of Microcystis under different culture conditions in the orthogonal test are shown in Fig. 1. 

Microcystis in 1#, 2#, 3#, 4# and 7# begin the logarithmic growth on the 9th day and the growth enters into 

the stable phase on the 27th day. The growth of Microcystis in 5# and 6# enters into the logarithmic phase on 

the 5th day. Microcystis in 5# and 6# grows quickly and the number of algae cells reaches the peak on the 23rd 

   …(1)

  Where K is the relative growth rate of cells, t0 means 
the initial time of the logarithmic phase, N0 is the initial 
concentration of the logarithmic phase, and Nt is the 
algae concentration at time t.

 5. Absorbance value of Microcystis: Before the test, 
some Microcystis solution at stable phase was taken 
and scanned by ultraviolet spectrophotometer under 
200-800 nm wavelength, determining that 600-700 nm 
is the optimum absorption wavelength. The absorbance 
value of Microcystis solution under 600-700 nm was 
tested every other day.

 6. Determination of MCs: 80 mL Microcystis solution 
was taken and extracted by microwave digestion/extrac-
tion instrument (Italy MILESTONE) for 10 min under 
100°C. The extract was then filtered by 0.45μm fibre 
filter membrane to collect Microcystis solution.

Activation of C18 solid-phase extraction column (Bona 
SPE500mg/3cc): 10mL methanol was injected into the ex-
traction column activated by 10mL water when the methyl 
alcohol level reached the upper screen of the extraction 
column.

The collected Microcystis solution was injected into the 
activated solid-phase column for enrichment. The effluent was 
reinjected into the column again for secondary enrichment.

After sample enrichment, the C18 solid-phase extraction 
column was rinsed by the leaching solution (10 mL pure 
water and 10 mL 20% methanol solution).

MCs in the column was eluted with 10 mL elution solu-
tion. The effluent was collected. 

Table 1: Orthogonal experimental scheme.

Number Temperature 
(°C)

Light  
intensity (Lx)

TN 
(mg/L)

TP 
(mg/L)

1# 22 200 20 0.4

2# 22 500 60 0.6

3# 22 800 100 1.0

4# 25 200 60 1.0

5# 25 500 100 0.4

6# 25 800 20 0.6

7# 28 200 100 0.6

8# 28 500 20 1.0

9# 28 800 60 0.4
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The effluent was decompressed and steamed to dry by a 
rotary evaporator (Shanghai HongjiRe-52cs). Add 0.5 mL 
50% methanol solution until the effluent was completely 
dissolved. The 2 mL effluent was used to test.

Detection conditions of HPLC (Varian LC-210): mobile 
phase: methanol (V): phosphate buffered solution (V)= 
57:43; flow rate: 1 mL/min; detection wavelength: 238 
nm. 20 uL sample was injected. Three parallel tests were 
conducted.

After finishing the test, the HPLC was rinsed by 10% 
methanol aqueous solution firstly to eliminate salts and then 
washed with pure methanol. The experimental design, data 
acquisition and data processing process shall comply with 
QA/QC requirements.

RESULTS AND DISCUSSION

Growth Curve of Microcystis

Growth curves of Microcystis under different culture condi-
tions in the orthogonal test are shown in Fig. 1. Microcystis 
in 1#, 2#, 3#, 4# and 7# begin the logarithmic growth on the 
9th day and the growth enters into the stable phase on the 
27th day. The growth of Microcystis in 5# and 6# enters into 
the logarithmic phase on the 5th day. Microcystis in 5# and 
6# grows quickly and the number of algae cells reaches the 
peak on the 23rd day. Microcystis in 8# and 9# begin to grow 
logarithmically on the 7th day and then the stable phase on 
the 25th day. Meanwhile, Microcystis in 1#, 4# and 7# under 
200Lx illumination intensity grow slowly with the low algae 
biomass. This indicates that low illumination intensity can 
inhibit the growth of Microcystis significantly. 

The specific growth rate and the maximum biomass of 
Microcystis at the logarithmic phase were further analyzed 

according to the growth curves under different culture con-
ditions (Table 2). There is the largest biomass (26.6×106/
mL) in 6#, which is followed by 3# (23.8×106/mL). The 
growth rates of Microcystis in 6# and 3# are 0.176 and 0.170, 
respectively. The best growth of Microcystis was in 6# in 
these treatments which might be from the compensation of 
different factors because it is supplied with lower nitrogen 
content and the longest illumination. The lowest maximum 
biomass (10.75) and growth rate(0.123) were in 1# due to 
the lowest temperature, nutrient salt content and short illumi-
nation. Moreover, there is a positive correlation between the 
maximum biomass and the growth rate in these treatments.

Variation of MCs

Effect of mutual orthogonality of temperature, illumination 
intensity, TN and TP on MCs is presented in Table 3. The 
contents of MCs increase continuously during the culture in 
all treatments. The MCs contents on the 23rd day are highest 
for all treatments. Treatment group 4 achieves the highest 
MCs content on the 15th day. The content of MCs increases 
quickly during the first 15 days and becomes stable subse-
quently. This might be caused by the short logarithmic phase 
of Microcystis in 4#. The content of MCs on the 23rd day is 
the highest among all treatments. The MCs content in 6# was 
the highest, and the reason might be that there are the most 
algae cells in it. However, although the maximum biomass 
in 3# is next to that in 6#, the content of MCs is only half of 
that in 6#. This means that the content of MCs is not only 
related to biomass, but also other factors.

Synergy Effect of Temperature, Illumination Intensity, 
Nitrogen and Phosphorus on Biomass of Microcystis

To study the effect of degrees of temperature, illumination 
intensity, nitrogen and phosphorus on Microcystis growth, 
a statistical analysis on the biomass of Microcystis was con-
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Fig. 1: Variation curves of Microcystis density under different culture 
conditions.

Table 2: Comparison of growth rate and the maximum biomass of 
Microcystis under different culture conditions.

Number Compared growth rates 
during logarithmic growth /d

Maximum biomass 
(106a/mL)

1# 0.123 10.75

2# 0.137 16.65

3# 0.170 23.8

4# 0.133 14.8

5# 0.167 23.35

6# 0.176 26.6

7# 0.124 13.375

8# 0.158 21.975

9# 0.164 22.95
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ducted. The orthogonal test was implemented according to 
Table 2. The absorbance value of algae solution was tested 
every other day since 7d, getting variation curves (Fig. 2). 
All treatment groups enter into the logarithmic phase since 
9d and have a long logarithmic phase. The maximum ab-
sorbance value of treatment group 6 is significantly higher 
than those of other treatment groups. The absorbance value 
of treatment group 1 changes slightly, but absorbance values 
of treatment group 2, 3, 4 and 7 vary similarly.

The relationship between the final optical density and 
specific growth rate during the growth of Microcystis is 
presented in Fig. 3. According to regression analysis, the 
correlation of specific growth rates of different treatment 
groups and their absorbance values is y = 7.3662x - 0.6187 
(R2 = 0.9763. Therefore, the growth of Microcystis can be 
represented by the orthogonal analysis based on the final 
absorbance value.

Statistics were calculated according to the final absor-
bance values of Microcystis. The intuitive analysis results 
are listed in Table 4. The mean value in Table 4 represents 
the average absorbance values of each level of different 

factors. For example, T11, T21 and T31 represent the final 
absorbance values at 22°C, 25°C and 28°C, respectively. It 
can be observed that Microcystis growth increases with the 
temperature rise, but the algal density begins to decrease 
after the temperature increases to a certain level. The content 
of Microcystis increases with the increase of illumination 
intensity. Microcystis growth changes similarly as TN and 
TP increases, decreasing first and then increasing. The range 
in Table 4 means the different effect of the factors on algae 
growth. The higher the range is, the stronger the effect was. 
As a result, illumination intensity influences the algal growth 
strongly, followed by temperature, TN and TP.

Illumination provides energies for the cellular metabolism 
of algae and affects algal growth and reproduction. Microcystis 
aeruginosa is known to respond to light availability with 
photoacclimation (Wyman et al. 1983). Huisman et al. (1999) 
reported that algal growth has specific “critical illumination 
intensity”. For example, in the water column inoculated with 
Microcystis and Chlorella, Microcystis will be replaced by 
Chlorella gradually below 3,000Lx illumination intensity. 
However, in natural lakes and reservoirs, Microcystis could 
beat others in the light fight due to its strong buoyancy. 
When the controlled illumination intensity is lower than 
the “critical illumination intensity”, algal biomass will 
decrease significantly. Our experiment also confirmed that 
very low illumination intensity will inhibit Microcystis 
growth. Microcystis aeruginosa is known for its resistance to 
photoinhibition and high light due to protective pigmentation 
(Paerl et al. 1983). The temperature has been shown to have a 
positive effect on the growth of M. aeruginosa (Rainer et al. 
2016). Temperature affects algal growth directly or indirectly 
mainly by controlling physicochemical progress, such as the 
enzymatic reaction of photosynthesis, respiration intensity 
and decomposition of nutrient substances in water. In this 
study, it is discovered that algal content increases with the 
temperature rise, but algal density begins to decrease when 

Table 3: Content of MCs (μg.L-1) during 23-day culture.

Number The 7th 
day

The 11th 
day

The 15th 
day

The 19th 
day

The 23rd 
day

1# 0.5240 1.7556 4.3031 18.0597 20.8622

2# 0.1937 3.2324 5.8781 12.9239 21.9742

3# 0.1588 2.7712 5.6402 10.0309 15.1562

4# 0.1674 2.3533 27.4981 30.5777 31.5704

5# 0.4844 2.8458 5.8047 10.9054 18.9009

6# 0.2952 3.7680 14.0460 32.1244 46.3429

7# 0.5303 2.0560 6.5060 10.3597 20.8562

8# 0.2407 2.2880 10.8364 17.4097 18.2394

9# 0.5552 2.2081 10.6787 13.5437 15.3474
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the temperature increased to a certain level. Within the 
appropriate temperature range, cell activity enhances with 
the temperature rise. However, after the temperature reaches 
a certain level, algal metabolism accelerates, which requires 
more nutrients. Due to the decreasing nutrients in the water, 
algal cell death rate under high temperature is higher than 
the reproduction rate and algal growth is inhibited. Zhao et 
al. (2007) found that water temperature was an important 
factor in the shift of Microcystis and Oscillatoria dominance 
in a simulated, shallow, eutrophic lake. Algal reproduction is 
closely related to nitrogen and phosphorus concentrations in 
water (Stockner & Shortreed 1988, Borchardt 1994). Tsukada 

et al. (2006) found that P limitation did not occur during the 
study period. The effect of N was stronger than that of P for 
blooms of Microcystis. The ratio of N/P plays an important 
role in Microcystis growth, and the low N/P ratio could be a 
consequence of the capacities and rates of uptake of nitrogen 
and phosphorus by cyanobacteria (Marinho & Sandra 2007). 

Synergy Effect of Temperature, Illumination Intensity, 
Nitrogen and Phosphorus on Toxin Production by 
Microcystis

In the experiment, a statistical analysis of MCs per unit cell 
was conducted on the 23rd day. Intuitive analysis results are 

Table 4: Visual analysis table about absorbance values of Microcystis.

Number Environmental factors Absorbance values

Temperature (°C) Light intensity (Lx) TN (mg.L-1) TP (mg.L-1)

1 22 200 20 0.4 0.294

2 22 500 60 0.6 0.384

3 22 800 100 1.0 0.631

4 25 200 60 1.0 0.366

5 25 500 100 0.4 0.584

6 25 800 20 0.6 0.7325

7 28 200 100 0.6 0.3075

8 28 500 20 1.0 0.5265

9 28 800 60 0.4 0.568

Mean value T1 0.436 0.322 0.518 0.482

Mean value T2 0.561 0.498 0.439 0.475

Mean value T3 0.467 0.644 0.507 0.508

Range 0.125 0.322 0.079 0.033

Table 5: Visual analysis table about single-cell toxin production by Microcystis.

Number Environmental factors Toxin production of single cell 
(fg.a-1)Temperature (°C) Light intensity (Lx) TN (mg.L-1) TP (mg.L-1)

1 22 200 20 0.4 2.5996

2 22 500 60 0.6 1.6429

3 22 800 100 1.0 0.8009

4 25 200 60 1.0 2.3560

5 25 500 100 0.4 0.8290

6 25 800 20 0.6 1.8390

7 28 200 100 0.6 2.5280

8 28 500 20 1.0 0.9426

9 28 800 60 0.4 0.7326

Mean value T1 1.681 2.495 1.794 1.387

Mean value T2 1.675 1.138 1.577 2.003

Mean value T3 1.401 1.124 1.386 1.367

Range 0.280 1.371 0.408 0.636
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listed in Table 5. The high MCs content per unit cell is in 
1, 4 and 7 #, which indicated that low illumination intensity 
is beneficial for toxin production of Microcystis. Toxin 
production per unit cell of treatment group 9 is only next 
to that of treatment group 3, indicating that other factors 
could compensate for inadequate phosphorus to a certain 
extent. This reflects that there’s mutual compensation among 
factors. Furthermore, illumination intensity affects the toxin 
production of Microcystis mostly, followed by TP, TN and 
water temperature. 

In the experiment, levels of four factors are shown in 
the horizontal coordinate and their meaning is presented by 
the toxin production per unit cell at the vertical coordinate 
(Fig. 4). Four curves in Fig. 4 show the effect of temperature, 
illumination intensity, TN and TP on MCs content per unit 
cell of Microcystis. Effect of TP on toxin production per 
unit cell of Microcystis increases firstly and then decreases, 
indicating that there’s an optimum P concentration within 
the selected range for Microcystis to produce MCs. In this 
experiment, it was concluded that 0.6 mg.L-1 is the optimum 
P concentration for the production of MCs. MCs content per 
unit cell of Microcystis increases with the decrease of illumi-
nation intensity. The effect of temperature and TN is similar 
to that of illumination intensity. In this study, the optimum 
illumination intensity, temperature and TN for Microcystis to 
produce toxin are 200Lx, 22°C and 20 mg.L-1, respectively.

According to the orthogonal test results, low illumination 
intensity could facilitate toxin production of Microcystis. 
This agrees with the research results of Rapala et al. (1997). 
Meanwhile, the effect of illumination intensity on toxin pro-
duction is affected by temperature. With the increase of TP, 

MCs show an inverse “V-shaped” variation. Low TP could 
accelerate MCs production. This echoes with many results 
(Vonshak et al. 1994, Christina & Pedro 1994, Kameyama 
et al. 2002). The results of this study showed that there was 
a slight increase in MCs production at low temperature and a 
slight decrease in toxicity at high temperature, similar to the 
results from the studies of Watanabe & Oishi (1985), Sivonen 
(1990) and Gilbert (1996). With limited phosphorus, both 
isomers of MCs and MCs increase. Nitrogen is an essential 
element for MCs synthesis. The proportion of nitrogen in 
MCs molecular structure was up to 14% (Botes et al. 1985). 
However, based on our orthogonal test results, N influences 
MCs slightly. Orr & Jones (1998) found a linear relationship 
between cell division rate and total MCs production rate 
in Microcystis solution. MCs content per unit cell keeps 
constant during the cell cycle even though both total MCs 
content in algal solution and cell concentration increase with 
the increase of TN in culture medium. Therefore, it is specu-
lated that the effect of TN on total MC may be insignificant 
because nitrogen changes total MCs content in Microcystis 
solution by influencing the algae cell growth, but there is 
no direct impact on MCs content per unit cell. Meanwhile, 
the orthogonal test results reveal that the optimum growth 
condition and the optimum toxin production condition of 
Microcystis are different from each other. Abundances of 
toxic strains of Microcystis have been specifically enhanced 
by additions of inorganic N (Davis et al. 2010).

CONCLUSIONS

Variation trends of Microcystis biomass and extracellular 
MCs are analyzed through a 29-day orthogonal test of tem-
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perature, illumination intensity, nitrogen and phosphorus. 
The conclusions are as following:

 1. According to the intuitive analysis on optical density of 
Microcystis solution, illumination intensity influences 
Microcystis growth mostly, followed by temperature, 
TN and TP. 

 2. The MCs content in 6# was the highest, and the reason 
might be that there are the most algal cells in it. How-
ever, although the maximum biomass in 3# is next to 
that in 6#, the content of MCs is only half of that in 6#. 
This means that the content of MCs is not only related 
to biomass, but also other factors 

 3. Illumination intensity influences toxin production of 
Microcystis strongly, followed by TP, TN and water 
temperature successively. With the increase of TP, MCs 
content per unit cell increases firstly and then decreases. 
In this study, the optimum TP for toxin production of 
Microcystis is 0.6 mg.L-1. Toxin production per unit cell 
is inversely proportional to illumination intensity, tem-
perature and TN. The optimum illumination intensity, 
temperature and TN for toxin production of Microcystis 
are 200Lx, 22°C and 20 mg.L-1, respectively.
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ABSTRACT

To explore the impact of the fishing moratorium on fish stocks, some parameters and environmental 
factors were monitored downstream of Gezhouba Dam in April, June and August of 2013. Fish density 
and target length were get using hydro-acoustics (DIDSON). The results indicated that the fish density 
distributions in April, June and August were significantly different. The fish density decreased with 
time but kept a level that was close and steady in April and June. The average fish density of April 
was significantly greater than that in August (P<0.05). The percentage of fish target length distribution 
was consistent in time and space. In the study, the hydraulic and environmental factors were not the 
main reasons for the decrease of fish density and target body length in the spatial and temporal scale. 
Overfishing was the main cause and the fishing moratorium was substantially effective for keeping the 
sustainability of the fish resources in the adjacent areas of Gezhouba Dam.   

INTRODUCTION

Building dams in a river causes habitat fragmentation by 
obstructing the migration pathway for fish and interrupting 
their reproduction (García et al. 2011, Morita & Yamamoto 
2002, Macdougall et al. 2007, Santos et al. 2006). It 
negatively affects fish community structure and declines 
the fish stocks (Yi et al. 2010, Draštík et al. 2008, Yang et 
al. 2012). The Gezhouba Dam and the Three Gorges Dam 
are the largest two hydraulic structures in the middle reach 
of the Yangtze River. They exert much pressure on the 
downstream fish resources. The Gezhouba Dam is located 
at the end of the Three Gorges and is the only pathway for 
fish migration. It is dense for the local fish and partly for 
the migration fish (Yi et al. 2010, Zhou et al. 2014). The 
local fish species mainly include the four major Chinese 
carps. The migration fish species include Chinese sturgeon, 
Coreius heterodon, and Coreius guichenoti. The migration 
fish mainly inhabits and spawns in the Dajiang area, while 
the four major Chinese carps inhabit the Sanjiang area. 
Because the investigation area is the gathering place of 

different fish species which come from upstream and 
downstream of the Yangtze River, it is the favourite fishing 
area for fishers (Liu et al. 1990, Tao et al. 2010). The main 
fish species in the middle reaches of the Yangtze River 
reduce because of overfishing and the varying ecological 
environment (Yi et al. 2010, Liu et al. 2004, Yi et al. 2010). 
To restore the fish resources and protect fish biodiversity 
of the Yangtze River, the Ministry of Agriculture of China 
has promulgated the regulation of closing fishing in spring 
since 2003 (Duan et al. 2008). 

The impact of fishing moratorium or the prohibited 
fishing areas on rejuvenating fish stocks has been widely 
investigated (Moustakas et al. 2006, Bavinck et al. 2008, 
Barnes & Sidhu 2013). For example, how fishing moratorium 
affects fishery production using the Cymbula Granatina 
model has been studied for more than ten years. And the 
target parameters of the modelling research include body 
length, wet flesh mass of individual, growth rate and 
mortality rate (Arendse et al. 2007). Although reasonable 
and sophisticated modelling results can be obtained, the 
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model development is unsatisfied on time-consuming. And 
the model application was constrained by many real-world 
conditions and calculation capacity. Some researchers studied 
how fishery production was affected by closures of fishing 
areas under four distinct management strategies (Barnes & 
Sidhu 2013). This method provided an indirect assessment of 
the impact of marine fishery management on fishing fishery 
resources. The fishing closure measures are evaluated by 
analysing the evolution of fish community structure and 
catches biodiversity on time sequence (Duan et al. 2008, 
2013). The fish catches of direct acquisition on time sequence 
provide relatively accurate information, but it may damage the 
limited fish resources. According to these previous studies, 
fishing closure has been widely used as an effective measure 
to ensure the reliability of fishery production (Barnes & 
Sidhu 2013). Among various technologies for fishing closure 
investigation, fisheries hydro-acoustic technology, especially 
the Dual-frequency Identification Sonar (DIDSON), has been 
extensively applied in fish resources detection (Tao et al. 
2012, Petreman et al. 2014, Han et al. 2009, Boswell et al. 
2008, Maxwell & Smith 2007, Maxwell & Gove 2004). The 
goal of this study was to evaluate the impact of the fishing 
moratorium on the fish stocks near the Gezhouba Dam area 
using water fisheries acoustics technology, which had the 
advantages of zero damage to fish resources, easy operation 
and high precision. The acoustic information was collected 
using DIDSON with an acoustic camera in the near-dam area. 
Flow velocity and some water quality data including water 
temperature, pH and DO were monitored at the same time. 

Fish density and fish body length were used as the target 
parameters to quantify the fish and were statistically analysed 
to correlate with flow velocity and the environmental factors. 
Finally, the conclusion of the relationship between the fishing 
moratorium and fish resources was reached. 

MATERIALS AND METHODS

Study Area

According to the regulation enacted by the Ministry of 
Agriculture of China (Misund 1997), the closed fishing 
period in the middle and lower reaches of the Yangtze River 
is from April 1 to June 29. The study time was on 3-5 April, 
22-24 June, 4-5 August, and the acoustic data and water 
quality data (Water temperature, pH, DO, and Flow velocity) 
were collected meanwhile. The investigation area covers 
four kilometres long of the Gezhouba Dam mainstream. 
Based on the riverbed topography, flow characteristics, and 
water quality properties, the investigation area was divided 
into three regions including the Dajiang region (DJ), the 
confluence region (CF), and the Sanjiang region (SJ). The 
three regions were further divided into eight sub-regions. 
Eight sub-regions are as follows 1# Ship-lock (I), First 
station (II), Second station (III), Ship-yard (IV), Miao-zui 
(V), Junction (VI) Third bridge (VII), 2# and 3# Ship-lock 
(VIII). DJ included sub-regions I-V, CF included sub-region 
VI, and SJ included sub-regions VII-VIII (Fig. 1). The  
“Z” shaped lines in Fig.1 were the regional monitoring 
roadmap.  
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Methods

The fish were real-time identified and monitored using 
dual-frequency identification sonar (DIDSON) SMC-
300produced by the Sound Metrics Company of the USA. 
The monitoring route was positioned using a GPS apparatus 
(Mobile Mapper 10). The hydro-acoustic data were processed 
with the auxiliary software DIDSON V5.25 for the fish 
count. Some water quality parameters including water 
temperature, pH, DO and water depth were obtained using 
the multi-parameter water quality analyser Hydrolab-DS5 
made by Hach Company and the data were exported to Excel 
processed; flow-velocity using the VectrinoPlus produced 
by Norway Nortek Company. The DIDSON mounted on 
the starboard side of the boat was used to monitor the fish 
distribution downstream of the Gezhouba Dam. Fig. 1 shows 
the distribution of the monitoring and sampling locations. 
The mean cruise speed of the sampling boat was maintained 
as 7km/h. The submerged depth of the boat was 0.5m and the 
angle between the axis of the DIDSON and the horizontal 
direction was maintained 30°. The monitoring route was 
z-shaped as showed in Fig. 1. The operating frequency of 
the sonar was adjusted corresponding to the varying bottom 
elevation of the river during the cruise. The water quality 
data and flow velocity were monitored at each flexion point 
on the route. 

Data Analysis 

Fish density (r): Fish density (r) can be defined as the ratio 
of the count of fish to the bulk volume when fish is sparsely 

distributed in spatial as individuals (Misund 1997). The 
count of fish can be obtained from the DIDSON detecting 
fish within a pyramid range (Fig. 2) and r can be calculated 
as follows:

 b = 2h * tan7° …(1)

 Sb = 0.5 h b  …(2)

 V = Sb * Ls …(3)

 r = 1000n / V …(4)

Where h is the length of water body detected by DIDSON 
(m), b is the width of the end section of the pyramid (m), Sb 
is the vertically projected area of the pyramid side (m2), Ls 
is the cruise distance of the ship (m), V is the pyramid bulk 
volume of the detected water (m3), r is the fish density in 
the study (ind./1000 m3), n is the count of the detected fish 
in the area.

Fish body length: The Fish Target Strength was defined by 
referring to the general Sonar Target Strength (TS) formula 
as follows: 

 TS = 10 log (Ir / Ii)    …(5)

Where Ii is the incident acoustic intensity, Ir is the acoustic 
intensity of the reflection at the location 1 m from the target 
acoustic centre. TS is the key parameter for both quanti-
tatively evaluating fish resources and fish size inversion. 
The literature has shown that fish TS depends not only on 
the body characteristics but also on the wavelength of the 
acoustic emission (Rakowitz et al. 2008, Knudsen et al. 2004, 
Godlewska et al. 2012). Richard (1969) believed that since 
the condition of 1 £ L/l £ 100, is suitable for most fish in 
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freshwater, the TS for an individual body can be calculated 
with the following formula,

 TS = 24.1logL - 4.1log l - 33.2   …(6)

Where L is the target length; lambda l is the acoustic 
wavelength. Based on the above principle, the information 
of fish body length and the corresponding distribution  
can be automatically collected with the DidsonV5.25 
software. 

The literature of the fish study in the Gezhouba area 
shows that the body length ranges of the four major Chinese 
carps are 140 to 1100 mm during 1994 to 1999, 53 to 750 
mm with the acoustic strength of -58-35 dB in the reach 
from Gezhouba Dam to Gulaobei during 2004 to 2006 (Liu 
et al. 2004, Zhang et al. 2007). The target body length in 
2008 was 753 mm with the maximum acoustic strength of - 
35.07 dB. In summary, the fish body length remained in the 
range of 0-1000mm except that some general Pro long fish 
occasionally appear during the Chinese sturgeon spawning 
period (between October and November) near Gezhouba 
Dam area. When a high-density fish group was detected with 
the DIDSON, the group was identified as one single fish body 
(Liang et al. 2012) with an exceptionally large size, which 
needs to be screened from the data series. Therefore, to study 
the relationship between fish density the distribution of the 
target body length, the fish only with the length between 0 and 
100 cm were counted. The collected data were statistically 
analysed according to SPSS19.0 with Kolmogorov-Smirnov 
(K-S) method to investigate fish density distribution and to 
test the normality of fish density and distribution and the 
target body length. To distinguish the difference caused by 
different periods during the closed season, the t-test was 
conducted for fish density distribution and target body re-
spectively between any two independent samples collected 
during April, June, and August. The result (P<0.05) shows 
the difference is statistically significant (Shen et al. 2007). 

Water quality and velocity: Water quality data were 
collected for each meter below surface water at five different 
locations in each sub-region. The monitoring data were 
used to calculate the average velocity and water quality 
parameters. The t-test result (p < 0.05) for water quality 
and flow velocity of any two independent samples from the 
three periods showed the difference is statistically significant. 
Finally, to identify the decisive factors affecting fish density 
distribution, some sensitivity analysis was conducted using 
ANOVA analysis by SPSS19. Several environmental 
parameters, including water quality, flow velocity, and 
time, were set as independent variables varied with an 
interval within a typical range, and fish density was used as 
a dependent variable (Gao et al. 2008).

RESULTS

Fish Density (r)Distribution

Table 1 shows fish density in all stages of closure. The fish 
density of I-VIII were 22.86, 67.74, 34.12, 14.54, 14.25, 2.45, 
2.69, 7.03 ind./1000 m3 in April, III was the maximum while 
VI was minimum. The fish density of I-VIII was 15.24, 2.3, 
13.34, 6.40, 6.33, 0.3, 4.77, 10.56 ind./1000m3 in August, 
and the fish density of I was the maximum while VI was 
minimum. The fish density of DJ was significantly higher 
than that of the Confluence region and SJ. Especially, the 
fish density of II-III in April and June was larger than other 
sub-regions. In II and III, the average fish density in April 
was 50.93 ind./1000 m3, and 40.21 ind./1000 m3 in June. It 
was steady in April and June while dropped to 7.82 ind./1000 
m3 in August. The fish density in IV and V decreased in 
June and August.

The complexity in underwater topography and flow 
pattern of the DJ provided the habitat, bait and spawning 
grounds for various fish with different ecological habits, 
especially for jet-flow and slow-flow fish. The intrusion 
of wastewater from upstream Zi-yang village caused an 
increase in water temperature and sunlight exposure. Then 
zooplankton and phytoplankton bloomed in sub-region I. The 
blooms lead to oxygen depletion and negatively impacted 
the distribution of fish resources. Therefore, fish density in 
June and August was lower than that in April. Fish mainly 
gathered to II in August and III in April and June. II and III 
had wide cross-sections but few shipping vessels, which 
provided ideal habitat for fish and a preferable fishing area 
for fishers. The fish density in IV and V decreased in June 
and August. There may exist a link between the density 
drop and some external factors such as the pharmaceutical 
industry, fishing activities, pollution by vessel manufacture. 
In the confluence of DJ and SJ, the narrow channel and the 
high flow rate were not suitable for fish to habitat. Therefore, 
the fish density in the three stages was low (0.3-4.12 ind./ 

Table 1: Fish density within a survey region (ind./1000m3). 

Region Sub-region April June August

DJ I 22.86 13.45 15.24

II 67.74 29.36 2.3

III 34.12 51.06 13.34

IV 14.54 14.48 6.40

V 14.25 6.18 6.33

CF VI 2.45 4.12 0.3

SJ VII 2.69 3.32 4.77

VIII 7.03 5.21 10.56
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1000 m3). The SJ is an artificial channel. The flow field in 
this reach was uniform and the mean velocity (less than 0.5 
m/s) was significantly lower than that in the DJ area. In SJ, 
the operations of 2# and 3# ship-lock and scouring sluice 
caused abundant bait and versatile flow patterns, the fish 
preferred together in VIII neighbouring ship-locks. 

Fish Target Length (L) Distribution

Fig. 3 and Fig. 4 show percentile distribution of target fish 
body length in April, June and August in the eight sub-re-
gions I-VIII. The PL curves in sub-region VIII (Fig. 3d and 
4c) had a high similarity. The channel in region VIII remains 
naturally growth conditions with less external interference 
exerted. The high likeness was also observed in regions II, 
VI and VII from April to June. However in August when the 
season was over, the overall body length increase in regions 
II and VI and decrease in VII. The body length of the fish 
in the channels was highly-screened using a gill net with a 
certain hole size in the fishing season (Liang et al. 2012). 
In all stages of the season (April-August), PL values varied 
with L values within 0-50cm significantly and irregularly in 
regions I, III, IV, and V. This shows that fish growth in these 
areas was either randomly affected by the municipal and 
industrial pollution or disturbed by overfishing.

Distribution of Temperature, DO, pH and Flow-Velocity

The results of the t-test for any two independent samples 
indicate that there is no significant difference in velocity 
at different stages of the season (P>0.05). The spatial 
distribution of velocity was determined by the underwater 
topography, operations of the power station and the sluice. 
The cooperative operations of the Three Gorges reservoir 
and Gezhouba reservoir resulted in fewer variations of flow 
rate and flow speed in different seasons. The flow speed in 
all regions except VI and IV was steady during the three sur-
veying periods. And the change of the original hydrological 
conditions and the disappearance of scouring and silting 
under seasonal flooding impact impacted the downstream 
fish. Water temperature is another important parameter that 
affects the living, metabolism, reproductive behaviour and 
population of aquatic organisms, and eventually affect mass 
circulation, energy redistribution, and function of the aquatic 
ecosystem. The survey results (Table 2) showed the tempera-
ture changed significantly in different stages of the season  
(P < 0.05 in two independent sample t-test:) and the chang-
ing range was 16.15 + 0.62°C 27.19 + 0.08°C. Comparing 
with temperature, the change of pH (8.12 ± 0.05 - 9.35 ± 
0.1) and flow-velocity (0.93 ± 0.23 m/s- 1.07 ± 0.2m/s) was 
not obvious.
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Fig. 4: Percentile target length (PL) distribution in regions V-VIII. 
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Distribution of Temperature, DO, pH and Flow-Velocity 

Fig. 4: Percentile target length (PL) distribution in regions V-VIII.

Relationship between Flow rate, Temperature, DO and 
pH

The temperature range was divided into three zones, 14.38-
18.34°C, 23.34-24.21°C and 26.92-27.56°C, to study the 
impact of the temperature. Previous studies show that the 
lowest spawning temperature for Coreius heterodon and 
Coreius guichenoti is 17°C and the temperature during the 
peak spawning period is 19-22°C (Liu et al. 1990). The 
lowest breeding temperature for the four major Chinese 
carps is 18°C and the temperature during the peak spawning 
is 21-24°C. All these species concentrated to spawn only in 
the fishing moratorium. The Kolmogorov-Smirnov analyses 

showed that the fish density was not normally distributed 
within the range of 23.34-24.21°C. However, it appeared 
normal distribution with a Sig of 0.254 (which was greater 
than 0.05) after conducting logarithmic conversion. The F of 
2.478 and P of 0.024 (which was less than 0.05) in the Anova 
results showed significant differences in the fish distribution 
density at different temperature levels. 

To analyze the impact of flow-velocity on fish density 
distribution, the monitoring data of the flow velocity was di-
vided into three ranges, 0-0.7m/s, 0.7-1.2m/s and 1.2-2.1m/s. 
The Kolmogorov-Smirnov test showed that the fish density 
was normally distributed in three ranges. In the ANOVA 

Table 2: Temperature, DO, pH of regions I-VIII in April, June and August.

zone Temperature (°C) pH DO (mg/L)

April June August April June August April June August

I 18.34 23.56 27.13 8.09 8.63 9.12 9.78 7.86 7.45 

II 17.99 23.35 26.96 8.21 8.40 9.15 9.48 7.49 7.11 

III 18.32 23.34 26.92 7.91 8.50 9.32 7.91 7.46 7.10 

IV 14.38 23.37 27.01 8.13 8.53 8.96 8.31 7.62 7.13 

V 14.41 24.09 27.36 7.87 8.48 9.58 8.43 7.68 6.74 

VI 15.09 24.21 27.56 8.15 8.09 9.82 8.18 8.89 6.45 

VII 15.32 24.15 27.37 8.27 8.54 9.25 8.55 8.08 6.48 

VIII 15.37 23.98 27.21 8.31 8.68 9.56 8.09 7.50 6.56 
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results, the F was 28.56 and P was 0.007 (<0.05) indicating 
that the fish distribution density at different flow-velocity 
levels was different. It showed that in the near-dam area of 
downstream Gezhouba, the fish had selectivity to the velocity 
of three ranges. The flow velocity could affect fish density 
distribution.

The average values of DO and pH showed no significant 
differences (p>0.05), and the survey would not be discussed 
in this paper (Table 2).

DISCUSSION

Influence of Environmental Factors on the Fish 
Distribution in Spatial and Temporal 

Many studies have investigated the influence of ecological 
factors including water temperature, DO, velocity, pH, the 
availability of food on the spatial and temporal distribution 
of fish (Yi et al. 2010, Yuan et al. 2012, Liu et al. 2009, 
Xiong et al. 2014). In particular, the water temperature has 
a close relationship with survival, metabolism, reproductive 
behaviour and the population distribution of aquatic 
organisms (Wang et al. 2008). The monitoring data showed 
the fish density in the area adjacent to the Gezhouba Dam was 
spatially and temporally affected by water temperature and 
flow velocity. The average water temperature significantly 
increased from 16.15°C in April to 23.75°C in June and to 
27.19°C in August. The water temperature in April was too 
low for the majority of the local fish to spawn. Some studies 
have reported that Coreius heterodon, Coreius guichenoti and 
Pelteobagrus fulvidraco mainly eat fish eggs as the primary 
food and their percentage often change (Luo et al. 20013). 
The spawning water temperature of Pelteobagrus fulvidraco 
is from 24 to 28°C. The broodstock largely consumes food 
when the water temperature is higher than 15°C and its peak 
breeding season is from May to July. Cyprinus carpio and 
Siniperca chuatsi mainly distribute in SJ. The most suitable 
temperature for Siniperca chuatsi to actively prey, swim, 
is from 23 to 25°C. The four major Chinese carps are the 
primary fishes near the Gezhouba Dam in upstream of the 
Yangtze River to support the local economy. The rich fish 
stocks in June and August was probably associated with a 
large quantity of breeding occurring meanwhile. The earliest 
and the latest beginning date for the four major Chinese 
carps to spawn is April 28 and May 10, and the lasts tending 
date is June 15 and July 5. The optimum temperature range 
for growth and reproduction is from 22°C to 28°C (Guo 
et al. 2011). Therefore, if only considering the effect of 
temperature on fish density, the fish density in the near dam 
area should increase with the increase of temperature to a 
certain extent However, the monitoring data did not reflect 
the analysis. On the contrary, the fish density showed a 

decreasing trend from April to June and August. Therefore, 
the temperature was not the key factor for fish density change 
in this research scale. 

Fish density distribution is closely related to hydrologic 
conditions including water depth, flow velocity, flow rate 
and flow direction (Guo et al. 2011, Kynard 1995). Among 
these factors, fish determines its swimming route, even mi-
gratory route, based on its sense to the flow velocity (Yuan 
et al. 2011). The results in this study have confirmed the 
influence of the flow speed on the fish density distribution 
in the near-dam region, which is consistent with Zhang Hui-
jie (2007). While the mainstream in II and III kept average 
flow-velocity greater than 1.4 m/s, it provided a steady habitat 
for fish and led to high fish densities. The majority of the 
species in II and III are slow-current loving type fish, such 
as Pelteobagrus fulvidraco and Coreius heterodon (Liu et 
al. 2012). All three monitoring results indicated the greater 
fish density occurs in the area close to the dam (Table 1), and 
the flow velocity in this region was distributed in the range 
of fish’s favourite and the extreme velocities. Therefore, the 
flow field was suitable for most fish to live in. Fish habitat is 
also affected by the underwater topography (Ban & Li 2007), 
so the diversion dike may diversify the flow patterns in the 
river reach to maintain biological diversity. 

Influence of the Fishing Moratorium on Downstream 
Fish Stocks of the Gezhouba

The body length of catches or acoustic body length is directly 
or indirectly used to analyze the community structure and 
growth trends of fish, to evaluate the temporal change of fish 
stocks and the effect of the fishing moratorium (Liu et al. 
2004, Duan et al. 2008, Zhang et al. 2006, Li et al. 2014). 
In this study, comparing with the observation of August 
when the fishing moratorium was over, the echo signals of 
target length within 10-40 cm were stronger in most areas 
in the closed season both in April and June. Although the 
echo signals of some body lengths were increased in a few 
regions, there was no significant difference (P > 0.05) for 
the overall target length. The fish density substantially varied 
with different monitoring areas and it decreased significantly 
from April to August. The water quality analysis showed 
little impact of the DO, pH and water temperature on the fish 
density. Although the fish density was much sensitive to the 
flow velocity in the three monitoring, there was no significant 
difference between the periods of the fishing moratorium and 
after the fishing moratorium. So the flow-velocity was not a 
key factor for fish stocks in the research scales. 

The fish stocks kept a stable level during the fishing 
moratorium. Once the fishing moratorium was over on June 
31, many fishing activities were conducted in the near-dam 
area. Monitoring results of August showed the overall fish 
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density dropped and it plummeted in some areas where fish 
densely distributed in April and June. This was mainly caused 
by fishing activities with high frequency in the near-dam 
during the fishing season. Therefore, the fishing moratorium 
played a key role in maintaining the sustainability of fish and 
overfishing was one major factor related to the decline of fish 
stocks during the investigation period. This conclusion was 
consistent with Arendse et al. (2007).

CONCLUSIONS

As one of the most important measures of management, 
the fishing moratorium plays an important role to protect 
the fish resources in the Yangtze River. The results of this 
study demonstrated that there existed a significant difference 
in fish density distributions in April, June and August. The 
distribution in DJ was much higher than that in SJ. The fish 
density generally decreased with time but maintained a close 
and steady level in April and June. The average density of 
April was significantly greater than that in August (P<0.05). 
The percentage of fish body length distribution was fairly 
uniform in time and space. In this study, the change of tem-
perature and flow velocity were not the main reasons for the 
decrease in fish density and target body length. The fishing 
moratorium had an obvious effect on maintaining the stability 
of fish resources near Gezhouba. Overfishing was one of the 
important reasons for the decline of fish resources.
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