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Realistic Decontamination of Fe2+ Ions from Groundwater Using Bentonite/
Chitosan Composite Fixed Bed Column Studies 
M.E.M. Hassouna*† and M. H. Mahmoud**
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**Potable Water & Sanitation Company, Beni-Suef, Egypt
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ABSTRACT
Bentonite/chitosan composite was synthesized and characterized by different techniques including 
XRD, FT-IR, SEM and TEM to detect its physicochemical properties. The composite was introduced 
in realistic purification application to reduce the dissolved iron content in raw groundwater sample by 
fixed-bed column system. The plotted breakthrough curves and the related mathematical parameters 
revealed that the column achieves iron removal percentage of about 69% from 6.6 L of water 
after adjusting the factors affecting the system at 3 cm bed thickness, 5 mL/min flow rate, 5 mg/L 
concentration and pH 6. Applying the column system to remove iron from groundwater under the same 
conditions can achieve iron removal percentage of about 69% from a total volume of 8.2 L of water. The 
interaction of the metal on the column was attained after 18 hours and the saturation time was attained 
after 27.5 hours which revealed the high performance of the composite in the designed column system 
for the purification of groundwater. 

INTRODUCTION

In later periods, the contamination of the water supplies 
represents the main challenge that faces the modern commu-
nities and the contemporary world to provide safe water for 
populations (Mohamed et al. 2018). One of the commonly 
recorded water pollutants is the presence of dissolved metal 
ions that are reported as toxic, non-degradable and having a 
high tendency to accumulate in the living tissues (Abukhadra 
et al. 2019a). Fe+2 and Mn+2 ions are dissolved salts detected 
extensively in the groundwater wells, especially in the deep 
ones that are poor in dissolved oxygen. 

It was reported that iron ions can be present as dissolved 
Fe2+ or as undissolved species such as Fe(OH)3 (Hassouna et 
al. 2017, Barloková & Ilavsky 2010). The existence of Fe2+ 
pollutants within the water supplies at high concentrations 
can reduce the water purity and affect negatively the human 
health (Ehssan 2012, Al-Anber 2010). Additionally, the 
common oxidation of Fe2+ ions resulted in precipitation of 
hydroxide suspensions that produce unpleasant colour and 
taste. Their role in the turbidity of the water supplies was 
reported (Homoncik et al. 2010). Moreover, the precipitated 
hydroxide species can cause the generation of some toxic de-
rivatives that commonly resulted in several types of diseases 
including neoplasia, arthropathy, cardiomyopathy, oliguria, 
anorexia, neurological disorder and biphasic shock (Sarin 

et al. 2004, Takeda 2003). The accepted value for the con-
centrations of Fe2+ is recommended not to exceed 0.3 mg/L 
due to the previous side effects (Abd ElSalam et al.2019). 
However, the European Union set 0.2 mg/L of iron as the 
maximum limit in drinking water (European Union 1998).

Biological treatment, oxidation, ion exchange, adsorption 
and membrane filtrations are the commonly investigated 
methods in the decontamination of Fe2+ (Pathania et al. 
2016). Among all the stated technologies, the use of low-cost 
adsorbents was recommended by numerous researchers as 
simple and highly effective techniques (Yang et al. 2017, 
Albadarin et al. 2017).  Therefore, several types of natural 
and synthetic materials were introduced for this target as heu-
landite, clinoptilolite, bentonite, kaolinite, activated carbon, 
synthetic zeolite, fly ash, metal oxide and mesoporous silica 
(Hethnawi et al. 2018, Mohamed et al. 2018). 

Bentonite is a common type of clays that can be identified 
as fine-grained sedimentary rocks and is composed mainly of 
smectite clay minerals in addition to quartz, and feldspar as 
associated impurities (Li et al. 2016). It was applied widely 
as an adsorbent for metal ions as well as other inorganic and 
organic contaminants. This was attributed to its reported 
unique properties of flexible chemical and crystalline struc-
ture, remarkable surface area, superior adsorption capacities 
and proved environmental value (Abukhadra et al. 2019 b). 
Although previous studies were reported about the decon-
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tamination of metals by bentonite, numerous studies were 
conducted to upgrade its adsorption capacities by chemical 
or physical modification processes (Amadio et al. 2017).

Integration between bentonite and biogenic polymers in 
hybrid material or composite was investigated as a potential 
technique to improve the bentonite properties and maximize 
its uptake capacity (Wang et al. 2016, Jaymand 2014, Bober 
et al. 2010). Kamińska (2018) has performed efficient remov-
al of organic micro pollutants with different properties from 
WWTP (wastewater treatment plant) effluent in fixed bed 
columns packed with several combinations of sand, granular 
activated carbon (GAC), and granular clay-carbonaceous 
composite. Two types of bentonite-powder activated car-
bon-based granules (Ben-AC) were prepared with different 
calcination temperatures. It was found that higher calcination 
temperature enhanced the surface porosity and adsorption 
potential versus studied micro pollutants due to dehydroxy-
lation resulting in higher chemical activity. 

Chitosan was studied as one of the best used biogenic 
polymers that can be integrated with clays in effective and 
eco-friendly composite (Abukhadra et al. 2019b). Chitosan 
is a common natural polyaminosaccharide that can be 
extracted from chitan and has several environmental and 
technical advantages. It has the advantages of nontoxicity, 
biocompatibility, biodegradability, bioactivity, high adsorp-
tion properties, high physical and mechanical performance 
(Ngah et al. 2010). Thus, the integration between chitosan 
and bentonite can be resulted in the development of novel 
materials of higher adsorption properties than the individual 
phases (Liu et al. 2014, Tirtom et al. 2012).

Fixed-bed column using chitosan immobilized on ben-
tonite has been used for the removal of copper (Futalan et 
al. 2011a) and Ni (Futalan et al. 2011b).  Chitosan/bentonite/
MnO composite beads in fixed-bed operation has been used 
for manganese removal from water (Muliwa et al. 2018). Ad-
sorption of Pb (II), Cu (II), and Ni (II) from aqueous solution 
using Chitosan-Coated Bentonite has been performed using 
fixed bed (Futalan et al. 2012, Tsai et al. 2016). It has been, 
also, used for the removal of nitrates (Golie et al. 2018). 
Giannakas & Pissanou (2018) reviewed the use of Chitosan/
Bentonite Nanocomposites for wastewater treatment.   

Kaolinite nanotubes (KNTs) were synthesized from 
kaolinite by ultrasonic scrolling (Abukhadra et al. 2019c). 
KNTs were used as adsorbents for Zn2+, Cd2+, Pb2+, and 
Cr6+ with uptake capacities of 103 mg/g, 116 mg/g, 89 mg/g, 
and 91 mg/g, respectively.

Arsenic removal has received much attention all over the 
world because of its toxicity and carcinogenicity (Barakan et 
al. 2019). As (V) has been adsorbed from aqueous solution 
onto Fe(III)-impregnated bentonite (Fe-Bent).

Thus, this study aims to introduce realistic treatment 
and purification of raw groundwater from iron pollutants 
through fixed bed column based on synthetic bentonite/
chitosan composite as low cost and eco-friendly adsorbent. 
The controlling factors including the pH, bed thickness, flow 
rate and initial concentrations were studied in details to set 
the best operating conditions. Moreover, two kinetic models 
were evaluated to describe the studied system.

MATERIALS AND METHODS 

The used bentonite was collected as representative sample 
from bentonite quarry, Northern Western Desert, Egypt. 
Chitosan was delivered as a commercial polymer material by 
Winlab Company. The used standard iron certified reference 
(CRM) was obtained from Merck Co. (Germany). Glacial 
acetic acid (Sigma-Aldrich, 99.8%) was used as dissolvent 
for chitosan. NaOH pellets and hydrochloric acid solution 
were used as pH modifiers and were delivered by El-Nasr 
Company, Egypt for chemical products. The incorporated 
chemicals in all the experimental tests are of analytical grade 
and were applied directly without purification.

Synthesis of Bentonite/Chitosan Composite

The fabrication of the composite has involved the grinding 
of the raw bentonite by ball mill to fine particles in the size 
range of 100 µm to 20 µm followed by mechanical mixing 
with chitosan gel according to (Abukhadra et al. 2019a). This 
was accomplished by dispersion of 5 g of bentonite powder in 
about 100 mL of distilled water for 1 h under speed stirring 
(1000 rpm). Then the bentonite mixture was mixed with 
chitosan gel that was formed by dissolving 2.5 g of chitosan 
in about 50 mL of acetic acid (0.1M) and stirred for another 
2 h fixing the speed at 1000 rpm. After that, the mixture was 
treated by ultrasonic waves for (5 h) to accelerate and con-
firm the intercalation of bentonite sheets by chitosan chains  
(Fig. 1). Finally, the product was separated and dried at 60°C 
for 10 h and kept for further characterization and application. 

Characterization Techniques

The crystalline properties were studied based on the ob-
tained X-ray diffraction patterns of bentonite, chitosan and 
bentonite/chitosan composite using X-ray diffractometer 
[PANalytical (Empyrean)]. External morphological proper-
ties and the internal structure after the intercalation process 
were studied using Scanning-Electron Microscope (Gemini, 
Zeiss-Ultra 55) and Transmission-Electron Microscope (JE-
OL-JEM2100). The change in the active functional groups 
before and after the intercalation process was inspected by 
Bruker spectrometer FT-IR (Vertex 70). 



1345DECONTAMINATION OF IRON FORM GROUNDWATER 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

The residual iron concentrations after the test were esti-
mated using inductively coupled plasma mass spectrometer 
(ICP-MS; Perkin Elmer) with detection limit of about 0.1 
mg/L.  The reference solutions which were used match the 

requirements of CRM standard iron of the National institute 
of standard and technology. The measured results are the 
average values obtained after triplicate tests with a standard 
deviation lower than 6 %.  
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Fig. 1:  XRD patterns of bentonite (A) and bentonite/chitosan composite (C). 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 2:  SEM images of bentonite (A) and bentonite/chitosan composite (B); and the TEM images (C) and (D). 
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 Fig. 2:  SEM images of bentonite (A) and bentonite/chitosan composite (B); and the TEM images (C) and (D). 
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Adsorption Tests

Collecting the raw water samples: The groundwater samples 
were collected from different groundwater wells in Beni-Suef 
Governorate, Middle Egypt. The samples were set in polypro-
pylene containers that were washed using dilute nitric acid 
and then rinsed using distilled water. Then, water samples 
were acidified by nitric acid to reduce the pH value to be 
less than 2 as critical step to avoid the possible adsorption 
of Fe2+ on the polypropylene walls of the used containers 
(APHA 1999). Then the preserved samples were kept in a 

refrigerator at about 4°C to avoid the predicted evaporation 
at room temperature. 

Fixed Bed Column Study

Designing the column system: The used column system was 
composed of glass cylinder with 2 cm internal diameter and 15 
cm length ending with an outlet leading to a pump (Fig. 4). The 
bentonite/chitosan bed was packed and inserted in the glass 
between two separated layers of polyethylene wool supported 
by plastic mesh to avoid the leaching of the adsorbent particles. 
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Fig. 3:  FT-IR spectra of bentonite (A), chitosan (B) and bentonite/chitosan composite (C). 

 
 
 

 
 

             Fig. 4: Fixed-bed column. 
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Fig. 4: Fixed-bed column.
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Water samples were pumped through the column and 
after regular intervals of (60 min), the filtrated waters were 
collected to measure the residual metal concentrations. The 
controlling factors were studied considering pH within a 
range from (3 to 7), and the other factors were adjusted at 
0.02 g of bentonite/chitosan mass, 100 mL solution vol-
ume, time of 120 min and 10 mg/L concentration. The bed 
height (thickness) was studied within a range from 1-3 cm 
after fixing the other conditions at 10 mg/L concentration,  
5 mL/min flow rate and 1440 min total filtration time. Also, 
the influence of flow rate was studied within a range from  
5 mL/min to 15 mL/min at fixed values of 3 cm bed thick-
ness, 10 mg/L concentration and 24 hours total time. Finally, 
the effect of concentration was studied within a range from  
5 mg/L to 15 mg/L at fixed values of 3 cm thickness,  
5 mL/min flow rate and 24 hours total filtration time. 

Fixed bed column data analysis: The performance of  
bentonite/chitosan-based column system was checked ac-
cording to the theoretical parameters of the plotted curves for 
residual concentration (Ceff)/ initial concentration (Co) versus 
the filtration time. The breakthrough points and exhausted 
points of the curves were estimated at Ceff of about 10 % and 
Co of about 95 %, respectively. The obtained volumes of the 
effluents (Veff (mL)) were measured from Eq.(1) (Zhang et 
al. 2015): 
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Where Q denotes the volumetric flow rate in mL/min and ttotal is the flow time. All the 
mathematical parameters of the system were estimated according to the linear equations from 
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Where Q denotes the volumetric flow rate in mL/min and 
ttotal is the flow time. All the mathematical parameters of the 
system were estimated according to the linear equations from 
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𝑞𝑞𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑚𝑚𝑚𝑚) = 𝑄𝑄𝑄𝑄

1000 = 𝑄𝑄
1000 ∫ 𝐶𝐶𝑡𝑡𝑎𝑎
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 Where the symbols denote the adsorbed ions (Cad), total adsorbed ions (qtotal), the area 
of the plotted breakthrough curves (A), the total pumped ions in the system (Mtotal), the uptake 
equilibration (qeq) and the used bentonite/chitosan mass (X).   

RESULTS AND DISCUSSION 

Characterization 

Structural properties: The structural and crystalline properties of bentonite and 
bentonite/chitosan composite were inspected based on the obtained XRD pattern (Fig.1). The 
used raw sample of bentonite showed XRD pattern with characteristic peaks of 
montmorillonite as the main clay mineral of the smectite group and as the dominant 
component of the sample in addition to other crystalline phases of kaolinite, calcite and 
quartz minerals that can be identified as impurities. Montmorillonite minerals were detected 
with their identification peaks at different temperatures as 6.54°C, 19.84°C, 25°C and 
28.34°C, respectively that are related to the lattice planes of (002), (020) and (105), 
respectively (card No: 00-003-0010).  

The intercalation of chitosan chains between bentonite layers was reflected in the resulted XRD 
pattern as the peaks that were deviated from their normal positions and the main peak was 
detected at 6.3° with low diffraction intensity. The recorded increase in the d-spacing to 13.91Å 
for bentonite/chitosan composite as compared to 13.486Å for raw bentonite revealed successful 
fabrication of the bentonite/chitosan composite by intercalation process.   

 
Morphological properties: The morphological properties of bentonite and 
bentonite/chitosan composite were studied using SEM and TEM images. The SEM images 
reflected the presences of bentonite as compacted sheets of montmorillonite and decorated by 
tiny nudes related to the associated mineral impurities (Fig. 2A). The intercalation of 
montmorillonite sheets by chitosan revealed considerable changes in the surface morphology 
of bentonite. The surface of the composite exhibits a network structure of noticeable 
interstitial microspores in addition to irregular fibrous particles related mainly to the admixed 
chitosan (Fig. 2B). The integration between bentonite and chitosan also was confirmed by 
TEM images (Fig. 3). The studied bentonite particles are of multi-layered structure and 
showed characteristic lattice fingers (Fig. 3B). After the integration between it and chitosan 
chains, the composite appeared as hybrid material composed of bentonite sheets and fibrous 
particles of chitosan (Fig. 3C).  
 

 

However, several studies revealed the reduction in the specific area after the modification of 
bentonite by chitosan, the synthetic composite in the introduced study declared slight 
enhancement in it as it increased from 91 m2/g for raw bentonite to 98.44 m2/g for 

 …(3)
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showed characteristic lattice fingers (Fig. 3B). After the integration between it and chitosan 
chains, the composite appeared as hybrid material composed of bentonite sheets and fibrous 
particles of chitosan (Fig. 3C).  
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Where the symbols denote the adsorbed ions (Cad), total ad-
sorbed ions (qtotal), the area of the plotted breakthrough curves 
(A), the total pumped ions in the system (Mtotal), the uptake 
equilibration (qeq) and the used bentonite/chitosan mass (X).  

RESULTS AND DISCUSSION

Characterization

Structural properties: The structural and crystalline  

properties of bentonite and bentonite/chitosan composite 
were inspected based on the obtained XRD pattern (Fig.1). 
The used raw sample of bentonite showed XRD pattern with 
characteristic peaks of montmorillonite as the main clay 
mineral of the smectite group and as the dominant compo-
nent of the sample in addition to other crystalline phases of 
kaolinite, calcite and quartz minerals that can be identified 
as impurities. Montmorillonite minerals were detected with 
their identification peaks at different temperatures as 6.54°C, 
19.84°C, 25°C and 28.34°C, respectively that are related 
to the lattice planes of (002), (020) and (105), respectively 
(card No: 00-003-0010). 

The intercalation of chitosan chains between bentonite 
layers was reflected in the resulted XRD pattern as the peaks 
that were deviated from their normal positions and the main 
peak was detected at 6.3° with low diffraction intensity. The 
recorded increase in the d-spacing to 13.91Å for bentonite/
chitosan composite as compared to 13.486Å for raw benton-
ite revealed successful fabrication of the bentonite/chitosan 
composite by intercalation process.  

Morphological properties: The morphological proper-
ties of bentonite and bentonite/chitosan composite were 
studied using SEM and TEM images. The SEM images 
reflected the presences of bentonite as compacted sheets of 
montmorillonite and decorated by tiny nudes related to the 
associated mineral impurities (Fig. 2A). The intercalation 
of montmorillonite sheets by chitosan revealed consider-
able changes in the surface morphology of bentonite. The 
surface of the composite exhibits a network structure of 
noticeable interstitial microspores in addition to irregular 
fibrous particles related mainly to the admixed chitosan 
(Fig. 2B). The integration between bentonite and chitosan 
also was confirmed by TEM images (Fig. 3). The studied 
bentonite particles are of multi-layered structure and showed 
characteristic lattice fingers (Fig. 3B). After the integration 
between it and chitosan chains, the composite appeared as 
hybrid material composed of bentonite sheets and fibrous 
particles of chitosan (Fig. 3C). 

However, several studies revealed the reduction in the 
specific area after the modification of bentonite by chitosan, 
the synthetic composite in the introduced study declared 
slight enhancement in it as it increased from 91 m2/g for raw 
bentonite to 98.44 m2/g for bentonite/chitosan composite, 
respectively. This can be explained by the reported formation 
of bentonite/chitosan composite as an interlocked network 
structure forming a secondary porous matrix.

Chemical functional groups: The changes in the chemical 
functional groups were monitored based on the FT-IR spec-
tra of bentonite and bentonite/chitosan composite, the main 
groups are displayed in Table 1. The main chemical groups of 
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clay minerals were identified in the bentonite sample as OH, 
Si-O-Si, and Al-O (Table 1). Also, chitosan as single-phase 
was identified by its characteristic amide, aliphatic C-H, 
N-H, and C-O groups. The integration between the bentonite 
layers and chitosan chains also was reflected in the FT-IR 
results. The obtained bands revealed the formation of hybrid 
material of heterogeneous functional groups related to both 
bentonite and chitosan (Table 1). Additionally the appearance 
of such mixed bands associated with clear deviation from 
their normal positions confirming the successful intercalation 
of bentonite layer by chitosan (Fig. 3 and Table 1). 

Fixed Bed Column Studies

The initial pH plays a vital role in controlling the surface 
properties of the adsorbent as well as the speciation of the 
dissolved metals (Seliem et al. 2016, Ozdes et al. 2009). 
The influence of pH on the uptake properties of bentonite 
chitosan for Fe2+ ions was studied within the pH range from 
2 to 7 to avoid the possible precipitation of iron at the high 
alkaline conditions (Ehssan 2012). The experimental results 
declared continuous enhancement in the removal percentages 
of iron with the regular expanding in the pH value achieving 
the best results at the highest pH 7. The removal percentages 
were augmented by 26 %, 40 %, 64 %, 78 % and 80 % with 
the increment of pH.

This makes it a promising material for realistic purifica-
tion of polluted water resources. The previous behaviour can 
be elucidated based on the proton-competitive adsorption 
phenomenon at the different studied pH conditions. The 
regular increase in the value of pH associated with a notice-
able reduction in the concentration of the present hydronium 
ions that act as competitors with adsorbed metal ions and in 

turn promotes the uptake of Fe2+ ions by bentonite/chitosan 
composite (Sprynskyy et al. 2006). Moreover, the alkaline 
conditions can accelerate the dissociation of the counter ions 
within the clay matrix which can reduce the uptake capacities 
(Hassouna et al. 2014). Fig. 4 shows a detailed diagram for 
the fixed bed column.

Effect of Bed Thickness

The obtained breakthrough curves with the different 
thicknesses of the bentonite/chitosan bed are illustrated in  
Fig. 5B. Generally, the column performance shows noticeable 
enhancing with the regular increment in the bed thickness. 
The obtained breakthrough time (tb) for the treated solutions 
was enhanced by 27, 37.5 and 42.5 hours with the regular 
increment in the bentonite/chitosan bed thickness by 1, 2 and 
3 cm, respectively. Also, this was reflected in the obvious 
increment in the required time till saturation or the exhausting 
of the column to be 45, 52.5 and 55 hours, for the same thick-
ness in order (Table 1). The previous observations reflected 
the possible enhancing in the lifetime and the operation of 
bentonite/chitosan-based column with the regular increase in 
its thickness of the bed as well as the treated water volumes.

The quantities of the adsorbed Fe2+ ions by bentonite/
chitosan bed of 1, 2 and 3 cm thicknesses were 592, 737 
and 947 mg, respectively, which was reflected in the total 
removal percentage of iron ions. The resulted total removal 
percentages by the end of the filtration time were 40.8 %, 
50.75 % and 65.2% corresponding to bentonite/chitosan beds 
with thicknesses of 1, 2 and 3 cm, respectively. This was 
related to the role of the high bed thickness in reducing the 
axial dispersions of mass transfer and in turn, promote the 
diffusion of Fe2+ ions onto the synthetic bentonite/chitosan 

Table 1: FT-IR spectral bands and the related functional groups of bentonite, chitosan, and bentonite/chitosan composite. 

Band Positions (cm-1) Chemical functional group

BE CH BE/CH

3480 - 3494 Attributed to the OH group of the crystal structure and water absorbed by bentonite (Abukhadra 
et al. 2019)

-
-

3387.5
2911

-
2916.3

Overlap between OH and N-H (Zhu et al. 2009)
Stretching of aliphatic C-H (Zhu et al. 2009)

- 1653 1651.4 Bending of N-H group (Liu et al. 2015) 

1640.6 - 1644.5 Water within the interlayers

- 1452 1455 Bending of N-H group (Abukhadra et al. 2019)

- 1373 - Bending of C-H group (Abukhadra et al. 2019)

- 1084 - Stretching of C-O group (Liu et al. 2015) 

1000 - 1022.4 Si-O group (Hassouna et al. 2017) 

918 - - Al-O groups (Abukhadra et al. 2018) 

400-1000 - 400-100 Mg-Fe2+-OH, Si-O-Al and Si-O-Mg groups (Abukhadra et al. 2018)
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composite as an adsorbent (Mohan et al. 2017). Therefore, the 
pumped polluted solutions spent high time intervals in close 
contact with the bentonite/chitosan composite. Also, using 
high bed thickness increases the number of active uptake 
sites which increase the quantities of captures of iron ions.

Determination of Adsorption Isotherm Parameters

At room temperature, the required quantity (in gram) of the 
investigated adsorbent is added to a 1 L of the contaminated 
water sample.

The adsorption was performed with constant stirring 
of the reaction medium using jar test Phipps bride stirrer 
(Model 7790-402, USA). After a certain time, the solution 
with dispersed adsorbent was filtered. The experiment was 
carried out using different doses of the adsorbent (10-1000 
ppm) for different time intervals. An aliquot of 10 mL was 
taken for the ICP measurements. Adsorption isotherm of the 
investigated metal ions (Fe+2) by the prepared column was 
determined over a wide range of metal ion concentrations. 
The adsorption isotherm curves and adsorption parameters 
were calculated using Langmuir and Freundlich models 
(Dada et al. 2012).

7 
 

filtration time were 40.8 %, 50.75 % and 65.2% corresponding to bentonite/chitosan beds with 
thicknesses of 1 cm, 2 cm and 3 cm, respectively. This was related to the role of the high bed 
thickness in reducing the axial dispersions of mass transfer and in turn, promote the diffusion 
of Fe2+ ions onto the synthetic bentonite/chitosan composite as an adsorbent (Mohan et al. 
2017). Therefore, the pumped polluted solutions spent high time intervals in close contact with 
the bentonite/chitosan composite. Also, using high bed thickness increases the number of active 
uptake sites which increase the quantities of captures of iron ions. 
 
Determination of Adsorption Isotherm Parameters 
At room temperature, the required quantity (in gram) of the investigated adsorbent is added to 
a 1 L of the contaminated water sample. 
The adsorption was performed with constant stirring of the reaction medium using jar test 
Phipps bride stirrer (Model 7790-402, USA). After a certain time, the solution with dispersed 
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(Dada et al. 2012). 
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Ce  
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Both Qm and b are calculated from the slope and intercept of the linear relationship between 
Ce/qe and Ce respectively. 
Freundlich adsorption model is  qe=Kf Ce1/n  nonlinear form but the linear form is  
 log qe= log Kf + (1/n) log Ce.   
Both Kf and n are calculated from the intercept and slope of the linear relationship of double 
logarithmic of qe and Ce. 
Where,  qe is the equilibrium concentration of adsorbed metal ion on polymer surface (mg/g). 
Ce is the bulk concentration of metal ion at equilibrium (mg/L). Qm is the monolayer 
adsorption capacity (mg/g), b is a constant related to the adsorption equilibrium constant and 
Kf & n are dimensionless constants refer to the adsorption capacity and adsorption intensity 
respectively.          
 

Adsorption isotherms: The effect of metal ion concentrations on the removal efficiency of 
the investigated polymeric sample was studied. The quantity of the polymers was kept 
constant at 50 ppm at room temperature. Both, the Langmuir model which describes the 
monolayer adsorbate on the surface of the adsorbent and Freundlich model which describes 
the multilayer adsorptions have been investigated. The linear relationships of both isotherm 
models are graphically presented in Figs. 6 and 7, from which the Langmuir and Freundlich 
isotherm parameters were calculated and given in Table 3.  

Effect of Flow Rate 
The performance of bentonite/chitosan-based column system using different flow rates for the 
studied iron polluted solutions was presented graphically in Fig.5C and the related theoretical 
parameters are listed in Table 1. The performance of the system was largely affected by 
increasing the solution flow rate, as the time was decreased by 42.5 hours, 30 hours and 25 
hours by expanding the flow rate by 5 mL/min, 10 mL/min and 15 mL/min, respectively. 
Additionally, the saturation time or the column exhaustion interval was reduced significantly 

Both Qm and b are calculated from the slope and intercept 
of the linear relationship between Ce/qe and Ce respectively.

Freundlich adsorption model is  qe = Kf Ce1/n  nonlinear 
form but the linear form is 

 log qe= log Kf + (1/n) log Ce.  

Both Kf and n are calculated from the intercept and slope 
of the linear relationship of double logarithmic of qe and Ce.

Where,  qe is the equilibrium concentration of adsorbed 
metal ion on polymer surface (mg/g). Ce is the bulk con-
centration of metal ion at equilibrium (mg/L). Qm is the 
monolayer adsorption capacity (mg/g), b is a constant re-
lated to the adsorption equilibrium constant and Kf & n are 
dimensionless constants refer to the adsorption capacity and 
adsorption intensity respectively.         

Adsorption isotherms: The effect of metal ion concentra-
tions on the removal efficiency of the investigated polymeric 
sample was studied. The quantity of the polymers was kept 
constant at 50 ppm at room temperature. Both, the Lang-
muir model which describes the monolayer adsorbate on 
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Fig. 5: Effect of solution pH on the removal of iron from water (A) removal of iron at 
different bed thickness (B), at different operating flow rates (C), and at different initial 
bentonite/chitosan concentrations (D). 

 
 
 
 

Fig. 5: Effect of solution pH on the removal of iron from water (A), removal of iron at different bed thickness (B), at different operating flow rates 
(C) and at different initial bentonite/chitosan concentrations (D).
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the surface of the adsorbent and Freundlich model which 
describes the multilayer adsorptions have been investigated. 
The linear relationships of both isotherm models are graph-
ically presented in Figs. 6 and 7, from which the Langmuir 
and Freundlich isotherm parameters were calculated and 
given in Table 3. 

Effect of Flow Rate

The performance of bentonite/chitosan-based column  
system using different flow rates for the studied iron pol-
luted solutions was presented graphically in Fig.5C and 
the related theoretical parameters are listed in Table 1. 
The performance of the system was largely affected by 
increasing the solution flow rate, as the time was decreased 
by 42.5, 30 and 25 hours by expanding the flow rate by 5,  
10 and 15 mL/min, respectively. Additionally, the saturation 
time or the column exhaustion interval was reduced signif-
icantly by 57, 50 and 47.5 hours for the same studied flow 
rates in the order which will reduce the lifetime of the system.

However, on increasing the flow rates of the pumped 
solution associated with an observable increment in the 
total purified volumes, there was a noticeable reduction 
in the total removal percentage of Fe2+ ions, upon which  
5 mL/min was set as the best flow rate for the bentonite/
chitosan fixed-bed column system (Table 2). The reported 
results for the influence of higher flow rates in reducing the 
residence time between the composite bed and iron polluted 
solution have affected negatively the required contact time 
for promising uptake of dissolved Fe2+ ions (Nazaria et al. 

2016). The slower flow rates provide long residence times 
for effective diffusion of Fe2+ ions between the composite 
grains which increase the uptake chances by more active 
adsorption sites (Abdolali et al. 2017).

Effect of Initial Concentration

The influence of iron concentrations on the studied bentonite/
chitosan-based column system was investigated using three 
different concentrations (5, 10, 15 mg/L). The results were 
plotted in breakthrough curves (Fig. 5D) and the related 
theoretical parameters were estimated and listed in Table 
1. The plotted curves emphasized the obvious reduction in 
breakthrough as well as the saturation time with the incre-
ment in Fe2+ concentration from 5 mg/L to 15 mg/L. Such 
behaviour was explained by several authors to be a result of 
the large concentration gradient and the low mass transfer 
resistance that is associated with using high concentrations of 
the inspected pollutants in addition to the expected saturation 
of the composite adsorption sites by the adsorbed Fe2+ ions 
(Abdolali et al. 2017). Therefore, the performance of the 
column and its lifetime affected negatively the over increase 
in the concentrations of the dissolved water pollutants.  

Purification of Raw Groundwater Samples

The purification of real groundwater sample was performed 
after adjusting the controlling factors at 3 cm for the  
bentonite/chitosan composite bed thickness, 5mL/min as 
flow rate and pH 7 for total filtration time of 7 hours. The 
chemical analysis of the studied real groundwater sample 
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Fig. 6: Langmuir isotherm plot of iron adsorption.
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Fig. 7: Freundlich isotherm plot of iron adsorption
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          Fig. 8: The removal of iron from raw groundwater samples. 
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Fig. 8: The removal of iron from raw groundwater samples.

Table 2: Mathematical parameters of bentonite/chitosan continuous fixed-bed column system.

Bed 
height

Flow rate Conc. Cad  (mg/L) q (total)
mg

qeq (mg/) M (total)
Mg

R. (%) tb 
(min)

ts
(min)

Veff (mL)

Aqueous solutions

1cm 5mL/min 10 mg/L 318 592 418 1452 40.8 650 1080 5400

2cm 5mL/min 10 mg/L 350 737 292 1452 50.75 900 1260 6000

3cm 5mL/min 10 mg/L 390 947 263 1452 65.2 1020 1380 6300

3cm 10mL/min 10 mg/L 325 1516 391 2904 52.2 720 1200 11400

3cm 15mL/min 10 mg/L 361 1376 360 4356 31.6 600 1140 15300

3cm 5mL/min 5mg/L 365 982 273 1089 90.2 1260 --- 6600

3cm 5mL/min 15 mg/L 440 778 227 2541 30.6 720 1080 5100

Raw groundwater

The sample 85 112.5 70.4 163 69 1080 1560 8200
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Table 3: Langmuir and Freundlich isotherm parameters.

Ce qe Ln ce Ln qe ce/qe log ce log Qe

318 418 5.76 6.03 0.760766 2.502 2.621

350 292 5.85 6.83 1.19863 2.544 2.465

390 263 5.96 5.57 1.48289 2.591 2.419

325 391 5.78 5.96 0.831202 2.511 2.592

361 360 5.88 5.88 1.002778 2.557 2.556

365 273 5.89 5.60 1.336996 2.562 2.436

440 227 6.08 5.42 1.938326 2.643 2.356

Table 4: The chemical composition of the studied raw groundwater.

showed the presence of different types of dissolved con-
taminants (Table 4). The iron content was 0.4 mg/L which 
exceeds the accepted limit; this also was recorded for the 
contents of manganese and ammonia which can affect the 
adsorption trend of iron in the system (Table 2). The resulted 
curve for fixed-bed purification of the groundwater sample 
from dissolved iron appears in Fig. 8 and the performance 
mathematical parameters are presented in Table 1. 

The breakthrough time and saturation time were attained 
after 45 and 65 hours, respectively. The detected reduction 
in the obtained breakthrough time as well as the saturation 
time for groundwater as compared to the prepared aqueous 
solution of 5 mg/L concentration related the existence of oth-
er dissolved elements and compounds that affect the affinity 
of bentonite/chitosan composite for the dissolved iron. The 
results reflected that the column has capacity to adsorb about 

112 mg as total adsorbed iron and the equilibrium capacity is 
70 mg/g. This was associated with total removal percentage 
of about 69% for the total treated volume of 8200 mL.

CONCLUSION

Bentonite/chitosan composite was synthesized as an ad-
sorbent for iron ions from water. Its adsorption properties 
were studied by continuous fixed-bed column system. The 
mathematical parameters of the breakthrough curves showed 
removal percentage of about 90%  from 6.6 L of the aqueous 
solution after adjusting the factors of the system at 3 cm bed 
thickness, 5 mL/min flow rate, 5 mg/L concentration and 
at pH 6. For the groundwater at the same conditions, iron 
removal percentage reached 69% for 8.2 L of treated water. 
The breakthrough  and the saturation times were attained 
after 45 and 68.5 hours, respectively.
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ABSTRACT
The study of Fenton’s oxidation and degradation of Direct Blue 2 (DB2) as the commercial azo dye 
in synthetic aqueous solution has been accomplished. The optimum oxidative degradation reaction 
conditions were achieved as follows: pH = 3.50, [H2O2] = 1.1×10-3 M, [Fe2+] = 1.0×10-4 M for [DB 2] = 
1.0×10-4 M. Under optimal conditions, 80% of decolouration efficiency was carried out within 15 min of 
reaction. An engagement between the kinetics of the colour removal rates (ln k2) versus Lazo bond was 
carried out at the different pH levels. The colour removal rate was increased with decreasing of Lazo 

bond, in the order of pH: 3.5 > 5.0 > 2.5. The second-order kinetic model provided the best correlation 
of the data. Effects of various inorganic anions (such as Cl–, SO4

2-, CO3
2-, etc.) was studied to enhance 

the oxidation efficiency of Fenton reaction. Advanced oxidation technologies were developed in this 
study especially with dealing with contaminated textile wastewater over the use of chemical treatment. 

INTRODUCTION

The textile industry is a major source of outflowing industrial 
wastewater due to more exhaustion of water during process 
operations. This industrial wastewater contains chemicals 
such as alkalis, acids, dyes, surfactants and matter high in 
biochemical oxygen demand (Razzak & Hossain 2016). As 
the textile industry uses more water than any other industry 
globally, virtually all wastewater discharged is highly pollut-
ed. Water consumption of an average-sized textile mill about 
50 gals per kg of fabric manufactured daily (Luo et al. 2016). 

The most plentiful of these compounds are azo dyes, which 
exemplify 70% of the world dye product. Large volumes of 
industrial wastewater with high scales of azo dyes (about 250 
mg.L-1) are every day vacuous by many industries around the 
world in the surface water. The stability and complexity of 
the dye structure make it more difficult to degrade when it 
is present in the textile wastewater (Garcia-Segura & Brillas 
2016). Therefore, the mineralization of dyes generated by 
the textile industry is the main challenge and environmental 
concern (Holkar et al. 2016). There are several methods 
currently used to remove wastewater contamination in the 
fabric, but they are not universally applicable and are not 
cost-effective for all dyes (Nidheesh et al. 2013). In the last 
years, the problem of a high toxic level of wastewater has 
been tried by Advanced Oxidation Processes (AOPs) (Shar-
ma et al. 2018). AOPs are based on the in-situ generation of 

hydroxyl radical (HO•, E° (HO•/H2O) = 2.80V) (Dewil et al. 
2017). The Fenton system is one of the most used techniques 
to degrade different organic pollutants such as azo-dyes by 
hydroxyl free radical generated from the hydrogen peroxide 
molecules reduction with Fe2+ ions at acidic pH (Jin et al. 
2017).

 Fe2+ + H2O2 ® Fe3+ + HO• + HO- …(1)

 Fe3+ +  H2O2 ® Fe (OOH)2+ + H+ …(2)

 Fe (OOH)2+  ® Fe2+ + HO2
• …(3)

In Fenton oxidation process, hydroxyl free radical prefer 
to attack the azo bond (–N=N–) of the dye molecule by cleav-
ing it to produce aromatic amines and inorganic ions such as 
NH4

+ (Trovó et al. 2016). For the treatment of industrial tex-
tile wastewater containing dyes; the AOPs are effective tech-
niques for degradation of aromatic compounds consequent 
to the electrophilic aromatic exchange of HO• which then 
leads to open the aromatic ring (Mousset et al. 2014). The 
goal of the other treatment is reducing the chemical oxygen 
demand of the industrial textile wastewater. Typically, these 
two targets require various chemical reagents like H2O2 and 
Fe2+ coincide to either azo bond or chemical oxygen demand 
loadings (Dehghani et al. 2016). This manuscript reports the 
colour removal or COD removal kinetics of the DB 2 which 
contains diazo bond, by Fenton oxidation process. The goals 
of this study were: (1) to determine the best molar ratio of 
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H2O2/Fe2+ through Fenton oxidation process of DB 2 at 
optimum pH according to the colour removal kinetics with 
constant Fe2+ and variable H2O2; (2) at the optimum condi-
tions, estimation of the effects of either azo bond loading 
factor (Lazobond) or COD loading factor (LCOD) at different 
pH values in relation to the colour removal kinetic classify 
and COD removal of DB2 by Fenton oxidation process; (3) 
at optimum conditions on degradation of DB2, study the 
effect of the inorganic anions such as sulphate, carbonate 
chloride and bicarbonate 

MATERIALS AND METHODS

Chemicals

Direct Blue 2 (DB2) (Ciba Specialty Chemicals Inc). H2O2 
(30%W/W), Na2SO3 and FeSO4.7H2O were obtained from 
Merck and BDH. NaOH (99%) and H2SO4 (99%) were 
used to adjust the pH which was purchased from Appli 
Chem (GmbH). To estimate the concentration of hydrogen 
peroxide, a solution of ammonium metavanadate NH4VO3 
(BDH) was prepared. Its molar concentration was 0.062 M 
dissolved in sulfuric acid, with a concentration of 0.058 M. 
KCl (99%), NaCl (99%), Na2CO3 (99.0%), NaHCO3 (98%), 
Na2SO4 (99%) and K2SO4 (99%) were obtained from Fluka. 
All solutions were prepared with distilled water. The main 
characteristics and chemical structure of DB 2 dye are as 
shown in Table 1 and Fig. 1. 

Experimental Procedure

The colour removal of the azo dye DB 2 solutions was fol-
lowed quantitatively by measuring the decrease in absorbance 
at max = 570 nm using (UV/VIS, Model SP-3000 OPTIMA) 
spectrophotometer. The chemical oxygen demand (COD) 
was determined by the method described in EPA method 

410.4 (Luo et al. 2016, Razzak & Hossain 2016). H2O2 was 
quantified spectrophotometrically as described by Nogueira 
(Nogueira et al. 2005). The degradation of DB 2 was carried 
out by the Fenton process using a batch reactor (total volume 
of 1 L) under constant agitation with a magnetic stirrer and 
room temperature ranged from 35±2°C. The experiments 
were conducted as the following: 

 1. To determine the effect of the primary concentration 
of H2O2 (0.22 × 10-4 to 4.4 × 10-3 M) on the removal 
kinetics of DB 2 (1 × 10-4 M). The experiments were 
conducted with a constant concentration of iron ions (1 
× 10-4 M) and pH 3.5. A desired amount of FeSO4.7H2O 
was added to each experiment. Either 1 M H2SO4 or 
1 M NaOH was used to adjust the pH at the specified 
value, the proper amount of H2O2 was added to each 
batch reactor. To estimate the dye decolourization, 10 
mL of sample was immediately analysed at 1, 3, 5, 7, 
10, 15, 20, 30, 45 and 60 min. 

 2. For this step of oxidation, the effect of [H2O2] was in the 
range of 1.0 × 10-5 to 2.5 × 10-4 M, the stock solution 
of [H2O2] was 1.1 × 10-3 M and pH of the dye solution 
was constant at 3.5 on decolourization rate of [DB 2] = 
1.0 × 10-4 M. 

 3. The most favourable molar ratio H2O2/Fe2+ was  
experimentally determined by changing either H2O2 or 
Fe2+ concentrations as described in the first and second 
steps. In the literature review, H2O2 and Fe2+ doses 
were determined by carrying out several experiments 
at different ratios of H2O2 and Fe2+ doses (Kehinde & 
Abdul Aziz 2014, Garcia-Segura & Brillas 2016, Luo 
et al. 2016).

 4. Experiments were achieved at three pH values (2.5, 3.5 
and 5.0) and different Lazobond for the Fenton oxidation 
process. The colour removal (decolourization) kinetic   

 

 

 

Fig. 1: Chemical structure of DB2.  

 

Table 1: Characteristics of DB 2. 

Properties Value 

Chemical 

formula 

C32H12N6Na3O11S3 

Molar Mass 831 g/mol 

Functional 

group 

Diazo 

Color, λ max 

(nm) 

Deep Purple, 570   
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of 1.0×10-4 M of DB 2, was studied at different Lazo bond 
(1.0, 0.75, 0.5 and 0.25) which are equivalent to H2O2 
concentrations (2.0 × 10-4, 2.7 × 10-4, 4.0 × 10-4 and 8.0 
× 10-4 M), respectively for the demolition of azo group 
bond at a constant H2O2/Fe2+ molar ratio of 11.

 5. The COD removal of DB 2, was studied at different 
LCOD (1.0, 0.75, 0.5, and 0.25) at H2O2/Fe2+ molar ratio 
equal to 11. Different H2O2 concentrations: 1.4 × 10-2, 
1.9 × 10-2, 2.8 × 10-2 and 5.6 × 10-2 M equivalent to 
LCOD (1.0, 0.75, 0.5, and 0.25) were used for the COD 
removal, for the reason that the empirical COD concen-
tration gained at 1.0 × 10-4 M DB 2 solution was 224 
mg O2 L

-1 (COD = 7.0 × 10-3 M). 

 6. The effect of 1.0 % of inorganic salts on decolouriza-
tion of DB 2 at (1.0 × 10-4 M) was investigated. 10 g of 
inorganic salt was added to 1 L batch reactor for each 
experiment. 

 7. To ensure the removal of residual hydrogen peroxide 
H2O2, 100 μL of 1.0 M sodium sulphate Na2SO3 solu-
tion, was added to all samples before the analysis by 
UV-Vis. Thus, the residual of H2O2 was destroyed and 
Fenton reactions were stopped (Holkar et al. 2016). 
While, to measure the COD concentration in the treated 
water, the interference from residual H2O2 was removed 
by addition of Na2CO3 (20 g/L) and placed in a water 
bath at 90°C for 60 min (Wu and Englehardt 2012, 
Nidheesh et al. 2013).

RESULTS AND DISCUSSION

Results presented here are based on the batch system of 
degradation of DB 2 by Fenton oxidation. The parameters 
for colour removal (decolourization) efficiencies such as 
loading azo bond factor (Lazo bond) or COD loading factor 

(LCOD) were studied; which are defined by Eqs. 4 and 5, 
respectively (Trovó et al. 2016, Sharma et al. 2018). In oxi-
dation processes using the Fenton’s reagent, the amount of 
oxygen O2 available in H2O2 must be measured to produce 
free hydroxyl radicals HO• responsible for the breakdown 
of the azo bond and the intermediate organic compounds 
(Sharma et al. 2018). Therefore, the dosage of H2O2 required 
should be based on the initial Lazo bond, LCOD of DB 2, and 
O2 supplied by H2O2, respectively. 

 Lazo bond =
 {[DB 2]initial (M)}/O2 available (M) …(4)

 LCOD = {CODinitial (M)}/O2available (M) …(5)

Where, DB2initial and CODinitial are the initial concen-
tration and the chemical oxygen demand of DB 2 dye, 
respectively. Dye decolourization efficiency was calculated 
as follows:

 (%) Dye colour removal efficiency = (1– Ct / C0) × 100  
  …(6)

Where, Ct and C0 (mol.L-1) are the concentrations of DB 
2 dye at reaction time t and 0, respectively. The chemical ox-
ygen demand removal percentage was calculated as follows:

 (%) COD removal = (1 - COD t / COD0) × 100   …(7)

Where, CODt and COD0 are the chemical oxygen demand 
of DB 2 dye at reaction time t and 0, respectively.

Effect of the H2O2 Dose on the Removal of DB 2

In the Fenton process, hydrogen peroxide plays an essential 
role in contaminant removal efficiency. Therefore, it was 
necessary to find the optimum hydrogen peroxide concentra-
tions. The decolourization of 1.0 × 10-4 M DB 2 was evaluated 
in the range of (0.22 × 10-4 and 4.5 × 10-3 M) H2O2 and con-
stant amount of ferrous iron (1 × 10-4 M or 5.6 mg/L) to find 
the optimal oxidant dosage. The effect of hydrogen peroxide 
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concentration and used in all experiments to estimate the effects of Fe2+ concentration on DB 2. At H2O2 

concentration of higher than 1.1×10-3 M, the decolourization efficiency of dye solution showed little 

considerable efficiency, which may be due to the reaction of hydroxyl radicals with H2O2, and scavenging of 

HO• radicals takes place as shown in Eq. 8 (Liu et al. 2017). 

 HO•  +  H2O2          H2O  +  HO2
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concentration and reaction time are shown in Fig. 2. At the 
concentration of 0.22 × 10-4 M, the colour removal of DB 2 was 
24.0 % after 10 min of the reaction. However, the increment 
of peroxide dosage till 1.1 × 10-3 M, a colour removal was 
reached at a higher level of 74.0%. The concentration of 1.1 × 
10-3 M H2O2 was selected as the best concentration and used 
in all experiments to estimate the effects of Fe2+ concentration 
on DB 2. At H2O2 concentration of higher than 1.1 × 10-3 M, 
the decolourization efficiency of dye solution showed little 
considerable efficiency, which may be due to the reaction of 
hydroxyl radicals with H2O2, and scavenging of HO• radicals 
takes place as shown in Eq. 8 (Liu et al. 2017).

HO•  +  H2O2 ® H2O  +  HO2
•   k1 = 2.7×107  M-1. S-1 …(8) 

The kinetics of influence of H2O2 concentration on DB 
2 decolourization

Because of different side reactions occurring at the same time, 
the kinetic study of Fenton oxidation is highly complicated. 
Two models of kinetic studies were experimented to achieve 
the kinetics parameters. The first and second-order reaction, 
have been tested to fit the experimental data obtained from 
the colour removal experiments. The correlation coefficient 

(R2) was used in the comparison of the two models. The data 
of Table 2 illustrate that the first-order model was not useful 
enough for proper parameter selection may due to the low 
correlation parameters, while the second-order reaction was 
much better. The results illustrated that the colour removal 
kinetics of DB 2 followed the second-order model very well.

Fig. 3 shows that the DB 2 colour removal kinetic rates 
at constant iron ions of 1.0 × 10-4 M increase with the H2O2 
concentration in two steps. The first step was at the small 
amount of H2O2 ranged 0.22 × 10-4 to 1.1 × 10-3 M, the DB 2 
colour removal kinetics increased slowly with a rate constant, 
k = 2 × 106 [H2O2] + 416.97 and with higher correlation 
coefficient value of R2 = 0.9715. The second step was at the 
concentration of H2O2 was increased from 1.1 × 10-3 to 4.5 
× 10-3 M, DB 2 colour removal kinetics was increased, and 
a rate constant K = 372437 [H2O2] + 2014.7 and correlation 
coefficient R2 was decreased to a value of 0.8561 (Fig. 3). 
The positive effect of DB 2 colour removal kinetics values 
was observed with a high concentration of H2O2 may be 
due to the high production of hydroxyl free radical. When 
H2O2 concentration was larger than 1.1 × 10-3 M (Fig. 3), 
the DB 2 colour removal kinetics was linearly increased, the 

Table 2: First and second orders kinetic parameters and correlation coefficients for each H2O2 concentration. Experimental conditions: [Fe2+] =  
1.0 × 10-4 M, pH= 3.5 and [DB 2] = 1.0 × 10-4 M.

[H2O2] (M) H2O2/Fe+2 First-order Second-order

   K1 (min-1 ) R2 K2 (M
-1.min-1 ) R2

4.5 × 10-3 45 0.1355 0.7649 3890 0.9233

3.5 × 10-3 35 0.1227 0.7472 3171 0.9124

2.5 × 10-3 25 0.1171 0.8322 2714 0.9547

1.1 × 10-3 11 0.1148 0.8418 2604 0.9567

7.5 × 10-4 7.5 0.0994 0.8186 2035 0.9343

2.2 × 10-4 2.2 0.0704 0.8799 1128 0.9468

1.1 × 10-4 1.1 0.0737 0.8786 556 0.9332

0.22 × 10-4 0.22 0.0268 0.9168 312 0.9323

 
 

Fig. 3: Correlations among the second order kinetic constants versus H2O2 used, obtained during DB 2 

decolourization by Fenton process. Initial conditions: [Fe2+] = 1×10-4 M, pH= 3.5 and [DB 2] = 1.0×10-4 M. 
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effect may be due to the activity of Fe2+ in initiating the degradation of H2O2 to generate hydroxyl free radicals 

as a part of Fenton process. These radicals can reacted with DB 2 instantly, that lead to DB 2 degradation 

(Lucas & Peres 2006). When the concentration of Fe2+ was increased to higher than 1.0×10-4 M, a slight 

increase in the decomposition rate may have occurred and that improved the function of Fe2+ as a scavenger 

of HO* (Eq. 9). Hence, the optimum Fe2+ concentration of the removal of DB 2 was selected as 1.0×10-4 M. 

 

Fe2+ + HO•             Fe3+ +  OHˉ     k2 = 3×108  M-1 .S-1        …(9) 
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regression coefficient value was decreased at the same time. 
It suggests that the overdosed H2O2 was scavenging hydroxyl 
free radicals excessively (Eq. 8). Consequently, 1.1 × 10-3 
M H2O2 was selected as the optimum concentration on DB 
2 colour removal kinetics.

Effect of Fe2+ Doses on the Removal of DB 2

The influence of Fe2+ stimulation on the removal of DB 2 was 
examined using the different Fe2+ concentrations. The [Fe2+] 
were in range of 1.0 × 10-5 to 2.5 × 10-4 M with constant H2O2 
concentration of 1.1 × 10-3 M. Increase of the concentration 
of [Fe2+] from 1.0 × 10-5 to 1.0 × 10-4 M had the positive 
effect on the removal rate for DB 2 (Fig. 4). The colour 
removal was increased from 22.0 % to74.0 % at 10 min of 
the reaction, that effect may be due to the activity of Fe2+ 
in initiating the degradation of H2O2 to generate hydroxyl 
free radicals as a part of Fenton process. These radicals can 
reacted with DB 2 instantly, that lead to DB 2 degradation 
(Lucas & Peres 2006). When the concentration of Fe2+ was 
increased to higher than 1.0×10-4 M, a slight increase in the 
decomposition rate may have occurred and that improved 
the function of Fe2+ as a scavenger of HO* (Eq. 9). Hence, 
the optimum Fe2+ concentration of the removal of DB 2 was 
selected as 1.0 × 10-4 M.

 Fe2+ + HO•   Fe3+ +  OHˉ     k2 = 3 × 108  M-1 .S-1  …(9)

The Kinetics of Influence of Fe2+ Concentration on DB 
2 Colour Removal

Two kinetic models were studied to estimate the effect of Fe2+ 
concentrations on the decomposition kinetics of DB 2. Table 
3 shows the kinetic parameters of the study. The regression 
coefficient (R2) values of the second-order reaction were 
higher than the first-order and we concluded that the colour 
removal kinetics of DB 2 obeys to the second-order kinetics 
model. The correlation between the second-order kinetics of 
the DB 2 colour removal and different Fe2+ concentrations 
(from 1.5 × 10-5 to 2.5 × 10-4 M) are presented in Fig. 5. Fig. 
5 elucidates that the DB 2 colour removal kinetic average 
increase with the increase of Fe2+ in two varied steps as well: 
(1) At low concentration of Fe2+ ranged from 1.5 × 10-5 to  
1.0 × 10-4 M, the DB 2 colour removal kinetics was increased 
clearly with a slope of 3.0 × 107. (2) At high concentration 
of Fe2+ (from 1.5 × 10-4 to 2.5 × 10-4 M), DB 2 colour re-
moval kinetics increased also but the slope (9.0 × 106) was 
decreased. At low colour removal kinetics in the second step 
in comparison with the first step, the proposition may lead to 
that Fe2+ was higher than the need for consumption amount 
of HO• (Eq. 10). Thus, the amount of hydroxyl free radicals 
available to oxidize DB 2 dye became very low. The positive 
effect of Fe2+ on the DB 2 colour removal kinetics assured that 
Fe2+ stimulate by fast dissociation of H2O2 into HO• radicals; 

 
Fig. 4: DB 2 Decolourization by Fenton’v reagent oxiRation at Rifferent Fe+2

 concentrations. Experimental 

conditions: [H2O2] = 1.1×10-3 M, pH=3.5 and [DB 2] = 1.0×10-4 M. 
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    Two kinetic models were studied to estimate the effect of Fe2+ concentrations on the decomposition kinetics 
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second-order reaction were higher than the first-order and we concluded that the colour removal kinetics of 

DB 2 obeys to the second-order kinetics model. The correlation between the second-order kinetics of the DB 

2 colour removal and different Fe2+ concentrations (from 1.5×10-5 to 2.5×10-4 M) are presented in Fig. 5. Fig. 

5 elucidates that the DB 2 colour removal kinetic average increase with the increase of Fe2+ in two varied steps 

as well: (1) At low concentration of Fe2+ ranged from 1.5×10-5 to 1.0×10-4 M, the DB 2 colour removal kinetics 

was increased clearly with a slope of 3.0×107. (2) At high concentration of Fe2+ (from 1.5×10-4 to 2.5×10-4 M), 

DB 2 colour removal kinetics increased also but the slope (9.0×106) was decreased. At low colour removal 

kinetics in the second step in comparison with the first step, the proposition may lead to that Fe2+ was higher 

than the need for consumption amount of HO• (Eq. 10). Thus, the amount of hydroxyl free radicals available 

to oxidize DB 2 dye became very low. The positive effect of Fe2+ on the DB 2 colour removal kinetics assured 

that Fe2+ stimulate by fast dissociation of H2O2 into HO• radicals; that may be due to the Fe2+ not capable to 

oxidize organic molecules. When Fe2+ dose is more than 1.0×10-4 M (Fig. 5); the DB 2 colour removal kinetics 

rate increased linearly with lower intensity by scavenging HO• radicals. Thus, 1.0×10-4 M Fe2+ was selected as 

the optimum concentration. 
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that may be due to the Fe2+ not capable to oxidize organic 
molecules. When Fe2+ dose is more than 1.0 × 10-4 M (Fig. 5); 
the DB 2 colour removal kinetics rate increased linearly with 
lower intensity by scavenging HO• radicals. Thus, 1.0 × 10-4 
M Fe2+ was selected as the optimum concentration.

H2O2/Fe2+ Molar Ratio Effect on DB 2 Decolourization 
Kinetics

Concentrations of H2O2 over Fe2+ are important parameters 
to optimize for the determination of the ratio H2O2/Fe2+ to 
achieve the maximum Decolourization efficiency of DB 
2 from aqueous solutions. The ratio has been used in the 
following experiments. Several studies have reported that 
the effect of the optimum molar ratio of Fenton reagent 
H2O2/Fe2+ was disparate for colour removal of azo dyes. 
For a perfect example, the ratio of H2O2 /Fe2+ was 20:1 for 
C.I. Reactive Blue 4 and C.I. Reactive Red 2 (Agustina and 
Ang 2012), while the ratio was 40:1 for Reactive Black 5 
(Lucas & Peres 2006, Dewil et al. 2017). These variations 
likely attributed to different proposed oxidation mechanisms 

during the Fenton oxidation process of different azo dyes. 
Table 2 and Table 3 show the results obtained in this study, 
the optimum concentrations of H2O2 and Fe2+ were 1.1×10-3 

M and 1.0×10-4 M, respectively. Consequently, the experi-
mental optimum H2O2/Fe2+ molar ratio of 11 was selected 
for the next experiments.

Effect of pH and Lazo bond on DB 2 Color Removal 
Kinetics

The pH effect on the Decolourization of DB 2 was achieved 
by a series of experiments conducted at three initial pH 
values 2.5, 3.5 and 5 (Fig. 6). The reaction time was 60 
min and constant concentration of H2O2 = 1.1×10-3 M and 
Fe2+ = 1.0×10-4 M. pH of 2.5 had the negative effect on HO• 
radical production in the reaction of H2O2 with Fe2+ Eq. (1), 
This may be attributed to HO• scavenging by H+ ions; which 
elucidate the decrease of the colour removal efficiency at 
pH 2.5 (Esteves et al. 2016, Jin et al. 2017). On the other 
hand, at pH 3.5, the Decolourization efficiency of DB 2 
rapidly increased with the increase in pH, at pH 3.5 almost 

 
 

Fig. 5: Correlation between the second-order kinetic constants versus Fe2+ used found during DB 2 

decolourization by Fenton process. Primary conditions: [H2O2] = 1.1×10-3 M, pH = 3.5 and [DB 2] = 1.0×10-4 

M  
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Table 3: First and second-order kinetic parameters and regression coefficients for each Fe2+ concentrations. Experimental conditions: [DB 2] = 
1.0 × 10-4 M, [H2O2] = 1.1 × 10-3 M and pH = 3.5.

[Fe+2]   (M) H2O2/Fe2+ First-order Second-order

K1
 (min-1)

R2 K2
( M-1. min-1 )

R2

1.0×10-5 110 0.0223 0.9259 255 0.9446

1.5×10-5 73 0.0353 0.9524 435 0.9733

2.5×10-5 44 0.0719 0.8826 1126 0.9449

5.0×10-5 22 0.0922 0.7821 1820 0.9064

1.0×10-4 11 0.1148 0.8418 2604 0.9567

1.5×10-4 7.3 0.1403 0.8541 3707 0.9765

2.0×10-4 5.5 0.1422 0.8443 3820 0.9724

2.5×10-4 4.4 0.1471 0.8489 4085 0.9764
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100% of Decolourization efficiency was achieved (Fig. 6). 
The main reason is that more Fe(OH)+ is formed, which has 
much higher activity compared to Fe2+ in the Fenton process 
(Lopez-Alvarez et al. 2012, Trovó et al. 2016). Besides, at 
higher pH (pH 5), the precipitation of ferric hydroxide hap-
pen, causing the reduction in the dissolving Fe3+ ions. Aside 
from, in such circumstances, H2O2 is less stable, resulting in 
less HO• radicals formed, decreasing the removal efficiency 
of Fenton oxidation (Mousset et al. 2014, Jin et al. 2017). 

Therefore, the pH 3.5 was chosen the optimum pH of Fenton 
oxidation process. At molar ratio of H2O2/Fe2+ equal to 11, 

the effect of four Lazo bond operator values (0.25, 0.5, 0.75, 
and 1.0) was evaluated. 

Table 4 shows four levels of Lazo bond and symbolized well 
by the second-order kinetic model. The results elucidate the 
significant difference in DB 2 colour removal rates at every 
pH and Lazo bond. The results in Table 4 approved the selec-
tion of pH 3 in Decolourization rates of DB 2 dye. The data 
were in harmony with previous literatures for assessment of 
the colour removal of Amido black 10B and Terasil Red R 
(Dehghani et al. 2016). The best DB 2 colour removal rates 
were found at the smallest Lazo bond factor of 0.25 and higher 

dyes. Table 2 and Table 3 show the results obtained in this study, the optimum concentrations of H2O2 and 

Fe2+ were 1.1×10-3 M and 1.0×10-4 M, respectively. Consequently, the experimental optimum H2O2/Fe2+ molar 

ratio of 11 was selected for the next experiments.

Effect of pH and Lazo bond on DB 2 Color Removal Kinetics 
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coincides with the larger O2 concentration able to be used for oxidizing the DB 2 dye. Fig. 7 presents a linear 

relation between the second-order kinetic ln k2 value and the Lazo bond at each pH value. 

 

 

 

 

 

 

 

 

 
 

Fig. 7: Correlations between ln k2 of the colour removal rates versus Lazo bond at different pH values 

obtained during Fenton oxidation of 1.0 × 10-4 M DB 2. 
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k2 values, due to the smaller Lazo bond factor represented a 
greater amount of H2O2 concentration per mole of DB 2 
and coincides with the larger O2 concentration able to be 
used for oxidizing the DB 2 dye. Fig. 7 presents a linear 
relation between the second-order kinetic ln k2 value and the  
Lazo bond at each pH value.

COD Removal of RR120 at Different LCOD Factors

Although homogeneous catalytic process decolorized the 
DB 2, the DB 2 azo dye was not completely mineralized. 
For this reason it is necessary to consider complementary 

information about the degradation of the organic pollutants 
(O’Dell 1939, Holkar et al. 2016). Chemical oxygen demand 
(COD) gives an average measure of the oxidation state of the 
organic by-products generated during the degradation of DB 
2 (Orhon & Çokgör 1997) . Under the optimal conditions of 
pH 3.5 and H2O2/Fe2+ ratio of 11, experiments using four 
varied LCOD values (0.25, 0.5, 0.75, 1.0) were performed to 
examine the efficiency of Fenton reagent on COD removal 
kinetics of DB 2 (Fig. 8). The COD removal increases 
with decreasing LCOD because the hypothetical amount of 
the concentration of H2O2 and Fe2+ was increased. At the 

Table 4: Second–order kinetic model and regression parameters for every pH and Lazo bond value during Fenton oxidation of 1.0 ×10-4 M DB 2.

Lazo bond 
0.25

Lazo bond 
0.5

Lazo bond 
0.75

Lazo bond 
1.0

pH

k2 = 307
R2=0.8675

k2 = 123
R2=0.929

k2 = 91
R2=0.970

k2 =77
R2=0.8967

2.5

k2 = 2351
R2 = 0.98

k2 =1654
R2 =0.986

k2 = 784
R2= 0.989

k2 = 398
R2=0.9895

3.5

k2 = 214
R2=0.911

k2 = 308
R2 = 0.933

k2 = 542
R2 =0.94

k2 = 1098
R2= 0.920

5.0
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COD Removal of RR120 at Different LCOD Factors 

   Although homogeneous catalytic process decolorized the DB 2, the DB 2 azo dye was not completely 

mineralized. For this reason it is necessary to consider complementary information about the degradation of 

the organic pollutants (O'Dell 1939, Holkar et al. 2016). Chemical oxygen demand (COD) gives an average 

measure of the oxidation state of the organic by-products generated during the degradation of DB 2 (Orhon & 
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maximum (LCOD = 1.0) 41% of COD was removed at 15 
min while at the minimum (LCOD = 0.25) 65% of COD was 
removed at the same time. These results approved that there 
was a residual amount of H2O2 in solution after 15 min of 
Fenton’s oxidation reaction (Fig. 9). Although, all the Fe2+ 
was transformed to Fe3+, and that may decrease the reaction 
rate of Fe2+ with H2O2, low amount of H2O2 was consumed 
(Fig. 9). The results of consuming the H2O2 showed that the 
82 % H2O2 was consumed after 15 min at LCOD = 1.0 while 
only about 43% H2O2 was consumed at LCOD = 0.25.

Effect of DB 2 Concentration on Colour Removal 
Kinetics

The colour removal efficiency at different concentrations 
of DB 2 was studied. The result was observed that the dec-
olourization of dye increases with the decrease of primary 
DB 2 concentration (Fig. 10). As the concentration of dye 
decreased from 1.5×10-4 M to 5.0×10-5 M, the decolourization 
efficiency of dye increased from 43% to 93 % within the first 
10 min of reaction. A decrease in the concentration of DB 
2 dye reveals that lesser dye molecules will be available to 
scavenging by HO• radicals which lead to an increase in the 
colour removal efficiency of DB 2 (Javaid & Qazi 2019) . 
Table 5 represents the second-order kinetic rates of colour 
removal of DB 2 at various DB 2 concentrations. Also, Table 

5 shows the effect of different [H2O2]/[DB 2] ratios with an 
increase of colour removal kinetics combined with fact that 
the colour removal kinetics inversely proportional with DB 
2 concentration in two varied steps.

A tenuous increase in colour removal kinetic rate (from 
407 to 2604 M-1 min-1) occurred when the ratio H2O2/dye 
increases from 7.3 to 11. However, increasing the H2O2/dye 
ratio from 11 to 22, there was an acute increase in colour 
removal kinetic rate (from 2604 to 23415 M-1 min-1). Fur-
thermore, the efficiency of DB2 colour removal increases 
with decreasing H2O2/DB 2 molar ratio, which points out 
that a higher concentration of DB 2 was removed by using 
a smaller dose of H2O2 (Fig. 10).

The Influence of Inorganic Ions on DB 2 Colour 
Removal by Fenton Oxidation

The influence of some inorganic anions on the colour removal 
of DB 2 was tested at the optimum conditions. The experi-
ments were designed to decompose (1.0 × 10-4 M) DB 2 in 
the presence of 1.0 % of inorganic salt used in this study. 

Due to the expectation of the existence of a large number 
of anions in industrial textile wastewater, consequently, we 
intend to assess the decolourization of DB 2 in high doses 
of selected inorganic salts. The existence of inorganic anions 

 

Fig. 10: Effect of initial DB 2 concentration on its colour removal efficiency during Fenton 
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Table 5: Second-order kinetic constants and regression coefficients for each DB 2 concentration during Fenton oxidation Experimental conditions: [Fe2+] 
= 1.0×10-4 M, [H2O2] = 1.1×10-3 M and pH=3.5.

R2K2 (M
-1 min-1)[H2O2]/[DB 2][DB 2] (M)

0.98194077.31.5 × 10-4

0.97147168.81.25 × 10-4

0.95672604111.0 × 10-4

0.9501732615.77.0 × 10-5

0.9423415225.0 × 10-5
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in the aqueous solution had a high effect on Fenton oxida-
tion (Oliveira et al. 2015). In this research, the influence of 
carbonate, bicarbonate, sulphate and chloride on the Fenton 
process was evaluated. Fig. 11 shows the effect of the studied 
anions on the DB 2 degradation by Fenton oxidation process. 
Anions inhibit the degradation of DB 2 in the following order: 
HCO3

- > CO3
2- > Cl- > SO4

2-

The addition of inorganic salts displayed various sup-
pressed behaviours in Fenton process treatment. The influ-
ence of the addition of HCO3

- and CO3
2- may be attributed 

to a decrease in the average of production of HO• because 
of the formation of CO3

•- as shown in Eqs. (10) and (11).

 HO• + HCO3 
- ® H2O + CO3

•- …(10) 

 HO• + CO3
2- ® OH- +  CO3

•- …(11)

The radical CO3
•- is less reactive than HO• radicals. In the 

case of Cl-, it also has a great effect on the decomposition of 
DB 2 because it reacts with Fe2+ forming complex and free 
radical less effective than the radical of hydroxyl as shown 
in Eqs. (12) and (13).

 Fe2+  + Cl - ® FeCl+  …(12) 

 Cl-  + HO• ® ClOH•- …(13) 

The salts of the sulphate ion appear to have less effect 
on the Fenton process, where sulphate ion reacts with Fe2+ 
and HO•, a component HO• [Eqs. (14) and (15)] (Kehinde 
and Abdul Aziz 2014).

 Fe2+  +  SO4
2- ® FeSO4  …(14)

 HSO4  +  HO* ® SO4
•- + H2O  …(15)

CONCLUSIONS

The parameters for loading azo bond factor (Lazo bond) or 
COD loading factor (LCOD) were highly effective parameters 
of colour removal (decolourization) efficiencies using the 

batch system by Fenton oxidation. The results obeyed that 
the overdosed H2O2 was scavenging hydroxyl free radicals. 
The influence of the addition of HCO3

- and CO3
2- may be 

attributed to a decrease in the average of production of HO• 
because of the formation of CO3

•-. The radical CO3
•- is less 

reactive than HO• radicals and the salts of the sulphate ion 
appear to have less effect on the Fenton process.
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ABSTRACT
The prosperity of the entire biotic community depends on two broad components of nature; land 
and water. The basaltic rock is known to have poor storage and transmission capability. It gets fully 
saturated during monsoon but a situation of rejected recharge results in post-monsoon and early 
summer months. These aquifers also drain naturally due to high water table gradient formed by sloping 
and undulating topography. The available and new groundwater recharge potential zones can better 
augment by adopting a scientific and multi-sectoral approach for making the future plan. The study area 
encompasses Manganga River basin, bounded between Lat. 17°54’ N to 17°00’ N and Long. 74°27’ E 
to 75°31’ E. The study area is in basaltic terrain with undulating topography. The spatial and non-spatial 
data generated based on various thematic maps such as geology, lineament density, geomorphology, 
slope, drainage buffer, land-use land-cover, soil texture and soil erodibility have been prepared using 
satellite data. The groundwater prospects maps generated by overlay analysis of the spatial thematic 
maps were grouped into five classes and their distribution are: very good/excellent, good, moderate, 
poor and very poor. The results show that a major portion of the study area falls in the category ‘poor’ 
followed by ‘very poor’. Based on the outputs derived from groundwater recharge potential zones, an 
action plan for watershed development in the study area has been suggested like the development 
of percolation/water retention ponds at the identified sites and tube/bore/open wells along the dense 
lineament zones. The aspect related to conjunctive use, groundwater legislation, the involvement of 
NGO’S, women and community participation, mass awareness, adoption of advanced irrigation system 
etc. will play an important role in conserving and developing the precious water resources. .   

INTRODUCTION

Geoinformatics has been described as “the science and 
technology dealing with the structure and character of spatial 
information, its capture, its classification and qualification, its 
storage, processing, portrayal and dissemination, including 
the infrastructure necessary to secure optimal use of this 
information” or “the art, science or technology dealing with 
the acquisition, storage, processing production, presentation 
and dissemination of geoinformation”. Geoinformatics is 
integrated studies of remote sensing, Geographic Information 
System (GIS) and Global Positioning System (GPS). Remote 
sensing is the art and science of acquiring images of the earth 
using sensors on aeroplanes or satellites. These images have 
capabilities for manipulating, analysing and visualizing in 
a remote sensing software. Remote sensed imagery is inte-
grated within a GIS. A geographic information system (GIS) 
is a computer-based tool for mapping and analysing feature 
events on the earth. GIS technology integrates common da-
tabase operations, such as query and statistical analysis, with 
maps. GIS manages location-based information and provides 

tools for display and analysis of various statistics, including 
population characteristics, economic development opportuni-
ties, and vegetation types. GIS allows linking databases and 
maps to create dynamic displays. Additionally, it provides 
tools to visualize, query, and overlay those databases in ways 
not possible with traditional spreadsheets. These abilities 
distinguish GIS from other information systems and make 
it valuable to a wide range of public and private enterprises 
for explaining events, predicting outcomes, and planning 
strategies. GPS is a satellite-based radio navigation system 
that provides geolocation and time information to a GPS 
receiver anywhere on or near the Earth where there is an 
unobstructed line of sight to four or more GPS satellites. 
In this paper, a geoinformatics approach has been taken 
to delineate groundwater recharge zones in the study area. 

STUDY AREA

Man River is the right bank tributary of the south-easterly 
flowing Bhima River. The Man River basin spatially occupies 
parts of Sangli, Satara and Solapur districts of Maharashtra 
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state and is situated between 17°00’ to 17°52’ N latitude 
and 74°25’ to 75°30’ E longitude (Fig. 1). Man River has its 
origin (head) in the Mahadeva Hills at an altitude of 1054m 
ASL. The total catchment area of the basin is about 4,626km2 
and the stream length is 154km. It is flowing over basaltic 
stratum, known as Deccan Plateau which is the eastern part 

of Western Ghats (Sahyadri Mountain) formed by Quaternary 
cymatogenic upwarp during the formation of West Coast 
Fault (WCF) system in the Arabian Sea (Powar 1993). The 
sea-facing scarp of the eastern fault block of WCF recedes 
eastward due to weathering, and forms a strip of a low-lying 
area known as Konkan Coastal Belt (KCB). Hence, Western 

 

 

Fig. 1: Location map of Man River basin.
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Ghats forms a major drainage divide between westward and 
eastward flowing river systems. The eastward flowing rivers 
are longer than westward flowing rivers, which ultimately 
join Arabian Sea (west coast) and Bay of Bengal (east coast) 
respectively. The Western Ghats develops rain shadow zone 
of SW monsoon in the major parts of central and eastern 
Maharashtra state. 

Being a part of the rain shadow zone, the Man River basin 
experiences dry, semi-arid tropical monsoon type of climate 
(IMD 2005). According to agro-climatic classification, the 
study area falls in scarcity zone (Kalamkar 2011). The Man 
River basin receives annual rainfall between 500 and 700mm, 
of which 90% precipitation received during June to October 
months of the SW monsoon season. About 50% precipitation 
is received during September to October. The monsoonal 
rainfall pattern is bimodal. The potentially high evapotran-
spiration rate is because of the high temperature throughout 
the year. Occasionally flash flood generates and recharges 
the groundwater. Characteristically, the Man River basin is 
in the zone of lowest annual rainfall (<600mm) and highest 
annual water deficit (>900mm) and has its source (head) 
in lowest rainfall zone, admits it in the class of chronic to 
the severe drought-prone zone of the semi-arid river basin. 
The vegetation cover is sparse and is dominated by thorny 
vegetation, shrubs and grasses. Acacia is the most common 
naturally growing species in the area. 

Lithologically, the Man River basin constitutes hori-
zontally disposed “aa type simple” basaltic lava flows of 
Upper Cretaceous to Lower Miocene origin. At some plac-
es, two flows are separated by red bole bed. The red bole 
bed comprises clay which was deposited between two lava 
eruptions, and forms a district hydrogeological unit as it can 
receive, stock and transmit water due to the inherent physical 
characteristics like porosity and permeability. Recent allu-
vial formations (2 to 12m thick) overlie basaltic traps. The 
detrital material consists of silt, clay, silt, sand and gravel, 
occurring as lenses or patches along the major stream courses. 
Due to its limited areal extent alluvium do not constitute as 
potential aquifers. 

The basaltic flows derive its status as an aquifer based 
on its secondary porosity in the form of vesicles, fractures, 
well developed interconnected jointing pattern, cooling 
joints and decomposed material (murum) (Powar 1981). 
Characteristically, a flow has an upper vesicular and amyg-
daloidal part, a middle part with horizontal and vertical sets 
of joins and massive and un-jointed lower part. The top-soil 
overlie on decomposed basaltic material. Factors playing the 
vital role in the occurrence and movement of groundwater 
are topography, nature and extent of weathering, jointing 
and fracture pattern, thickness and depth of occurrence of 

vesicular basalts. The shallow aquifers in the area are phre-
atic and unconfined and occur at the depth of 10 to 15m. 
At places, potential zones encounter at deeper levels in the 
interconnected fractured zone, which are generally confined 
down to 60-90m. 

Hydromorphologically, the study area has been classi-
fied as highly dissected undulating highlands, moderately 
dissected gently sloping terrain, poorly dissected plain and 
low land valley fills. Highly dissected undulating highlands 
(hillocks) forms major run-off zones, moderately dissected 
gently sloping terrain unit forms recharge zones and poorly 
dissected plain and low land valley fills are groundwater 
storage zones (Fig. 2). 

The Man River basin is tectonically disturbed (Chan-
drasekhar 1991), which is dictated by the evidences such as 
1. Presence of the combination of dendritic and rectangular 
drainage pattern, 2. River flows through the structurally 
controlled valley throughout its course after Najre village, 
3. Lengths of right side tributaries are more than lengths of 
left tributaries is indicative of asymmetric drainage basin and 
eastward tilt of the drainage basin, 4. The Man river flowing 
all along its course in south-easterly direction but abruptly 
changes its course halfway to follow north-easterly direction 
suggesting stream capture, 5. River has palaeo-channels 
throughout its course between Najre and Kadlus as well 
as abandoned channels are observed at Hatid, Shegaon, 
and Walekhind villages, 6. Thick alluvium covered black 
cotton soil has been observed near Mangalvedha village at 
the confluence of Man River and Bhima River and 7. Pres-
ence of Sangola gravity ‘high’. The Man River basin shows 
high-level erosional surfaces than the surrounding tributaries 
of Bhima River and Krishna River. This uniqueness may be 
one of the causes of groundwater scarcity. The palaeo-chan-
nels located in the basin at Mangewadi, Kadlus, Sonand, 
Baldongi and Balgaon could be the potential recharge zones. 
These tectonic weaknesses could be the best groundwater 
recharge zones.

MATERIALS AND METHODS

Delineation of groundwater recharge zones has been carried 
out using geoinformatics techniques for Man River basin. The 
groundwater occurrence and movement are directly or indi-
rectly controlled by terrain characteristics such as lithological 
units, structural disposition, geomorphic set-up, surface water 
condition, vegetation, etc. Groundwater occurrence being a 
subsurface phenomenon, its identification is indirectly based 
on the analysis of some directly observable terrain features. 
These can be well understood with the help of remote sensing 
(RS). The revolution in computer technology, the advent of 
Remote Sensing (RS) and Geographic Information System 
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(GIS) offers great scope for handling and analysing spatial 
data including the delineation of groundwater recharge zones 
(Prasad et al. 2008).

Visual interpretation and digital image analysis of sat-
ellite data help in the indication of groundwater recharge 
zones through 1) Identification of geological structures and 
the hydrophysical properties, 2) Water-bearing geological 
formations and water enrichment, 3) Areas of recharge, 4) 
Places of discharge, 5) Nature of outlet of groundwater to 
the surface, 6) Depth and conditions for the occurrence of 
groundwater and 7) Direction of movement.

Although remote sensing (RS) data do not directly detect 
deeper subsurface resources, it has been effectively used in 
groundwater exploration as RS data aid in drawing inferences 
on groundwater potentiality of the region indirectly. The 

freshwater surface resources are normally considered to form 
subsurface water resources. These sources of surface water 
are directly detected by satellite RS data as water absorbs 
most of the radiation in the infrared region, which helps in the 
delineation of even smaller water bodies. Vegetation, which 
is easily detected through spectral reflectance, is indicative 
of the water saturation and moisture of the ground. RS data 
help indirectly by giving certain ground information that 
aid in drawing inferences on groundwater recharge zones 
of the area.

Primarily, the infiltration capacity of the soil determines 
the groundwater potentiality. The speed of infiltration is 
dependent upon mainly on porosity and permeability of 
the soil and the velocity of the surface run-off. Infiltration 
reduces to a great extent for the steeply sloping ground 

 

Fig. 2: Colour coded Digital Elevation Model (DEM) of Man River Basin with locations of rain gauge stations.
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surface as the velocity of surface run-off increases sharply. 
Also, a vegetative cover gives a higher infiltration capacity 
compared to barren lands. Factors which help in the storage 
of groundwater are 1. infiltration capacity, 2) porosity and 
permeability of the soil, 3) velocity of the surface run-off, 4) 
vegetation (vegetative cover increases infiltration capacity) 
and 5) thickness of the porous and permeable zone.

Digitally enhanced products of the LANDSAT 7 ETM+ 
satellite images have been used in this study for the delin-
eation of land-use/land cover and geomorphology of the 
study area. Survey Map of India (1:50,000) have been used 
to delineate the drainage and contour lines. The orders were 
designated to each stream following Strahler stream ordering 
technique (Strahler 1964). Buffers were generated for each 
stream proportional to their groundwater prospects. DEM 
was generated through 20m contour lines and used to derive 
the slope (%). The Soil map published by National Bureau 
of Soil Survey (scale 1:5,00,000) and the geological map 
published by Geological Survey of India (scale 1:2,50,000) 
were used to generate the soil and geology map of the study 
area. Various thematic maps prepared for the study area were 
verified in the field with the help of handheld GPS instrument. 
The spatial database layers like geomorphology, lineament 

density, slope in degrees, land use/land cover, rainfall ero-
sivity and soil type were used to delineate the groundwater 
recharge zones. Appropriate weightage was assigned to each 
of the map layers based on their groundwater prospects. 
Ranks were also assigned to each subclasses of the thematic 
maps (Table 1). Lithologically the entire study area exposes 
basalt stratum uniformly and there is no change in lithology, 
hence lithological thematic map has not been prepared.

All the thematic maps were converted into raster maps (30 
x 30 m grid) and superimposed by weighted overlay method 
(rank and weightage wise thematic maps), for the delinea-
tion of the groundwater recharge zones. The groundwater 
recharge zones were grouped into five classes; very high, 
high, moderate, low, and very low. Dug well inventory has 
been carried during the pre and post-monsoon to understand 
the hydrogeology of the study area. The wells were located 
in the field using a Garmin handheld GPS. Fig. 3 depicts the 
illustration of the methodology of the study.

RESULTS AND DISCUSSION

The results of thematic maps prepared from the special 
database are as follows.

Table 1: Weightage and scores assigned to various parameters and subclasses for assessing groundwater recharge zones.

Sr No. Parameters Sub Classes (map units) Score Weight %

1 Geomorphology

Man River Channel 5

30Valley 4

Lower Plateau 3

2 Lineament density

0.0 to 0.25 2

200.26 to 0.50 4

0.51 to 0.75 5

3 Slope (degree)

< 5 Gentle 5

205- 20 Moderate 3

>20 Steep 0

4 Landuse/ Land cover

Perennial river / Sand Riverine 5

10

Irrigated crop land 3

Rainfed cropland 2

Shrubs / grasses 1

Bare areas 1

5 Rainfall erosivity

425-450 2

10451-470 4

471-490 5

6 Soil Type

Deep black 5

10Medium black 3

Coarse shallow 3
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Geomorphology: Geomorphologically the area represents 
rolling topography by residual hillocks formed by denuda-
tional processes 800mto 1054m ASL covered by basaltic 
lava flows. The hill slopes are gentle to steep in nature. The 
intermittent valleys or pediment zones are represented by 
stream courses and agriculture fields. The lower plateau, val-
leys and river channel are the predominant geomorphic units 
(Figs. 1 and 2). The lower plateau (76.5%) indicates moderate 
groundwater recharge. The valleys (21.86%) are landforms 

formed by fluvial activity proved to be good recharge po-
tential zones. They show recent sediments deposited by the 
streams. This geomorphic unit possesses high groundwater 
recharge potential. The geomorphic unit containing river 
channels (1.64%) in alluvial formation possesses very high 
groundwater recharge potential.

Lineament density: Features of structural origin are struc-
tural hills, ridges and valleys. Structural ridges are poor 
groundwater recharge zones. Whereas subsurface fractures 

Table 2: R-factor (Rainfall erosivity) in the study area.

Sr. No. Rain gauge stations Rainfall intensity (I) in inches/30 min/year R-Factor

2012 2013 2014 2015 2016 2017

1. Jat 0.18 0.63 0.38 0.15 0.58 0.42 426

2. Atpadi 0.18 0.36 0.36 0.23 0.27 0.56 475

3. Sangola 0.25 0.36 0.36 0.23 0.24 0.56 466

4. Dahiwadi 0.90 0.23 0.32 0.22 0.20 0.39 489

5. Mhaswad 0.90 0.23 0.32 0.22 0.20 0.39 489

 

 

 

 

 

Collection of Maps and Satellite Data 

Georeferenced  
SOI toposheets 

LANDSAT ETM + 
Satellite data 

Rainfall Data from 
IMD stations 

Geomorphology LULC Map Slope Rainfall erosivity Soil Map 

Rasterization and reclassification 

Weightage assignment 

Weightage overlay analysis 

Groundwater Recharge zonation Map 

Fig. 3: Flow Chart of the methodology adopted in the present study.
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Fig. 4: Lineament density map.

Fig. 5: Classified slope map of the study area.  

  

Fig. 5: Classified slope map of the study area.
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and joints qualify as good groundwater recharge zones. The 
lineaments are surface expressions of subsurface weak zones 
such as fractures, joints, faults, etc. and are observed as faint 
lines of straight or curved nature, change in grey level tones, 
linear growth of vegetation and abnormal straight course of 
the stream, which can be accurately mapped after ground 
check. Mapping of lineaments can be achieved by the edge 
enhancement process called “spatial filtering” of satellite 
data. Prasad & Sivaraj (2000) used IRS LiSS-III satellite 
data and aerial photographs to locate structurally controlled 
weaker zones, i.e. lineaments suitable for groundwater accu-
mulation. The density variation of lineaments was achieved 
in the ArcGIS environment and presented as a thematic map 
(Fig. 4). The region of higher lineament density is in the 
dark shade which is considered as potential groundwater 
recharge zones. 

Slope: Slope plays a key role in the groundwater occurrence 
as infiltration is inversely related to the slope (Mondal et al. 
2009). A major portion (84.21%) of the Man River basin 
falls under ‘Gentle slope’ class (0 to 5 per cent). ‘Moderate 
slope’ (5 to 20 percent) constitute 15.69% and ‘Steep slope’ 
(> 20 percent) form only 0.1% of the total area (Fig. 5). 
The dominance of the lower slope classes (0 to 20 %) is a 
favourable feature for groundwater recharge and its potential 
depends on underlying lithology as well as geomorphology. A 
break in the slope (i.e. steep slope followed by gentle slope) 
generally promotes an appreciable groundwater infiltration 
(Saraf et al. 1998)

Land use land cover: The land use in the study area is clas-
sified in to nine types (Fig. 6). The major area is covered by 
mosaicked vegetation, shrubs and grasses (35.24%), followed 
by irrigated cropland (24.39%) and rain-fed and mosaicked 

 

Fig. 6: Land Use Land Cover (LULC) map of the study area. 

 

 

 

 

 

Fig. 6: Land Use Land Cover (LULC) map of the study area.
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cropland (11.40%) of very good water potential, and barren 
land (10.23%), etc.

Rainfall erosivity (R): It is the annual total value of the 
erosion index (EI30) for a particular location. Computation 
of EI30 from recording type rain gauge chart is described 
by Singh et al. (1981). It is the average annual summation 
(EI) values in a normal year’s rain. The erosion-index is a 
measure of the erosion force of specific rainfall. When other 
factors are constant, storm losses from rainfall are directly 
proportional to the product of the total kinetic energy of 
the storm (E) times its maximum 30-minute intensity (I). 
Storms less than 0.5 inches are not included in the erosivity 
computations because these storms generally add little to the 
total R value. R factors represent the average storm EI values 
over a 22-year record. R is an indication of the two most 
important characteristics of a storm determining its erosiv-

ity, the amount of rainfall and peak intensity sustained over 
an extended period. The erosivity of rainfall varies greatly 
by location. The rainfall record for six years was collected 
from rain gauge stations (Jat, Atpadi, Sangola, Dahiwadi 
and Mhaswad) in the Man River basin. The obtained data 
were calculated for rainfall erosivity using equation 1 and 
presented in Table 2.

After determining the E and I30 values for each storm 
throughout the record, they are to be multiplied by each 
other and then summed on a per year basis. The average of 
these annual sums over the period of record is the R-factor.

 R
n

E IK
m

jj
n= ( )( )È

Î
˘
˚== ÂÂ1 3011  …(1)

Where, K is the number of the individual storms up to 
m which is the total number of storms in a year, and j is the 

 

Fig. 7: Rainfall erosivity (R-factor) map of the study area. 

 

 

Fig. 7: Rainfall erosivity (R-factor) map of the study area.
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number of the year up to n which is the total number of the 
years over which data was collected.

The thematic map of rainfall erosivity is prepared (Fig. 
7) using the data from Table 2. The region of higher rainfall 
erosivity resist infiltration, hence, found to be non-potential 
groundwater recharge zone. Soil conservation practices 
should be undertaken in these regions to increase the infil-
tration rate. 

Soil type: Three types of soils are generally seen in the Man 
River Basin, namely; medium black, deep black and coarse 
shallow (Fig. 8). Coarse shallow type of soil constitutes the 
most predominant region in the study area. The topsoil and 
the subsoil are highly pervious and facilitate good recharge. 
Riverine alluvium soil is seen all along the banks of Man 

River. They predominantly contain sand fraction. Brown 
hydromorphic soil is mostly confined to valley bottoms of 
the undulating portions. They have been formed as a result of 
transportation and deposition of material from the adjoining 
hills and slopes, and also through deposition by rivers. The 
deep black soil has a high water holding capacity which fa-
cilitates infiltration, while medium black and coarse shallow 
soils have moderate to low infiltration capacities respectively.

Potential groundwater recharge zones: Groundwater 
recharge zones (Fig. 9) were delineated through the integra-
tion of the reclassified raster map layers of geomorphology, 
lineament density, slope, landuse/land cover, soil erosivity 
and soil type using the weighted overlay analysis in Arc-GIS 
platform. The result shows that the distribution of groundwa-

 

 

Fig. 8: Soil map of the study area. 

 

 

 

Fig. 8: Soil map of the study area.
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ter prospect ‘very high and high’ is confined to only 16.49% 
of the study area, falls in valleys close to the perennial higher 
order streams at lower reaches of the Man river. The major 
portion of the study area falls in ‘moderate’ (41.09%) class 
followed by ‘low to very low’ (42.42%).

CONCLUSIONS AND RECOMMENDATIONS 

The occurrence and movement of groundwater in an area 
are largely controlled by rainfall, and the characteristics of 
the terrain features like landforms, lineaments or structural 
control, soil type, topography, landuse/land cover, soil 
erosivity, etc. The study demonstrated the utility of RS and 
GIS technique in delineating potential groundwater recharge 
zones for a geographical area of the semi-arid region. The 
groundwater prospect zones delineated for Man River basin 
will serve as a base for further artificial recharging, water 
shade management and soil conservation for planners.

Following recommendations are suggested:

 • Hilly areas and foothills should follow both soil and 
water conservation activities such as continuous contour 

trenching (CCT), Nala bunds, Gabion structure, Vege-
tative bunds, Loose boulder bunds, Terracing etc. The 
construction of medium and minor irrigation project 
at foothills are also feasible with lined or pipe canal 
system. 

 • Plain or pediment: This area requires groundwater 
augmentation by constructing percolation tanks, cement 
plugs and K.T.Weirs, at appropriate and need-based 
locations on scientific lines. 

 • The area showing rising water level trend and having 
shallow water level ranging from 3m to 6 m bgl during 
pre-monsoon needs groundwater development at favour-
able locations. 

 • Semi critical and over-exploited watersheds intensive 
site-specific artificial recharge measures coupled with 
public awareness at every level is the need of the hour. 

 • Town/City/Urban areas: the rooftop rainwater harvesting 
for artificial recharge should be made mandatory. So 
that the available resources for drinking water supply 
should remain sustainable. 

 

Fig. 9: Potential groundwater recharge zones in the Man River basin. 

 

  

Fig. 9: Potential groundwater recharge zones in the Man River basin.
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 • Women and community participation, mass awareness, 
adoption of advanced irrigation system etc will play 
an important role in conserving and developing the 
precious water resources. 
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ABSTRACT
The study gives the elimination of two kinds of antibiotics, tetracycline (TC) and cefradine (CF) by 
adsorption process, on the biochar derived from cornstalk. Dense, multifaceted and thick fragments 
of raw cornstalk almost all vanished at a pyrolytic temperature above 400°C. The carbon content 
increased from 60.48% of the raw cornstalk to 75.5% of the cornstalk biochar pyrolyzed at 600°C 
(BC600), while the oxygen content decreased from 17.31% to 6.94%. The uptake of each TC and CF 
on the cornstalk biochar was highly pH-dependent. The maximum adsorption capacities of TC and CF 
at 298 K calculated from the Langmuir mannequin have been 28.0 and 38.0 mg/g, respectively. The 
Columbic interaction and π–π electron-donor-acceptor interaction between cornstalk biochar and CF/
TC molecules played the main role. The experimental records were well outfitted by way of the ability of 
the pseudo-second-order kinetics model, indicating a possible chemisorption process to some extent. 
Isotherm result implied that both adsorption and partitioning contributed to the uptake of TC and CF 
onto BC600.

INTRODUCTION

For wastewater treatment, adsorption technology has become 
the most familiar, attractive and effective. For, adsorption 
technology, without production of any other toxic by-
products or intermediates pollutants, contaminants could be 
attached on the adsorptive materials surface area and can be 
easily removed or separated from treated water by filtration 
or centrifugation (Ali et al. 2012, Qu 2008). As such, many 
adsorbents have been found and synthesized for eliminating 
inorganic pollutants (e.g. heavy metals, arsenic and fluoride 
etc.) and organic pollutants (e.g. antibiotics, dyes, PPCP’s, 
pesticides, etc.) from wastewater. Carbon-containing 
adsorbents are usually the most useful for eliminating organic 
pollutants due to their large surface area, high affinity towards 
organic compounds, and easy to reuse and regeneration. 
For wastewater treatment, low-cost and efficient biochars, 
which are mostly derived from agricultural wastes or 
natural biomass, have attracted increasing preference. The 
preparation of biochar offers the chance to turn bioenergy 
into a carbon-negative industry, with carbon sequestration 
and gas capture, which are expected to be a carbon-neutral 
energy source (Lehmann 2007, Lee et al. 2010). Also, biochar 
has proved an important role in climate change extenuation, 

energy production, waste management, soil improvement and 
environmental management (Ahmad et al. 2014, Zhou et al. 
2015, Ge & Qu 2003). For adsorptive elimination of inorganic/
organic pollutants from wastewater and soil, the biochars 
are particularly considered as an environment friendly 
adsorbent (Rokhina et al. 2013, Kim et al. 2005, Polubesova 
et al. 2006). Adsorption capability of different pollutants 
depends on their chemical and physical properties, factors 
affecting are pyrolysis conditions, pyrolysis technologies and 
feedstock even raw biochar has the low capability to remove 
pollutants from wastewater (Figueroa et al. 2004). The use 
of agricultural by-products or wastes for environmental 
protection has received marvellous consideration as they are 
low-cost, abundant in source and renewable (Chen et al. 2018, 
Peng et al. 2017, Wang et al. 2017). There was 7.18 hundred 
million tons of crop straw in 2015 and corn stalks were 
account for 34.2% by Statistical data of Chinese Academy 
of Agricultural Sciences (Da-li et al. 2018), which shows 
an enormous amount of cornstalk biomass. Biochar formed 
by combusting corn stalks (composed of lignin, cellulose, 
and hemicelluloses) under limited oxygen environments 
encompasses high specific surface area, stable structures, 
and a large amount of surface sites, which can be utilized 
to eliminate ecological contaminants (Yang et al. 2017a, 
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Yang et al. 2017b, Yang et al. 2017c). Direct application 
of raw cornstalk for the adsorptive elimination of organic 
pollutants is lack of practical application potential since the 
likely organic leaching from cornstalk results secondary 
pollution problem. As unique characteristics of cornstalk, the 
biochar synthesized from cornstalk is considered to have a 
new porous microstructure and large surface area, resulting 
in improvement of the adsorptive elimination of pollutants. 

Due to not easily degradable, the antibiotics can cause a 
lot of environmental problems in marine environments, the 
antibiotics resistance of bacteria has been increased due to 
remaining antibiotics, aquatic organisms face bioaccumu-
lation and biomagnification by the impact of residue anti-
biotics (Bai et al. 2014,four quinolones, three tetracyclines 
and two macrolides in water, sediment, and biota samples 
from the Liao River Basin, China were investigated in the 
present study. The samples were collected in May 2012, and 
laboratory analyses revealed that antibiotics were widely 
distributed in the Liao River Basin. Macrolides made up the 
majority of antibiotics in the water ranging from not detected 
(ND Gao et al. 2012,distribution and bioaccumulation of 22 
antibiotics, including eight fluoroquinolones (FQs Kim et al. 
2014)the freshwater crustacean Daphnia magna. D. magna 
was exposed to algal food (Pseudokirchneriella subcapitata. 
Tetracycline (TC) and cefradine (CF) have different function-
al groups but have similar molecular weight. To find out some 
important results and comparing the adsorption capacity of 
TC and CF will be motivating. In this study, cornstalk biochar 
was synthesized through a simple and cost-effective pyrolysis 
method, and innovatively applied for adsorptive elimination 
of the two usual emerging PPCPs. To determine and compare 
the adsorption capacity of TC and CF on cornstalk biochar 
a series of batch adsorption experiments were directed and 
adsorption mechanism was discussed as well.

MATERIALS AND METHODS 

Materials 

Tetracycline hydrochloride (TC, molecular weight 444) was 
purchased from Solarbio Lifesciences Company (Beijing, 
China), and Cefradine (CF, A.R.) from Tianjin Fengfan 
Chemical Reagent Company (Tianjin Province, China). All 
the chemicals used were of analytical grade. Deionized (DI) 
water was used to prepare all the solutions. 

Preparation of Cornstalk Biochar

Raw cornstalk was collected from the farmland of Zheng-
zhou (Henan Province). After washing, drying, crushing 
and sieving (using a 40 mesh sieve) the cornstalk biomass 
was put into a ceramic pot with pressed state and enclosed 
with a fitting lid. The cornstalk was pyrolyzed at different 

temperatures for 3 h under an oxygen-limited condition. 
After it was treated with HCl for 12 hours and then after 
filtration, the residues were rinsed with DI water to neutral 
pH and dried in an oven at 80°C overnight. Prepared biochar 
was preserved in a desiccator for further use. The cornstalk 
biochars pyrolyzed at 400°C and 600°C were designated as 
BC400 and BC600, respectively.

Characterization 

By using Philips Quanta-2000 scanning electron microscope 
(SEM) combined with an energy dispersive X-ray (EDX) 
spectrometer, the morphology of the raw cornstalk and 
cornstalk biochars pyrolyzed at different temperatures were 
recorded. To analyse the zeta potential of the cornstalk bio-
char pyrolyzed at 600°C, a zeta potential analyser (Zetasizer 
2000, Malvern Co., UK) was used. Nicolet NEXUS 470 
FTIR spectrophotometer was used for recording spectra of 
Fourier transform infrared spectroscopy (FTIR) in a range 
of 400 to 4000 cm-1. By using surface area and pore-size 
analyser (NOVA 2200 e, USA) and Brunauer, Emmett and 
Teller (BET) method the specific surface area of biochars 
was measured.

Batch Adsorption Experiment

A fresh stock solution of TC and CF was prepared by dis-
solving (500 mg/L) in DI water and stored in a refrigerator 
at 277 K. For experimental work the stock solution was used 
for the preparation of required concentration solutions of CF 
and CF by diluting with DI water of each. In experimental 
work to find out the adsorption isotherms and pH effect, the 
20.0 mg/L concentration of TC or CF was used with the 0.4 
g/L dose of cornstalk biochar. At a constant temperature of 
298 K shaking at 145 rpm for 24 h, samples were collected 
and filtered through a 0.45 μm syringe membrane filter 
before concentration measurement. The pH of the solution 
was adjusted by using diluted HNO3 or NaOH at neutral 
pH except during the pH effect study itself. For the kinetics 
study, 400 mg of cornstalk biochar was added into 1000 mL 
of 20.0 mg/L TC or CF solution.  

Concentration Analyses

A UVmini-1240 spectrophotometer (Shimadzu, Japan) was 
used to analyse the concentrations of TC and CF at the wave-
length of maximum absorption at 360 and 264 nm, respec-
tively (Gao et al. 2012,distribution and bioaccumulation of 
22 antibiotics, including eight fluoroquinolones (FQs Kim et 
al. 2014)the freshwater crustacean Daphnia magna. D. magna 
was exposed to algal food (Pseudokirchneriella subcapitata. 
The adsorption capacities were calculated as follows:

 qe = (Co – Ce)V/W …(1)
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 qt = (Co – Ct)V/W …(2)

Where, qe and qt (mg/g) are the adsorption capacities at 
equilibrium and time t (min); C₀ (mg/L) is the initial concen-
tration of TC or CF in solution, while Ce and Ct (mg/L) are 
the concentrations of TC or CF at equilibrium and t (min), 
respectively; V (L) is the volume of solution, and W (g) is 
the mass of the cornstalk biochar used.

RESULTS AND DISCUSSION

Characterization of Cornstalk and Cornstalk Biochar

SEM and EDX: Fig.1 shows the SEM images of the raw 
cornstalk and the cornstalk biochars pyrolyzed at 400°C 
(BC400) and 600°C (BC600). From Fig.1(a,b), it can 
be seen that the cornstalk mainly consisted of dense and 
multifaceted fragments. After pyrolysis at 400°C, thin flecks 
outweighed and the thick fragments nearly all vanished 
confirming that pyrolysis slashed the natural films of the 
cornstalk compared with the raw cornstalk. The fragments of 
BC400 and BC600 became smaller as showed in Fig.1(c,d), 
so the increase in pyrolytic temperature produced a more 
condensed structure of cornstalk biochar. By EDX the 
contents of C, N and O, molar ratios of O/N, (O+N)/C and 
wt. % values in the raw cornstalk and cornstalk biochar 
are represented in Fig. 2. Cornstalk and cornstalk biochar 
pyrolyzed at 400°C and 600°C were all carbon-rich, with 
C (carbon) contents increasing from 60.5% of the cornstalk 

to 75.5% of the cornstalk biochar pyrolyzed at 600°C. The 
carbon content of cornstalk biochar (75.5%) in this research 
were especially close to that of cornstalk biochar treated 
by pyrolysis in an N2 environment at 600oC as shown by 
elemental analysis (Yao et al. 2014). Also, the N content 
increased gradually from 3.1% of the raw cornstalk to 
6.0% of the cornstalk biochar BC600. The increased N 
content was also observed by other researchers (Sun et al. 
2014, Avilez 2012, Al-Wabel et al. 2013)ash content, pH, 
electrical conductivity, basic functional groups, carbon 
stability, and total content of C, N, P, K, Ca, and Mg 
increased while biochar yield, total content of O, H and S, 
unstable form of organic C and acidic functional groups 
decreased. The ratios of O/C, H/C, (O. +. N and in specific, 
the O contents dropped from 17.3% of the raw cornstalk to 
6.9% of the cornstalk biochar. 

Before and after pyrolysis treatment the relative molar 
ratios of O/C and (O+N)/C could imitate the change to some 
extent of surface hydrophilicity and functional groups of the 
raw cornstalk and biochars. The molar ratios of O/N and 
(O+N)/C decreased from 21.5% to 6.9% and from 25.9% 
to 13.7%, respectively on BC600. The decrease of (O+N)/C 
molar ratio showed the loss of the surface polar functional 
groups while the fall of O/N molar ratio showed that the bi-
ochar surface became less hydrophilic (Chen & Chen 2009, 
Chun et al. 2004, Cornelissen & Gustafsson 2005). Above 
discussion signifies that biochar derived from cornstalk could 
have a certain amount of polar functional groups on the 
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Fig. 1: Scanning electron microscopy images of the raw cornstalk (a, b) and cornstalk biochars BC400 (c) and BC600 (d). 
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surface and facilitate the diffusion and adsorption of polar 
organic pollutants on the biochar surface.

BET surface area: Specific surface area and pore structure 
characteristics of the biochar were measured by BET method 
as illustrated in Fig. 3. The surface area of cornstalk biochar 
was 315.8 m2/g, and pore size 5.58 nm, respectively, while the 
raw cornstalk surface area was 1.3 m2/g, and pore size 1.98 
nm. The results of the analysis suggested that the cornstalk 
biochar contained high surface area and total pore volume 
compared with other sludge-based activated carbon materials 
(Li et al. 2011)specific surface area, zeta potential, scanning 
electron microscope and X-ray diffraction. Adsorption 
experiments were conducted as function of particle size, 
SAC dosage, pH, salt concentration, contact time and initial 
concentration. Desorption of dyes on SAC was studied in 
deionized water with different pH values and the dye-ex-
hausted carbon was regenerated by thermal treatment. The 
results showed that the equilibrium adsorption data were well 
represented by the Langmuir isotherm equation. The maxi-
mum adsorption capacity (263.16. mg/g for MB and 34.36. 
mg/g for RR 24. It was reported that specific surface area of 
activated carbon prepared from paper mill sewage sludge by 
carbonization at low temperature was about 130-140 m2/g 

(Monsalvo et al. 2011), while BET surface areas of activated 
carbons prepared from dried sewage sludge using CO2, air 
and KOH as activating agents were below 100 m2/g. Even 
though, the biochar usually has a lower specific surface area 
than commercial activated carbons, which typically have a 
specific surface area of about 400~1,500 m2/g. The biochar 
was classified as mesoporous material with an average pore 
size falling in the range of 2-50 nm (Chen et al. 2011). These 
results suggested that biochar with higher surface area and 
more pore volume may be used as potential adsorbent.

FTIR: The FTIR spectra of cornstalk and cornstalk biochar 
samples prepared at different pyrolytic temperatures are 
shown in Fig. 4. First, the strong band at 3,420 cm−1 repre-
sents the stretching vibration of the hydroxyl group (OH), 
which became weaker with increasing pyrolytic temperature. 
This indicated the significant loss of moisture and water of 
hydration, as a consequence of pyrolysis. Secondly, the bands 
at 2,903 cm−1 (aliphatic C-H stretching), at 1,035 cm−1 and 
1,105 cm−1 (C-O-C), at 1,247 cm−1 (CH2) and (C-O in the 
acetyl group) almost disappeared after heating to 400°C 
simultaneously, while the intensity at 1,607 cm−1 (aromatic 
C=C and C=O), faded (Chen & Chen 2009, Zhu et al. 2014, 
Luo et al. 2014). The FTIR data study behaviour coordinat-
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Fig. 2: Changes in element contents (wt%) of C, N, O and the molar ratios (%) of O/N and (O+N)/C in the raw cornstalk, and cornstalk biochars 
BC400 and BC600.
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Fig. 3: BET surface areas and average pore sizes of the raw cornstalk, cornstalk biochars BC400 and BC600.
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Fig. 4: FTIR spectra of the raw cornstalk, and cornstalk biochars samples prepared under pyrolysis temperatures from 100°C to 600°C.
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Fig. 5: Effect of solution pH on the adsorption of TC (a) and CF (b) by using BC600.

ed with EDX observations. Finally, the band at 1,700 cm−1 
(C=O) eliminated, which is in accordance with other studies, 
as the elimination of the band at 1,700 cm−1 was observed by 
other researchers (Zhu et al. 2014, Luo et al. 2014, Carvalho 
et al. 2011). This implied that the content of C=N functional 
groups among oxygen-containing functional groups in-
creased while the concentration of other oxygen-containing 
functional groups diminished concurrently.

Effect of Solution pH on the Adsorption of TC and CF

To eliminate the TC and CF from wastewater, cornstalk 
biochar BC600 was preferred based on the stability and 
surface properties. The uptake of CF was higher than that 
of TC at a low adsorbate concentration, and the removal of 
both TC and CF decreased gradually with increasing solu-
tion pH (Song et al. 2019). Fig.5(a, b) shows the effect of 
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solution pH in the pH range of 3.0 to 11.0. It is found that 
the removal efficiency of TC and CF from wastewater was 
highly pH-dependent and was higher in acidic condition as 
compared to alkaline condition, which was the indication 
of H-bond formation during adsorption. The experimental 
results show that the optimum adsorption for both TC and 
CF was achieved at pH 3.0 with the adsorption capacities of 
12.0 and 28.7 mg/g, respectively which decreased with the 
increase in solution pH. The adsorption of TC was less than 
that of CF in the testing pH range. Commonly, the surface 
charge of the biochar should be significantly pretentious by 
solution pH and a more negatively-charged biochar surface 
is hypothetically promising for the adsorption of positively 
charged contaminants due to Columbic attraction (Ahmadza-
deh et al. 2015). Fig. 6 represents the Zeta potential of the 
biochar BC600 as a function of solution pH. With the in-
creasing solution pH, the surface charge of BC600 in the pH 
range of 3.0~10.0 turned to be more negative. Though TC and 
CF have alike molecular weight, they would be in different 
ionic forms in water due to protonation or deprotonation of 
their unlike functional groups at different pHs. Amphoteric 
TC molecules may mostly exist in a cationic form at pH < 
3.3, resulting from the protonation of dimethyl ammonium 
group. At the pH ranging from 3.3 to 7.68, it would present 
as a zwitterion due to the loss of a proton from the phenolic 
diketone moiety. At pH > 7.68, it mostly occurs as an anion 
when the tricarbonyl system and phenolic diketone moiety 
deprotonated (Kulshrestha et al. 2004, Liu et al. 2012). In 
comparison, the CF molecules having characteristic func-
tional groups, including amino group and a carboxyl group, 
have pKa values of 7.3 and 2.5. It was thus assumed that CF 

molecules could become more negatively charged at lower 
solution pH than TC. Compared to TC, minor adsorption of 
CF was estimated as an importance of a greater Columbic 
repulsion force between CF and BC600. But, it was examined 
that the uptake of CF was higher than that of TC within the 
whole pH range. Moreover, there was same alteration on the 
adsorption presentation of BC 600 for both CF and TC at pH 
> 7 in which the Columbic repulsion between BC600 and CF/
TC molecules should be higher with the increasing pH. So 
it could be determined that the Columbic interaction among 
cornstalk biochar and CF/TC molecules would somewhat 
affect the adsorption process. Meanwhile, the cornstalk bio-
char BC600 could work as π-electron donors because it had 
a highly graphitized surface with relatively high π-electron 
density. The TC and CF molecules were usually observed 
as π-electron acceptors, prominent to a mechanism of π–π 
electron-donor-acceptor (EDA) interaction involved in the 
improvement of adsorption onto BC600 (Teixidó et al. 
2011, Zheng et al. 2013, Jing et al. 2014). Also, based 
on the results of pH effect, the zeta potential of biochar and 
species distribution of TC/CF under different solution pH, 
the effect of Coulombic force between biochar and TC/
CF on the adsorption should be neglectable. The π–π elec-
tron-donor-acceptor (EDA) interaction between BC600 and 
CF was stronger than TC, yielding a comparatively higher 
adsorption capacity of CF on BC600 (Song et al. 2019). As 
the protonated and neutral species of TC and CF were more 
effective π-electron acceptors, a slight reduction in TC and 
CF uptake was expected under alkaline conditions. This was 
consistent with results from the pH effect study. Thereby, it 
was deduced that the EDA interaction between BC600 and 
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Fig. 6: Zeta potentials of cornstalk biochar BC600. Biochar dose = 200 mg/L, ionic strength 0.01 M NaNO3, equilibrium time 48 h.
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CF was stronger than that between BC600 and TC, yielding 
a comparatively higher uptake of CF on BC600.

Adsorption Kinetics

Adsorption kinetics of TC and CF onto the cornstalk biochar 
BC600 was investigated at pH 5.0, 7.0 and 9.0, respectively. 
Similar adsorption kinetics performances were observed 
for both the antibiotics. For simplicity, only the adsorption 
kinetics of TC and CF are presented in Figs. 7 and 8. Two 
kinetic models including pseudo-first-order and pseudo-sec-
ond-order models were used to fit the kinetics data. The 
mathematical equations of the linear and non-linear models 
of the pseudo-first-order and the pseudo-second-order ki-
netics are those available in the literature (Lagergren 1898, 
Ho & McKay 1999): 

 qt = qe (1 − e −k
1
t ) …(3)

 ln(qe – qt) = lnqe – k1t …(4)
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Where, qe and qt are the adsorption capacities (mg/g) 
at equilibrium and at time t (minutes), respectively; and 
k1 (min–1)and k2 (g/mg.min) are the related adsorption rate 
constants for the pseudo-first-order and the pseudo-sec-
ond-order model, respectively. Based on the correlation 
coefficients (R2), the experimental data can be better fitted 
by the pseudo-second-order kinetics model in both linear and 
nonlinear forms, indicating that the uptake of TC onto the 
cornstalk biochar might be a chemisorption process to some 
extent. According to the values of k2, the adsorption of TC 
on cornstalk biochar BC600 at pH 7.0 was relatively faster 
than that at pH 5 and 9. This was beneficial for its practical 
application on the treatment of contaminated natural water 
(pH at around 6.8).

Adsorption Isotherms

Adsorption isotherms are the basis for analysing adsorption 
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Fig. 7: Linear adsorption kinetics (a, c) and (b, d) for the pseudo-first-order and the pseudo-second-order models for TC and CF respectively. 
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Fig. 8: Nonlinear pseudo-first-order and pseudo-second-order kinetic simulation for the adsorption of TC (a) and CF (b) respectively. 
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Fig. 9: Langmuir and Freundlich isotherm simulation for the adsorption of TC (a) and CF (b) respectively.

capacity and designing adsorption experiments. In this study, 
two classical isotherm models, Langmuir equation and  
Freundlich equation were used to fitting the experimental 
data. 

The equations are as follows:
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Where, qe equilibrium adsorption amount (mg/g); qm is 

the maximum adsorption capacity (mg/g); Ce equilibrium 
concentration of the adsorbate in the solution (mg/L); kL is 
Langmuir isotherm constant (L/mg), related to the energy of 
adsorption); kF is the Freundlich isotherm constant (related 
to the adsorption capacity and strength of the adsorbent); n 
isothermal constants. The results of the adsorption isotherms 
of Langmuir and Freundlich models for the adsorption of TC 
and CF on cornstalk biochar are shown in Fig. 9.

From Table 1, we can see that the adsorption of TC on 
cornstalk biochar was more in line with Freundlich isotherm, 

Table 1: Langmuir and Freundlich isotherm parameters for adsorption of TC on cornstalk biochar at different temperatures.

Temperature Langmuir isotherm Freundlich isotherm

qm (mg/g) KL (L/mg) R2 kF n R2

288K 14.98 3.376×10-2 0.942 2.495 3.172 0.975

298K 32.94 1.737×10-2 0.926 3.076 2.505 0.976

308K 53.9 1.877×10-2 0.914 5.456 2.577 0.968
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and the correlation coefficient is above 0.96. However, it 
can be seen from Langmuir isotherm that as the temperature 
increases, qm increases, which is an endothermic reaction.

The thermodynamic function of the reaction is calculated 
using the following equations：

 Gibbs equation：πG°=RT lnK  …(9)

 Van’t Hoff equation：πG°=πH°-TπS°  …(10)

Where: πG° is the standard adsorption Gibbs free energy 
(J/mol), πS° is the standard adsorption entropy change (J•mol-
1•K-1), πH° is the standard adsorption entropy change (KJ/
mol), and R is the gas molar constant (8.314 J•mol-1•K-1), 
T is the thermodynamic temperature (K), and K is the equi-
librium adsorption constant. In the actual calculation of 
thermodynamic parameters, the following method was used. 
At different temperatures and different qe, the correspond-
ing Ce was calculated according to the Freundlich isotherm 
equation at different temperatures, and the corresponding K 

value was obtained. By using qe as the abscissa and ln(qe/
Ce) as the ordinate under different temperatures and different 
qe, plot Fig.10(a), and then the corresponding K value was 
obtained, and πG° to map T to Fig.10 (b) was used to obtain 
a straight line from the slope and intercept of the line πH° 
and πS° respectively, as given in Table 2.

It can be seen from Table 2 that the process of adsorbing 
TC by cornstalk biochar is spontaneous and an endothermic 
reaction. The positive value of πH° indicates that the process 
absorbs heat, and the elevated temperature favours the oc-
currence of adsorption reaction, which is consistent with the 
experimental theoretical maximum equilibrium adsorption 
amount. πS° is a positive value, indicating that the adsorption 
process is an entropy increase reaction. πG° is a negative 
value, indicating that the reaction is a spontaneous reaction 
process, and πG° decreases with increasing temperature, in-
dicating that the higher the temperature, the more favourable 
the adsorption process of TC adsorption by cornstalk biochar.
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Fig. 10: Thermodynamic parameters (a, b) for TC adsorption on cornstalk biochar.

Table 2: Thermodynamic parameters at different reaction temperatures.

Temperature lnK πG° (kJ/mol) πH° (kJ/mol) πS° (J·mol-1·K-1)

288K 0.2998 -0.718 34.02 120.30

298K 0.6655 -1.649 34.02 120.30

308K 1.220 -3.124 34.02 120.30

Table 3: Langmuir and Freundlich isotherm parameters of CF adsorption on cornstalk biochar at different temperatures.

Temperature Langmuir isotherm Freundlich isotherm

qm (mg/g) KL (L/mg) R2 kF n R2

288K 21.20 0.538 0.830 12.552 8.021 0.953

298K 37.56 0.124 0.752 9.873 3.334 0.947

308K 50.51 0.103 0.861 11.488 3.015 0.974
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For CF the thermodynamic function of the reaction was 
calculated using the equations (9) and (10). From Table 3, 
we can see that the adsorption of CF on corn straw biochar 
is more in line with Freundlich isotherm, and the correla-
tion coefficient is above 0.94. However, it can be seen from 
Langmuir isotherm that as the temperature increases, qm 
increases, which is an endothermic reaction. 

The positive value of πH° indicates that adsorption of 
CF by cornstalk biochar is a spontaneous process and an 
endothermic reaction that absorbs heat, and the elevated 
temperature favours the occurrence of adsorption reaction, 
which is consistent with the experimental theoretical maxi-
mum equilibrium adsorption amount. πS° is a positive value, 
indicating that the adsorption process is an entropy increase 
reaction. πG° is a negative value, indicating that the reaction 
is a spontaneous reaction process, and πG° decreases with 
increasing temperature, indicating that the higher the tem-
perature, the more favourable the adsorption process of CF 
on cornstalk biochar adsorption.

Effect of Natural Organic Matter on the Adsorption of 
TC and CF

We have checked the effect of the amount of natural material 
quantity on the adsorption of TC and CF as give in the graphs 
(a) and (b) of Fig. 11. The adsorption of TC at 20 mg/L was 
just 20.21 mg/g, while in the case of CF at 20 mg/L was 

increased to a value of 93.00 mg/g. Hence, we can conclude 
without any doubt that CF has a higher adsorption capacity 
than TC on the cornstalk biochar BC600.

CONCLUSION

A simple pyrolysis process was used for the preparation of 
cornstalk biochar which can be used for relative adsorption 
of two antibiotics tetracycline (TC) and cefradine (CF). The 
dens morphology of geared up cornstalk biochar pyrolyzed at 
600°C (BC600) had a more condensed configuration, which 
is responsible to make biochar developed greater hydrophobic 
and carbon-rich with increasing pyrolytic temperature. The 
uptake of TC and CF decreased step by step with higher pH 
whilst the uptake of CF used to be certainly greater than that 
of TC at a low adsorbate concentration. Based on the effects of 
pH effect, the zeta potential of biochar and distribution kinds 
of TC/CF beneath exclusive solution pH, impact of Coulombic 
force between biochar and TC/CF on the adsorption have to 
be neglectable. The π–π electron-donor-acceptor (EDA) inter-
action between CF and BC600 used to be higher than TC, 
and resilient a relatively greater adsorption potential of CF on 
BC600. Kinetics statistics can be fitted out higher by means of 
the use of the pseudo-second-order kinetic model, indicating a 
possible chemisorption process to some extent. Isotherms learn 
about advised that both ground adsorption and partitioning 
contributed to the uptake of TC and CF onto BC600.
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TC - Tetracycline
CF - Cefradine
EDA - Electron-donor-acceptor 
PPCPs - Pharmaceutical and personal care products
DI water - Deionized water
Biochar - BC
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EDX - Energy dispersive X-ray 
BET - Brunauer, Emmett and Teller
FTIR - Fourier transform infrared spectroscopy
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ABSTRACT
A new adsorbent modified from orange peel (OP) was successfully synthesized by ethylenediamine 
crosslinking method to remove Cr(VI) from wastewater. The modified orange peel powder (MOPP) was 
investigated in a batch adsorption system, including both equilibrium adsorption isotherms and kinetics. 
Effects of several factors, including adsorbent dose, initial pH and Cr(VI) concentration were studied. 
The data indicated that the pH was not an essential factor that affected the adsorption process, it has a 
wide pH range from 4 to 10, and high adsorbent dose and lower Cr(VI) concentration could increase the 
Cr(VI) removal efficiency. Equilibrium data were analysed using the Langmuir, Freundlich and Temkin 
isotherm models and found to be well represented by the Langmuir isotherm model. The maximum 
capacity (qmax) obtained from Langmuir model was 52.08 mg/g at pH 6.0. The kinetics of adsorption 
followed the pseudo-second-order kinetic equation. The results suggest that MOPP is an inexpensive 
and efficient adsorbent for removing Cr(VI) from aqueous solution. 

INTRODUCTION

The chromium ion is ubiquitous in surface and groundwater 
since it is widely used in industries such as plastics, pigments, 
wood preservatives, electroplating, leather tanning, cement, 
mining, dyeing and fertilizers (Altundogan et al. 2005, Gu et 
al. 2013). Chromium is mainly present in the form of trivalent 
chromium and hexavalent chromium in the aquatic environ-
ment, in which Cr(III) tend to form precipitation, low mobility 
and low toxicity. On the contrary, Cr(VI) is soluble in water, 
easy to migrate and toxic, which is one of the three interna-
tionally recognized carcinogenic metals and one of the eight 
most harmful chemicals to human beings (Hu et al. 2016). 
Hexavalent chromium can precipitate some proteins in human 
blood, causing anaemia, nephritis, neuritis and other diseases. 
Long-term contact with hexavalent chromium can also cause 
respiratory tract inflammation and induce lung cancer (Kotaś 
et al. 2000). According to the recommendation of the World 
Health Organization (WHO), the maximum allowable limit of 
hexavalent chromium in drinking water is 0.05 mg/L. Therefore, 
considering the protection of aquatic environments and require-
ment on the discharge limits, it is of significant importance to 
reduce the Cr(VI) concentration in various sources before they 
are discharged into water (Zhou et al. 2015). 

At present, the removal methods of hexavalent chromium 
in sewage include chemical precipitation, ion exchange, 
reverse osmosis, electrochemical generation, and photocat-
alytic oxidation. However, these processes are difficult to 
be accepted due to their high cost, low efficiency, secondary 
pollution and unsuitability for multiple pollutants. Among 
these methods, adsorption technology is one of the most ef-
fective methods to remove heavy metals in water. Recently, 
the search for low-cost adsorbents that have metal-binding 
capacity has intensified. Materials locally available in large 
quantities such as natural materials, agricultural wastes or 
industrial by-products can be used as low-cost adsorbents. 
Some of the reported biosorbents include crab shell, wheat 
straw, rice straw, grape bagasse, orange waste and so on. 
However, to use the biomass directly may suffer from lack 
of specificity and poor adsorption capacity. It is observed 
that appropriate modification of the raw adsorbents by crown 
esters, amines, polyethylamine and sulphur bearing groups 
can eliminate the drawbacks and improve their performances 
significantly (Mukhopadhyay et al. 2006).

The orange peel (OP) is a quite abundant agricultural 
waste which can be reused as adsorbent. The valuable waste 
material orange peel (OP) principally consists of cellulose, 
pectin, hemicellulose, lignin, chlorophyll pigments and  
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other low molecular weight hydrocarbons (Feng et al. 2008). 
Cellulose, hemicellulose, and lignin structures have a large 
number of easily available hydroxyl groups that can be used 
for the synthesis of functional polymers (Nakamura et al. 
1992). World’s orange production is estimated to be > 60 
million tons per year (Fernandez et al. 2014). OP is abundant 
in juice industry residues, but many of them abandoned as 
waste without proper utilization. In general, the adsorption 
capacity of crude fruit waste is very low. Hence, in recent 
years, using such fruit residues as functional polymers has 
attracted much interest. For example, Feng et al. (2008) 
prepared a chemically modified orange peel adsorbent by 
hydrolysis of the graft copolymer, which was synthesized 
by the interaction of methyl acrylate and cross-linked or-
ange peel. The results showed that the modified orange peel 
successfully adsorbed 289 mg.g-1 of Copper (II). Liang et 
al. (2009) succeeded in adsorbing 204.50 mg.g-1 Pb2+ in the 
solution by chemically modifying the original orange peel 
by introducing sulphur groups with the carbon disulphide 
treatment in alkaline medium.

This work aimed to prepare a new adsorbent which mod-
ified the orange peel (OP) by ethylenediamine crosslinking 
method and to study the adsorption capacity of Cr(VI). The 
effects of biosorbent dosage, pH, and initial Cr(VI) con-
centration on Cr(VI) removal in solution were investigated. 
Besides this, adsorption isotherms and kinetics were also 
discussed and different adsorption models were used to 
evaluate the experimental data and to illustrate the possible 
adsorption mechanism.

MATERIALS AND METHODS

Materials

All the chemicals used in this study were of pure analytical 
grade. Stock solutions of heavy metals were prepared by 
dissolving K2Cr2O7 in double-distilled water and then diluted 
to desired concentrations. The adsorbent used in this study 
was prepared by collecting the fruits from a local market 
in Shaoxing, Zhejiang, China. N, N-dimethylformamide 
(C3H7NO), epichlorohydrin (C3H5ClO), ethylenediamine 
(C2H8N2), triethylamine(C6H15N), and all the other reagents 
were purchased from the Sinopharm Group Chemical Rea-
gent Co., Ltd., China. All these chemicals were of analytical 
grade and used as received. 

Preparation of Cationic Adsorbent

The OP was first washed with double distilled water to 
remove dirt and other particulate matter, and then dried at 
60°C inside a convection oven for 24 h. The dried sample 
was ground and sieved to the desired mesh size (100-250 

mesh). To 8 g of OP were added 20 mL of epichlorohydrin 
and 16 mL of N, N-dimethylformamide (DMF) in a 250-mL 
three-neck round-bottom flask at 85°C for 1 h. Next, 6 mL 
of ethylenediamine was added and the mixture was stirred 
for 1 h at 85°C. Finally, 15 mL of 99% triethylamine (w/w) 
was added and stirred for 3 h at 85°C. The primary product 
was washed with double distilled water until the eluant was 
neutral, and then dried overnight at 60°C and sieved to obtain 
particles. The prepared MOPP was stored in a desiccator for 
further use.

Batch Experiments

Batch equilibrium studies were carried out by adding a fixed 
amount of MOPP to 250-mL sealed conical flasks containing 
100 mL of different initial concentrations of Cr(VI) solution. 
The flasks were placed in a shaking thermostat machine 
at a speed of 150 r/min. Aqueous samples (5 mL) were 
withdrawn at equilibrium and filtered using a 0.45-μm filter. 
The adsorption capacities of MOPP were calculated under 
different environmental conditions to understand their effects 
on the reaction. The equilibrium adsorbed concentration, qe  
(mg.g-1), was determined according to the following equation:
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capacity; V (L) is the volume of the solution, and W (g) is the mass of the adsorbent. 

In addition, all the adsorption experiments were conducted in duplicate, and the mean 

values were calculated. The results were reproducible at most 5% error. 

RESULTS AND DISCUSSION  

Scanning Electron Microscopy Analysis 

The morphology of OP and MOPP is presented in Fig. 1 (SEM image). The surface of 

the OP has well-structured layers without a well-defined direction, cavities and 

channels can be observed. These features are typical for adsorption materials. When 

comparing the SEM images of OP and MOPP, structural changes are evident with the 

latter showing a more porous and irregular surface. This led to physical and chemical 

cross-linking on the surface of adsorbent to enhance adsorption (Singh et al. 2014 ). 

Based on this fact, it can be determined that MOPP present an adequate morphology 
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Where, C0 and Ce (mg.L-1) represent the liquid-phase 
concentrations of Cr(VI) initially and at equilibrium, respec-
tively; qe (mg.g-1) is the equilibrium adsorption capacity; V 
(L) is the volume of the solution, and W (g) is the mass of the 
adsorbent. In addition, all the adsorption experiments were 
conducted in duplicate, and the mean values were calculated. 
The results were reproducible at most 5% error.

RESULTS AND DISCUSSION 

Scanning Electron Microscopy Analysis

The morphology of OP and MOPP is presented in Fig. 1 
(SEM image). The surface of the OP has well-structured 
layers without a well-defined direction, cavities and channels 
can be observed. These features are typical for adsorption 
materials. When comparing the SEM images of OP and 
MOPP, structural changes are evident with the latter showing 
a more porous and irregular surface. This led to physical and 
chemical cross-linking on the surface of adsorbent to enhance 
adsorption (Singh et al. 2014). Based on this fact, it can be 
determined that MOPP present an adequate morphology for 
metal adsorption. 

FTIR Spectroscopy Analysis

Fourier transform infrared spectroscopy (FTIR) was used to 
identify the functional groups responsible for Cr(VI) uptake. 
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The infrared spectra of OP and MOPP are shown in Fig. 2. In 
OP spectrum, at a wavelength of about 3420 cm-1, the broad 
and strong absorption peak corresponds to the O-H tensile 
vibration of alcohols, which stretching vibration region is 
from 3750cm-1 to 3000cm-1. The compositions of OP, like 
hemicellulose, cellulose, pectin and lignin including phenols 
and carboxylic acids indicate the presence of “free” hydroxyl 
groups on the surface of the adsorbent (Gnanasambandam 
et al. 2000). The peak at 2912 cm-1 is caused by the C-H 
stretching vibration on the saturated carbon in the aliphatic 
acids. The peak observed at 2368 cm-1 may be is the area of 
triple bond and a cumulative double bond. The absorption of 
carboxyl group occurs most often in the region of 1755-1670 
cm-1, therefore, the peak in the spectrum is corresponding to 
the tensile vibration of the bond caused by non-ionic oxycar-
byl (-COOH, -COCH3) (Say et al. 2003). The peaks at 1644 
cm-1 and 1520 cm-1 are located in the double bond telescopic 
vibration region, which mainly includes the stretching vibra-
tion of carbon-carbon double bond, carbon-nitrogen double 
bond, nitrogen-nitrogen double bond, etc. The 1060 cm-1 
peak may be caused by the stretching vibration of C-OH of 
ethanol group and carboxylic acid (Sengil & Ozacar 2009). 

Compared with OP, the spectrum of MOPP after modifica-
tion can be seen that the peak caused by the C-H stretching 
vibration is not obvious. Carboxyl peak was disappeared 
around 1752 cm-1 and a new peak was discovered at 1647 
cm-1. This shows that some functional groups have been 
successfully modified.

Effect of solution initial pH

Solution pH is an important controlling parameter that 
strongly influences the adsorption of metals onto the sol-
id-liquid interface (Chen et al. 2010). Batch adsorption 
experiments were carried out by varying the pH between 4.0 
and 10.0 under optimized conditions of 200 mg.L-1 initial 
concentration and 1 g.L-1 MOPP to identify the Cr(VI) uptake 
capacity of the adsorbent, and the results are shown in Fig. 
3. At this pH range, the Cr(VI) sorption capacity of MOPP 
was all above 22.32 mg.L-1, and the maximum adsorption 
occurred at pH 6.0 (25.76 mg.g-1). It could be seen from the 
figure that pH was not a considerable factor in this study, 
which makes it economical for wastewater treatment. The 
most effective pH was found to be 6.0 and it was used in 
further studies.
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Fig. 1: SEM images of OP (a) and MOPP (b) of magnifications of 1000 times. 
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Fig. 1: SEM images of OP (a) and MOPP (b) of magnifications of 1000 times.
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Fig. 2: FT-IR spectra of orange peel before and after modification by 

ethylenediamine. 
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Effect of adsorbent dose

The effect of the adsorbent dosage on the removal of Cr(VI) 
in solution was investigated under the conditions of pH 6 and 
200 mg.L-1 solution concentration. The results are shown 
in Fig. 4. The removal amount of Cr(VI) ions increased 
significantly from 23.22 to 28.01 mg.g-1, with adsorbent 
concentration increasing from 1 to 3 g.L-1. With increasing 
adsorbent concentration, greater surface area and more ad-
sorption sites became available for adsorption, and almost all 
the Cr(VI) ions were adsorbed when the concentration was 
increased to 3 g.L-1. So, it could be concluded that further 
increasing the concentration, and when it reached 3 g.L-1, 
had a negligible effect on Cr(VI) removal.

Effect of Contact Time and Initial Concentration

The adsorption of Cr(VI) onto MOPP at different initial 
concentrations was studied as a function of time to determine 

the point of equilibrium under the condition of pH 6 and  
2 g.L-1 MOPP, as shown in Fig. 5. The adsorption capacity 
increased with increasing Cr(VI) ions concentration in the 
medium, and when the initial Cr(VI) concentration increased 
from 50 to 600 mg.L-1, the Cr(VI) uptake capacity of the 
MOPP increased from 5.39 to 59.43 mg.g-1. This may be 
attributed to the higher initial Cr(VI) concentration leading 
to faster and more strongly binding sites compared to lower 
concentrations of Cr(VI) at the same dose of adsorbent 
(Baral et al. 2009). It was also observed that adsorption of 
Cr(VI) ions onto MOPP was rather quick, and after 60 min, 
complete adsorption equilibrium was obtained. For the sake 
of the combined experiments, all further studies were carried 
out for 90 min. The initially higher rate was probably due 
to the high affinity of the interacting groups on the surface 
of MOPP. Once the exterior surface reached saturation, the 
Cr(VI) ions penetrated through the pores and were adsorbed 
inside them. Besides, the curves were single, smooth, and 
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continuous toward saturation, indicating the formation of 
monolayer coverage of Cr(VI) on the MOPP surface (Lu-
go-Lugo et al. 2012).

Adsorption Kinetics Study

Adsorption kinetics is one of the most essential characteristics 
which govern the solute uptake rate; it represents the 

adsorption capacity of the adsorbent and therefore, 
determines its potential applications. It could be seen from  
Fig. 6(a) and (b) that with the increase of initial concentration, 
more Cr(VI) was adsorbed onto the MOPP, also the time to 
achieve adsorption equilibrium was prolonged. However, 
it still can be concluded that all the adsorption processes 
proceed rapidly and this observed rapid kinetics has 
significant practical importance as it could be used for the 
scale-up to a larger system. 

The kinetic experiments were carried out and data were 
fitted into the pseudo-first-order, pseudo-second-order 
and intraparticle diffusion models respectively. The pseu-
do-first-order model is represented by the following equation 
(Chairat et al. 2006):
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Where, k2 (g mg-1 min) is the rate constant for the pseu-
do-second-order adsorption kinetics. Values of k2 and qe for 
different initial concentrations of Cr(VI) were calculated 
from the slope and intercept of the linear plot of t/qt versus 
t. The plot of t/qt versus t at 25°C is shown in Fig. 6 (b). 

The modelled parameters from pseudo-first and pseudo-
second-order adsorption kinetic equations and the intraparticle 
diffusion equation are given in Table 1. The linear plots 
of t/qt versus t indicated a good agreement between the 
experimental and calculated qe values for different initial 
Cr(VI) concentrations. Furthermore, the correlation 
coefficients of the pseudo-second-order kinetic model 
(R2 = 0.9802) were greater than that of the pseudo-first-
order model (R2 = 0.9105), which indicated that the 
pseudo-second-order was more suitable for describing the 
adsorption of Cr(VI) on MOPP. This strongly suggested 
that the reaction between Cr(VI) and MOOP was chemical 
adsorption or chemisorption (Suksabye et al. 2008). 
A similar phenomenon has been observed in Cr(VI) 
adsorption by used coir pith (Suksabye et al. 2008), Leersia 
hexandra biomass (Li et al. 2009), and ethylenediamine-
modified rice hull (Tang et al. 2003).
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Fig. 3: Effect of pH on the kinetics of Cr(VI) removal by cation adsorbent. 
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Fig. 5: Effect of initial Cr(VI) concentration on the kinetics of Cr(VI) 
removal by cation adsorbent.
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Fig. 5: Effect of initial Cr(VI) concentration on the kinetics of Cr(VI) removal 

by cation adsorbent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Simulated results of pseudo-first-order kinetics (a); pseudo-second-order        

kinetics (b) at different initial Cr(VI) concentrations. 
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Table 1: Comparisons of rate constants and calculated qe by the pseudo-first-order kinetics, pseudo-second-order kinetics at different initial Cr(VI) 
concentrations.

ρ Cr(VI)
(mg.L-1)

Experiment

qe(mg.g-1)

Pseudo-first-order kinetics Pseudo-second-order kinetics

R2 qe K1(g mg-1 min-1) R2 qe K2 (g mg-1 min-1)

5 4.8533 1.0000 4.8529 0.2063 1.0000 4.8614 1.6088

10 10.4322 0.9105 8.9681 0.0573 0.9923 10.5932 0.0285

20 25.7601 0.9995 26.6747 0.0663 0.9913 26.6667 0.0093

40 38.3487 0.9606 45.6457 0.0769 0.9930 39.5257 0.0069

60 43.9631 0.9989 44.9159 0.0509 0.9802 46.0829 0.0034

Table 2: Langmuir, Freundlich and Temkin model constants and correlation coefficients for Cr(VI) removal by cation adsorbent at 25°C.

Temperature Langmuir Freundlich Temkin

R2 qm KL (L.mg-1) R2 KF(mg1-nLng-1) N R2 A (L.mg-1) B

25°C 0.9915 52.0833 0.0606 0.9626 3.1606 0.6763 0.9826 1.8125 26.8822

Adsorption Isotherm Analysis

Modelling of adsorption isotherm data is important for pre-
dicting and comparing composite adsorption properties of the 
adsorbent. It provides a comprehensive understanding of the 
nature of the interaction (Mahmoodian et al. 2015). In this 
study, three important isotherms were applied to fit the equi-
librium data: the Langmuir, Freundlich and Temkin isotherms.

Based on the assumption that all the adsorption sites are 
equivalent and adsorption in active sites is independent of 
whether the adjacent is occupied, the Langmuir adsorption 
model can be expressed as (Bhugun et al. 1997):
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Where, KF and n are Freundlich constants related to adsorbent capacity and the sorption 

intensity of the adsorbent, respectively. Temkin isotherm takes into account sorbate-

adsorbent interactions and assumes that fall in the heat of adsorption is linear rather 

than logarithmic. The Temkin isotherm can be expressed in its linear form (Samia et al. 

2016) as: 
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the Freundlich model. This indicated the monolayer adsorption on the homogeneous 
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The well-known logarithmic form of the Freundlich isotherm is expressed by the 

following equation (Elzinga et al 1999): 
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Where, KF and n are Freundlich constants related to adsorbent capacity and the sorption 

intensity of the adsorbent, respectively. Temkin isotherm takes into account sorbate-

adsorbent interactions and assumes that fall in the heat of adsorption is linear rather 

than logarithmic. The Temkin isotherm can be expressed in its linear form (Samia et al. 

2016) as: 
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Where, A is the equilibrium binding constant corresponding to the maximum binding 

energy (L.mg-1) and B is the Temkin constant related to the heat of adsorption. 

From the plot of Lnqe versus LnCe, the intercept and slope give the values of KF and n. 

Fig. 7(a)(b) shows Langmuir and Freundlich adsorption isotherms of MOPP at 25°C. It 

was clear from Fig. 7(a)(b) that data fitted better to Langmuir model in comparison to 

the Freundlich model. This indicated the monolayer adsorption on the homogeneous 

 …(5)

Where, KF and n are Freundlich constants related to 
adsorbent capacity and the sorption intensity of the ad-
sorbent, respectively. Temkin isotherm takes into account 
sorbate-adsorbent interactions and assumes that fall in the 
heat of adsorption is linear rather than logarithmic. The 
Temkin isotherm can be expressed in its linear form (Samia 
et al. 2016) as:

 qe = BLnA + BLnCe …(7)

Table 3: Adsorption capacities of various adsorbents for Cr(VI).

Adsorbent (g.L-1) Major reaction conditions Q m (mg.g-1) Source of information

MOPP [Cr(VI)]0 = 200 mg.L-1,[Adsorbent]0 = 2 g.L-1, T = 293-303 K, pH = 6, 
reaction time = 90 min

52.08 The data from this paper

Wheat straw [Cr(VI)]0 = 11 mg.L-1,[Adsorbent]0  = 1g.L-1, T = 298 K, pH = 2, reaction 
time = 60 min

9.19 (Samia et al. 2016)

aminated rice 
straw-grafted-poly

[Cr(VI)]0 = 100 mg.L-1,[Adsorbent]0 = 0.5 g.L-1, T = 333 K, pH = 2, reaction 
time = 60 hours

140.39 (Lin et al. 2018)

Corn cob ash [Cr(VI)]0 = 500 mg.L-1,[Adsorbent]0 = 20g.L-1, T = 297-299K, pH = 6.2, 
reaction time = 24 hours

4.2 (Singh et al. 2014)

Orange peel 
powder

[Cr(VI)]0 = 500 mg.L-1,[Adsorbent]0 = 20g.L-1, T = 297-299 K, pH = 6.2, 
reaction time = 24 hours

10.2 (Singh et al. 2014)

Sawdust [Cr(VI)]0 = 5 mg.L-1,[Adsorbent]0 = 10 g.L-1, T = 298 K, pH = 6, reaction 
time = 6 hours

3.3 (Srivastava et al. 1986)

Sugar cane bagasse [Cr(VI)]0 = 100 mg.L-1, [Adsorbent]0 = 4 g.L-1,T = 298 K, pH = 1.2, reaction 
time = 24 hours

13.4 (Sharma et al. 1994)
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Where, A is the equilibrium binding constant correspond-
ing to the maximum binding energy (L.mg-1) and B is the 
Temkin constant related to the heat of adsorption.

From the plot of Lnqe versus LnCe, the intercept and slope 
give the values of KF and n. Fig. 7(a)(b) shows Langmuir 
and Freundlich adsorption isotherms of MOPP at 25°C. It 
was clear from Fig. 7(a)(b) that data fitted better to Langmuir 

model in comparison to the Freundlich model. This indicated 
the monolayer adsorption on the homogeneous surface of the 
MOPP adsorbent with identical binding sites. The constants A 
and B were calculated from the slope and intercept of qe versus 
LnCe. From linear regression, the R2 values of 0.8746 for MOPP 
(Table 2), were also lower than Langmuir values. Therefore, the 
adsorption of MOPP was found to be well represented by the 
Langmuir adsorption isotherms, and the maximum adsorption 
capacity of MOPP was 52.08 mg.g-1 calculated by it. In addi-
tion, we compared the adsorption capacity of other materials to 
Cr(VI), and found that MOPP has a good removal effect. The 
specific information is given in Table 3.

CONCLUSION

The potential of modified orange peel (MOPP) for removing 
Cr(VI) from aqueous solutions was studied in the present 
work. Batch experiments showed it an effective adsorbent 
for removal Cr(VI) from aqueous solution. The amount of 
Cr(VI) adsorbed was found to vary with initial solution 
pH, initial Cr(VI) concentrations, contact time, and ad-
sorbent dose. Acidic pH was found to enhance the Cr(VI) 
removal the least. After fitting and analysing the data, it 
was found that the adsorption reaction between MOPP 
and Cr(VI) accorded with pseudo-second-order kinetics 
and was also presented well by the Langmuir adsorption 
isotherms. The maximum monolayer adsorption capacity of 
Cr(VI) was 52.08 mg.g-1 at an optimum pH of 6.0. Based 
on the results, it could be concluded that MOPP is an ef-
fective and efficient adsorbent for the removal of Cr(VI) 
from aqueous solutions.
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ABSTRACT
With the economic growth and massive industrialization, the air quality of China in general and industrial 
regions in specific has saturated with different health hazard pollutants. Among the pollutants, PM2.5 is 
posing some serious threats to the society. In this study we evaluated the correlation between PM2.5 
concentration and 12 different meteorological, vegetation and topographical factors in Beijing, China. 
We used the Difference Index (DI) method and dark pixel method to retrieve the PM2.5 concentration 
of 30m and 1km spatial resolution. Spearman correlation analysis method was used to analyse the 
correlation between PM2.5 concentration and three types of 12 factors. The results showed that the 
forest land can play a major role in decreasing the PM2.5 concentration in the air, as in this study a 
significant drop of (18.78%) was observed in PM2.5 concentration in the regions having coniferous 
forest. Moreover, the PM2.5 reduction rate was positively correlated with forest vegetation coverage 
(FVC). Our results demonstrated that relative humidity, air pressure and water vapour pressure were 
positively correlated with PM2.5, while air temperature and wind speed were negatively correlated. The 
altitude and slope showed a weak negative correlation with PM2.5 concentration, while, aspect was very 
weakly correlated with the PM2.5 concentration. The findings of this study could help design the urban 
green space planning and air pollutioncontrol in the heavily populated urban ecosystems. 

INTRODUCTION

In recent decades China has experienced an exponential in-
frastructural and developmental growth. With the economic 
growth and massive industrialization, the air quality of 
China, in general, and industrial regions in particular have 
saturated with different health hazard pollutants. Among 
the pollutants, the PM2.5 is posing some serious threats to 
society. The distribution of PM2.5 is affected by the emission, 
diffusion and propagation conditions of air pollution sources. 
Moreover, the atmospheric chemical reactions, under specific 
conditions, diffusion of pollen and other particles in the air 
also facilitate its distribution. Recently, many research stud-
ies have been focused on the PM2.5 spatial distribution and 
related factors (Wang 2019), as it provides a reference for the 
effective control and management of atmospheric particles.

The diffusion and propagation of PM2.5 is a very complex 
system, which is affected by many factors. Some studies 
established a direct correlation of spatial distribution of 
PM2.5 with meteorological factors, such as wind speed and 
air pressure etc. (Feng 2019). Table 1 exhibits the findings 
of some studies that are conducted to assess the correlation 
between temperature and particle concentration in 10 years 
(Yang 2009, Li 2011, Liu 2015, Deng 2012. Wang 2019a, 

Hou 2019). It can be seen that the correlation between the 
same factors with PM2.5 concentration may be different in 
different regions. The correlation of the same region, factor 
and different time is not completely consistent.

The leaves, branches and trunks of plants have micro-
structure, rough texture, and secretions such as the wax 
layer that can absorb PM2.5 in its surface. The complex 
three-dimensional structure of forest vegetation, coniferous 
and broad-leaved forests canopy, and groove like tissue 
on leaves surface having a certain degree of humidity and 
roughness, that can effectively intercept and retain fine PM2.5 
found in the air (Zhang 2019). In addition, vegetation cover 
and types and canopy shading and transpiration play an 
important role in the construction of a suitable environment 
for particle deposition, effectively avoiding the environment 
that is not conducive to PM2.5 deposition (Liu 2015). Nowak 
et al. (2006) showed that trees can remove air pollutants 
and improve urban air quality. The estimated total annual 
pollutant removal can reach up to 711 thousand tons in the 
urban ecosystem using trees. Liu et al. (2014) studied the 
correlation between PM2.5 concentration and forest area in 
the Fifth Ring Road of Beijing and their results showed 
that PM2.5 concentration was negatively correlated with air 
temperature and positively correlated with relative humidity. 

    2020pp. 1399-1410  Vol. 19
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 4  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 02-03-2020
Revised:    01-04-2020
Accepted: 15-06-2020

Key Words:
PM2.5
Correlation analysis
Air quality
Water pressure
Topographical conditions

Original Research Paperhttps://doi.org/10.46488/NEPT.2020.v19i04.006



1400 Haiying Feng and Haixia Feng

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

Vegetation cover is an important index to measure the state 
of vegetation and plays an effective role in the concentration 
of PM2.5 (Nowak 2006, Yu et al. 2019). Above ground vege-
tation biomass is the most direct expression of the structure 
and function of the forest ecosystem, which can reflect the 
environmental quality of the ecosystem (Zhang & Buren 
2020). Wind directly affects the propagation of PM2.5, air 
temperature and air pressure play an important role in the 
diffusion, and dilution and transport of PM2.5 (Wang et al. 
2019). In addition, the PM2.5 has certain hygroscopic prop-
erty (Han & Wang 2016). The relative humidity and water 
vapour pressure reflect the moisture content and stability 
of the atmosphere (Wang et al. 2020) and play a significant 
role in the distribution and concentration of PM2.5. There-
fore, this study selected 5 meteorological factors including 
air temperature (temp), relative humidity (RH), wind speed 
(V_wind), air pressure (p) and water vapour pressure (e). 
At the same time, the terrain conditions affect climate and 
vegetation growth. Zhang (2019) studied the concentration 
of particles and the geographical topography in Zhangzhou 
of 2017-2018, found that the geographical topography of 
this city is not conducive to the dilution and diffusion of air 
pollutants. Terrain factors, such as altitude and slope, affect 
the meteorological conditions (e.g. temperature and wind) 
and vegetation growth to a certain extent. This study focused 
to estimate the influence of terrain factors including altitude, 
slope, position and direction on the distribution of PM2.5. 

In this study, we evaluated the correlation of atmospheric par-
ticulate PM2.5 concentration with 3 types of 12 factors (Table 2).

MATERIALS AND METHODS

Overview of the Study Area

Beijing, the capital of China (39°28’-41°03’N，115°25’-
117°30’E) is spanning over an area of 16410.54 km2. It is 
surrounded by mountains on the north, east and west side. 
The terrain is high in the northwest and low in the southeast, 
with the warm and humid zone and semi-humid continental 
monsoon climate. Frequent haze in winter and PM2.5 are the 
main pollutants throughout the year. Beijing has set up 35 
ground air quality monitoring stations and 17 meteorological 
stations (Fig. 1). The zonal vegetation types in Beijing 
are warm temperate deciduous broad-leaved forests and 
temperate coniferous forests (Feng et al. 2015). The results 
of the Eighth National Forest Resources Inventory from 
2009 to 2013 showed that the forest coverage rate of Beijing 
is 35.84%, with the total area of forest land of 1013500 
hectares, and the forest area of 588100 hectares. 

Data Acquisition and Processing

This paper aims to correlate the temporal and spatial distribu-
tion of PM2.5 with meteorological, topographical, vegetation 
and other factors using data obtained from multiple sources 

Table 2: Influence factors of PM2.5 concentration.

Type Factor

Vegetation Forest land type
Forest vegetation coverage
Biomass

Meteorology Temperature

Relative humidity
Wind speed
Air pressure
Water vapour pressure

Topography Altitude
Slope
Aspect,
Slope position

Table 1: Comparison of correlation result between temperature and particles. 

Correlation Author Research area Study period Result

Temp-PM2.5 
concentration

Li-Jinjuan Guiyang July 2008 - Apr. 2009 Positive correlation (+) 

Yang-Rongshi Guiyang Mar 2008 - Nov 2009 Weak correlation

DENG Li-qun Chengdu Aug. 2008 - Sept. 2009 Weak correlation

Liu Ningwei Liaoning Jun. 2012-May. 2013 Negative correlation (-) 

Wang Qian Fuzhou Nov. 2012 Negative correlation (-) 

Hou Zhonxin Qingdao 2014 - 2016 Positive correlation (+) 
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(Table 3). The data acquisition and analysis were carried 
out on the days with less cloud and better remote sensing 
image acquisition effect. The satellite remote sensing data 
were acquired of the year 2016 for dates including March 1, 
May 6, June 8, June 9, June 10, July 24, August 4, October 
19, December 6, December 14, December 18 and December 
19 in 2016, respectively. All the spatial data were unified as 
WGS_1984_UTM_Zone_50N coordinate system. 

Inversion of PM2.5 Concentration

At present, most researchers use the data of ground moni-
toring stations and Geographic Information System (GIS) 
spatial interpolation to obtain the spatial-temporal distri-
bution of PM2.5. This kind of method is greatly influenced 
by the number and distribution of sampling points. There 
are 35 air quality monitoring stations in our study area. The 
monitoring stations are unevenly distributed in the area as are 

 

Fig.1: Monitoring station distribution map of the study area. 

Data Acquisition and Processing 

This paper aims to correlate the temporal and spatial distribution of PM2.5 with 

meteorological, topographical, vegetation and other factors using data obtained from 

multiple sources (Table 3). The data acquisition and analysis were carried out on the 

days with less cloud and better remote sensing image acquisition effect. The satellite 

remote sensing data were acquired of the year 2016 for dates including March 1, May 

6, June 8, June 9, June 10, July 24, August 4, October 19, December 6, December 14, 

December 18 and December 19 in 2016, respectively. All the spatial data were unified 

as WGS_1984_UTM_Zone_50N coordinate system.  

Table 3: Summary of data involved in this paper.  

No. Data Source Application 

1 PM2.5 hourly data for 2016 
Beijing environmental protection 

monitoring centre 

PM2.5 concentration inversion and 

accuracy verification 

2 
Meteorological data in 

2016 
MICAPS 

Interpolation diagram of 

temperature, relative humidity, wind 

speed, air pressure and water 

pressure factors 

Fig.1: Monitoring station distribution map of the study area.

Table 3: Summary of data involved in this paper. 

No. Data Source Application

1 PM2.5 hourly data for 
2016

Beijing environmental protec-
tion monitoring centre

PM2.5 concentration inversion and accuracy verification

2 Meteorological data in 
2016

MICAPS Interpolation diagram of temperature, relative humidity, wind speed, air 
pressure and water pressure factors

3 MOD09GQ surface 
reflectance data

NASA official database website Obtain Vegetation cover inversion (250m)

4 Landsat8 Remote sensing 
image 

Geospatial data cloud official 
website

Obtain particle concentration and vegetation coverage distribution (30M)

5 Global biomass inversion 
data

National integrated earth obser-
vation data sharing platform

Establishment of biomass distribution map database (1km)

6 NPP-VIIRS_SDK Land-
mark reflectivity and 
calibration data

NOAA Official data website Inversion of PM2.5 distribution by AOD(750m)

7 DEM data of Beijing Cold and dry area scientific data 
centre

Altitude, slope and aspect distribution map (1km) 



1402 Haiying Feng and Haixia Feng

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

more concentrated in the central area as compared to suburbs 
(Fig. 1). The accuracy of PM2.5 concentration obtained by 
this method was poor. According to the research of Su et al. 
(2015) the correlation coefficient “r” between aerosol optical 
thickness (AOD) data retrieved from NPP_VIIRS (National 
Polar-orbiting Partnership_Visible Infrared Imaging Radi-
ometer Suite) 750m surface reflectance data and AERONET 
(AErosol RObotic NETwork) ground aerosol remote sensing 
data is 0.7920. In this paper, we used this method to retrieve 
AOD by using the surface reflectance and calibration data of 
VIIRS sensor of NPP satellite, through altitude correction, 
using 6S model, establishing look-up table, and resampling 
it to 1km resolution. According to the transit time of the NPP 
satellite on the same day, we selected the closest ground moni-
toring station to collect the PM2.5 concentration data for model 
fitting. Due to the seasonal difference of AOD, the four seasons 
including Spring (March-May), Summer (June-August), Au-
tumn: (September-November), Winter (December- February) 
were respectively fitted as per the division of meteorology to 
retrieve the concentration and distribution of PM2.5 on that 

day in Beijing. The model accuracy of four seasons are 0.9299 
(spring) , 0.8181 (summer) , 0.8958 (autumn) and 0.8597 
(winter) respectively. To analyze the effect of vegetation on 
the concentration of PM2.5 we followed our previous work 

(Feng et al. 2018) and used near-infrared and infrared bands 
of Landsat 8 data to establish the remote sensing Difference 
Index (DI), and inversed the 30m particle concentration dis-
tribution. The comparison of PM2.5 distribution maps which 
was retrieved using the aerosol inversion method (VIIRS data) 
and the difference index method (Landsat data) on March 1, 
2016 is given in Fig. 2

Vegetation Data Acquisition

Quantification of forest land type: Based on the sub-com-
partments survey data of 2016 in Beijing obtained from 
Beijing forestry bureau, we carried out a geographical anal-
ysis of the land type of forest in the study area. According 
to Technical Regulations for Forest Resources Planning 
and Design in China, the land classification of the data was 

 

Fig. 2: PM2.5 distribution obtained by from VIIRS and Landsat data.  

Vegetation Data Acquisition 

Quantification of forest land type: Based on the sub-compartments survey data of 

2016 in Beijing obtained from Beijing forestry bureau, we carried out a geographical 

analysis of the land type of forest in the study area. According to Technical Regulations 

for Forest Resources Planning and Design in China, the land classification of the data 

was carried out to generate 1km resolution grid map of the forest resources found in 

our study area (Fig. 3).  

 

Fig. 3: Forest resource distribution of Beijing. 

As the forest land is a qualitative factor, it needs to be quantified and assigned for 

Fig. 2: PM2.5 distribution obtained by from VIIRS and Landsat data. 

 

Fig. 2: PM2.5 distribution obtained by from VIIRS and Landsat data.  

Vegetation Data Acquisition 

Quantification of forest land type: Based on the sub-compartments survey data of 

2016 in Beijing obtained from Beijing forestry bureau, we carried out a geographical 

analysis of the land type of forest in the study area. According to Technical Regulations 

for Forest Resources Planning and Design in China, the land classification of the data 

was carried out to generate 1km resolution grid map of the forest resources found in 

our study area (Fig. 3).  

 

Fig. 3: Forest resource distribution of Beijing. 

As the forest land is a qualitative factor, it needs to be quantified and assigned for 

Fig. 3: Forest resource distribution of Beijing.



1403CORRELATION BETWEEN PM2.5 AND CLIMATIC AND TOPOGRAPHICAL FACTORS 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

carried out to generate 1km resolution grid map of the forest 
resources found in our study area (Fig. 3). 

As the forest land is a qualitative factor, it needs to be 
quantified and assigned for statistical analysis. According to the 
available data, there are very few data about young afforested 
land, sandy wasteland, other suitable forestlands, cutting slash 
and burned blank, therefore, in the statistical analysis, they are 
classified into the first level classification of young forest and 
suitable forest land and site land (Table 4). To intuitively analyze 
the impact of forest land on PM2.5, four second level non-for-
est lands were classified into one category. The water areas in 
non-forest land were not included in the statistical analysis. 

Vegetation coverage and aboveground biomass data 
acquisition: In this paper, MODIS (Moderate-resolution 

Imaging Spectroradiometer) 09GQ surface reflectance data 
from 2016 were used to obtain vegetation coverage (250m), 
while the MRT (MODIS Reprojection Tool) was used to 
re-project and splice the mod09 data. Cutting and band 
operation were carried out in ENVI to calculate vegetation 
coverage FVC, which was then resampled in ArcGIS soft-
ware to 1km resolution. Due to the small change of vegetation 
coverage in a short period, the data with good inversion effect 
of May 6 (spring), July 24 (summer), October 17 (autumn) 
and December 19 (winter) for the year 2016 were selected 
as the coverage data of each season (Fig. 4). 

Based on the above-ground biomass data of global 1km 
forest provided by the national integrated earth observation 
data-sharing platform, the biomass distribution map of Bei-

Table 4: Assignment of forest land types.

Land type Twice classification Assignment

1 Closed forest land Coniferous forestland 111

broad-leaved forestland 112

mixed forestland 113

2 Sparse wood land sparse wood land 120

3 Shrub forestland special shrub 130

Other shrub

4 Young forest young afforested forestland 140

young afforested reforestation forestland

5 Nursery land Nursery land 150

6 Site land cutting slash 160

burned b lank

Other site land

7 Suitable Forestland suitable barren hills 170

sandy wasteland

other suitable forestland

8 Auxiliary production forestland auxiliary production forestland 180

9 Non-forestland farmland 200

water area

unused land

Other land

Other land 
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Fig. 4: FVC distribution of four seasons in Beijing. 

Based on the above-ground biomass data of global 1km forest provided by the 

national integrated earth observation data-sharing platform, the biomass distribution 

map of Beijing (Fig. 5) was generated after cutting. According to the acquisition time 

of the measured data, the biomass data were only used for summer and autumn seasons. 

Fig. 4: FVC distribution of four seasons in Beijing.
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jing (Fig. 5) was generated after cutting. According to the 
acquisition time of the measured data, the biomass data were 
only used for summer and autumn seasons.

Forest profile data acquisition: To analyze the impact of 
vegetation on the concentration of PM2.5, three large forest 
areas, Tiantan Park, Orson centre and northern mountain 
area, were selected to obtain the vegetation coverage and 
analysed it on a high-resolution scale.

In ERDAS software, two sections of horizontal and 
vertical lines were drawn, which run through the forest 
area and extend to two pixels outside the forest area. The 
PM2.5 concentration and the forest vegetation coverage on 
the section line were extracted based on Landsat data. To 
facilitate viewing, we enlarged the vegetation coverage 
value by 300%.

Calculation of PM2.5 reduction rate in forest area: In the 
equation (3) t is the PM2.5  concentration of air particles in 
the forest area, and xb is the concentration outside the forest 
area. The PM2.5 concentration at the two ends of the profile 
line is taken as xb, then the reduction rate of PM2.5 (ρ) can 
be calculated by the following formula:

 

 

Fig. 5: Biomass distribution of Beijing. 
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then the reduction rate of PM2.5 (ρ) can be calculated by the following formula: 

 ρ = (𝑥𝑥𝑏𝑏 − 𝑥𝑥𝑓𝑓)/𝑥𝑥𝑏𝑏 …(1) 
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extended model to predict the reduction rate when the vegetation coverage exceeds 90% 
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 …(1)

We calculated the reduction rate of each point on the 
section line of Fig. 6, and fit the scatter diagram model with 
the extracted vegetation coverage value using the extended 
model to predict the reduction rate when the vegetation 
coverage exceeds 90% (extending forward to vegetation 
coverage = 1). In the modelling, 30% of data were used to 
verify the accuracy of the model (R2 i = 0.649).

Meteorological Data Acquisition

The meteorological data were acquired from the MICAPS 
(Meteorological Information Combine Analysis and Process 
System) based on the data of 17 meteorological stations in 
Beijing. The daily average data corresponding to the time in the 
inversion model of PM2.5 was selected for statistical analysis. 
The relative humidity data were obtained by querying the tem-
perature and dew point. The spherical variogram of the Kriging 
interpolation tool of ArcGIS was used to interpolate the data 
of 5 meteorological factors into Beijing. Then we resampled 
the data to 1km. The distribution of five meteorological factors 
is shown in Fig. 6 (Data of 1st March 2016).

Acquisition and Quantification of Terrain Data 

Using the DEM (Digital Elevation Model) data of 1km spatial 
resolution downloaded from the scientific data centre in the 
arid area of the cold region website (http://westdc.westgis.
ac.cn), the altitude data of Beijing were obtained after 
cutting. 3D analysis tools in ArcGIS were used to extract 
the slope and aspect data. In the forest resource survey, the 
slope position was usually divided into six categories: ridge, 
upper, middle, flat, lower and valley to study the influence 
of site conditions on vegetation growth. The distribution of 
atmospheric particles in a small range was not very different 
due to their existing forms. Therefore, the slope position was 
divided into three categories upper, middle and lower (Zhao 
et al. 2014). The slop direction data was transformed into 
the vector in ArcGIS. After that, we extracted the maximum 
elevation (Hmax) and the minimum elevation (Hmin) of each 

 

Fig. 5: Biomass distribution of Beijing. 

Forest profile data acquisition: To analyze the impact of vegetation on the 

concentration of PM2.5, three large forest areas, Tiantan Park, Orson centre and northern 

mountain area, were selected to obtain the vegetation coverage and analysed it on a 

high-resolution scale. 

In ERDAS software, two sections of horizontal and vertical lines were drawn, 

which run through the forest area and extend to two pixels outside the forest area. The 

PM2.5 concentration and the forest vegetation coverage on the section line were 

extracted based on Landsat data. To facilitate viewing, we enlarged the vegetation 

coverage value by 300%. 

Calculation of PM2.5 reduction rate in forest area: In the equation (3) t𝑥𝑥𝑓𝑓 is the PM2.5  

concentration of air particles in the forest area, and xb is the concentration outside the 

forest area. The PM2.5 concentration at the two ends of the profile line is taken as xb, 

then the reduction rate of PM2.5 (ρ) can be calculated by the following formula: 

 ρ = (𝑥𝑥𝑏𝑏 − 𝑥𝑥𝑓𝑓)/𝑥𝑥𝑏𝑏 …(1) 

We calculated the reduction rate of each point on the section line of Fig. 6, and fit 

the scatter diagram model with the extracted vegetation coverage value using the 

extended model to predict the reduction rate when the vegetation coverage exceeds 90% 

(extending forward to vegetation coverage = 1). In the modelling, 30% of data were 

Fig. 5: Biomass distribution of Beijing.



1405CORRELATION BETWEEN PM2.5 AND CLIMATIC AND TOPOGRAPHICAL FACTORS 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

slope and calculated the critical values of the upper, middle 
and lower slopes of each slope according to the formula (2) 
and (3) to generate the slope map of the study area.
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The slope direction and slope position are qualitative 
factors. To carry out correlation analysis, they were assigned 
and quantified respectively (Fig. 7, Table 5, Table 6).

Sample Data Collection

Using the create random points tool in ArcGIS, 3000 random 
sampling points were created in Beijing, and the minimum 
allowable distance was set as 1km (Fig. 8). PM2.5 concentra-
tion data and 12 kinds of impact factors data on the sampling 
points were extracted for statistical analysis. After removing 
the data that failed to acquire due to the quality of remote 
sensing image and abnormal data whose deviation from the 
average is more than three times of the standard deviation, 
20473 groups of valid data were obtained.

Spearman Correlation Analysis Method

Spearman correlation analysis can provide the common 
changing trend of two random variables under the linear 
or non-linear correlation, and the conclusion can still be 
obtained under the condition of unclear overall distribution 
and lack of overall information (Cameriere et al. 2019). The 
calculation formula is:

 

Fig. 8: Random sample points distribution. 
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RESULTS 
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Where, r is the correlation coefficient, n is the number 
of samples. Suppose that the original data xi, yi have been 
arranged in the order of large to small, xi

1, yi
1 is the rank 

of xi, yi, and di is the difference of the rank of xi
1, yi

1. The 
absolute value range of correlation coefficient ‘R’ (0~1) is 
used to judge the correlation strength, the larger the value, 
the stronger the correlation (Table 7).

RESULTS

Analysis of the Impact of Vegetation on PM2.5

It can be seen from the comparison between the left and right 
graphs of Fig. 9 that at the forest edge (including the vegeta-
tion blank area in the middle of the forest), the concentration 
of PM2.5 decreased significantly while in the interior of the 
forest this change was smaller.

The reduction rate of PM2.5 concentration (Fig. 10) 
was not in a simple linear correlation with the vegetation  
coverage. As with an increase of vegetation coverage, a de-
crease in the reduction rate of PM2.5 was observed, but when 
the vegetation coverage was too high (>83%), a decrease in 
the reduction rate took place. 

The PM2.5 concentration in all different forest land types 
was lower than that of non-forest land (Table 8). The most 

used to verify the accuracy of the model (R2 i=0.649). 
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querying the temperature and dew point. The spherical variogram of the Kriging 

interpolation tool of ArcGIS was used to interpolate the data of 5 meteorological factors 

into Beijing. Then we resampled the data to 1km. The distribution of five 

meteorological factors is shown in Fig. 6 (Data of 1st March 2016). 
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middle, flat, lower and valley to study the influence of site conditions on vegetation 

growth. The distribution of atmospheric particles in a small range was not very different 

due to their existing forms. Therefore, the slope position was divided into three 

categories upper, middle and lower (Zhao et al. 2014). The slop direction data was 
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Fig. 6: Meteorological factor in 1km size (1st March 2016).

Table 5: The classification and assignment of aspect. 

Slope 
direction

Flat 
slope

North Northeast East Southeast South Southwest West Northwest

Range -1 337.5~22.5 22.5~67.5 67.5~112.5 112.5~157.5 157.5~202.5 202.5~247.5 247.5~292.5 292.5~337.5

assign-
ment

0 1 2 3 4 5 6 7 8

unit°

Table 6: The classification and assignment of TPI. 

Slope position Upper Middle Lower

Assignment 1 2 3



1406 Haiying Feng and Haixia Feng

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

(Hmax) and the minimum elevation (Hmin) of each slope and calculated the critical values 

of the upper, middle and lower slopes of each slope according to the formula (2) and 

(3) to generate the slope map of the study area. 
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Table 7: Correlation strength. 
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significant decrease was observed in the coniferous forest, 
with a decrease of 18.78% followed by Young Forestland 
(17.17%) and Mixed Forestland (15.54%).

Correlation Analysis Between Influence Factors and PM2.5

The correlation analysis results of daily average PM2.5 con-
centration and meteorological factors and vegetation factors 
are given in Table 9 and Table 10, while Table 11 shows the 

correlation analysis result of annual average PM2.5 concen-
tration and terrain factors. 

The correlation between air temperature and PM2.5 was 
not completely consistent for the studied seasons. It was 
recorded negative in summer, autumn and winter while 
positive in spring. In terms of the correlation coefficient, 
the correlation between air temperature and atmospheric 
particulate was weak (< 0.4), among which the correlation 
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coefficient in summer was the strongest (R =﹣0.367).

The correlation between relative humidity and PM2.5 
was significantly positive in summer (R = 0.475) and win-
ter (R= 0.368), while a weak correlation was observed for 
spring and autumn seasons, with the correlation coefficients 
less than 0.2.

Wind speed and PM2.5 were negatively correlated in 
spring and winter, with the correlation coefficient greater 
than 0.4. In summer, the correlation was extremely weak (R 
< 0.1), while in autumn, the correlation between wind speed 
and atmospheric particles was not significant (sig > 0.05). 

Atmospheric pressure and PM2.5 were positively correlated 
in spring (R = 0.434), summer (R = 0.581) and winter (R = 
0.412). In summer, the correlation was extremely weak (R 
< 0.1), while in autumn, the correlation was not significant 
(sig > 0.05). Water vapour pressure was positively correlated 
with PM2.5 for all four seasons, summer (R = 0.715), spring 
(R = 0.579), winter (R = 0.468) and autumn (R = 0.459).

There was a significant positive correlation between the 
concentration of PM2.5 and forest land types for all four 
studied seasons (sig < 0.01, R > 0). According to the table of 
assignment of forest land type (Table 3), the assignment was 

Table 8: Influence of forest land type on PM2.5 concentration.

Forest Land Type PM2.5  Annual  Average (µg/m3) Drop

Coniferous Forestland 60.9 18.78%

Young Forestland 62.1 17.17%

Mixed Forestland 63.3 15.54%

Broad-leaved Forestland 63.9 14.73%

Shrub Forestland 64.8 13.53%

Auxiliary Production Forestland 67.5 9.93%

Site Land 68.5 8.59%

Suitable Forestland 72.1 3.80%

Non-forestland 75.0 0.00%

Table 9: Correlation analysis between meteorological factors and PM2.5.

Factor Spring Summer Autumn Winter

R Sig R Sig R Sig R Sig

Air Temperature 0.163** 0.000 -0.367** 0.000 -0.111** 0.000 -0.075** 0.000

Relative Humidity -0.145** 0.000 0.475** 0.000 0.151** 0.000 0.368** 0.000

Wind Speed -0.419** 0.000 0.089** 0.000 0.033 0.069 -0.405** 0.000

Air Pressure 0.434** 0.000 0.581** 0.000 -0.045 0.013 0.412** 0.000

Water Vapor Pressure 0.579** 0.000 0.715** 0.000 0.459** 0.000 0.468** 0.000

Table 10: Correlation analysis between forest factors and PM2.5.

Factor Spring Summer Autumn Winter

R Sig R Sig R sig R sig

Forest Land Type 0.342** 0.000 0.299** 0.000 0.401** 0.000 0.241** 0.000

Vegetation Coverage -0.470** 0.000 -0.534** 0.000 -0.450** 0.000 -0.447** 0.000

Biomass -0.503** 0.000 -0.508**   0.000

Table 11: Correlation analysis between terrain factors and particulates.

Factor R Sig

Altitude -0.266** 0.000

Slope -0.264** 0.000

Aspect -0.054** 0.001

Slope position 0.023** 0.001

Sig is the value of the significance test. **When the confidence (double test) is 0.01, the correlation is significant.
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gradually increasing from closed forest land to non-forest 
land, indicating that forest has a decreasing effect on the 
PM2.5 concentration. Vegetation coverage, biomass and PM2.5 
concentration showed a significant negative correlation, with 
a higher correlation coefficient for summer (-0.503) and 
autumn (-0.508).

In this study, a weak correlation was observed between ter-
rain factors and PM2.5 concentration. Altitude was negatively 
correlated with PM2.5 concentration (R = -0.266) while, the 
correlation between PM2.5 and the slope direction (R = -0.054), 
and slope position (R = 0.023) concentration was poor.

DISCUSSION

Analysis of Impact of Vegetation on PM2.5 and 
Correlation

Results of this study showed how different factors can affect 
the PM2.5 concentration in an area. Our study outcomes 
showed that the coniferous forest can significantly reduce 
PM2.5 concentration. The special leaf shape and three-di-
mensional microstructure of coniferous forest land has a 
larger contact area and can effectively intercept and retain 
fine atmospheric particles in the air. Moreover, the coarse 
texture and secretion promote the adsorption of particulates, 
which can cause a stronger PM2.5 reduction effect than mixed, 
broad-leaved and other forest lands (Yu 2019). In terms of 
time, the negative correlation between vegetation coverage, 
biomass and PM2.5 were larger in summer and autumn, which 
may be related to the growing season of main tree species in 
Beijing, concentrated in late spring to early autumn, thus all 
physiological functions of vegetation reached the best state, 
and the effect on PM2.5 could have improved (Bai et al. 2020). 

When the forest vegetation coverage was greater than 
0.83, a decrease in the PM2.5 concentration was observed. The 
dense canopy and complex morphological structure where 
the vegetation coverage is too high affect the air turbulence 
in the forest area, which is not conducive to the diffusion of 
atmospheric particles (Zhang et al. 2018). Moreover, when 
the vegetation coverage is dense, the microclimate has high 
humidity and low temperature in the forest area. The hygro-
scopicity of atmospheric particles makes it easier to gather 
in the area with higher humidity (Liu et al. 2016). 

Correlation Analysis Between Meteorological Factors 
and PM2.5

Overall, the temperature was negatively correlated with the 
PM2.5 concentration, as the surface temperature increases, 
the convection between the surface and the upper cold air 
gets stronger. As a result, the turbulence is enhanced, which 
could be conducive to the diffusion of atmospheric particles 

(give a reference for this statement). In winter, the correlation 
coefficient value was very small, which may be related to 
the frequent inversion phenomenon in winter. Inversion in 
meteorology refers to the abnormal phenomenon that the air 
temperature over the ground increases with the height under 
certain weather conditions. At the same time, the atmospheric 
structure of inversion layer is stable, which is not conducive 
to the diffusion of atmospheric particles (Wang & Ni 2019). 
The correlation in spring was positive, which may be related 
to the increase of dust, vegetation floating pollen and other 
particles in the atmosphere, so temperature increase causes 
the acceleration of atmospheric flow, increasing particulate 
concentration. Air particles have obvious hygroscopicity, 
and the high humidity air often causes the agglomeration of 
the air particles, resulting in the heavy pollution of the air 
particles (Long et al. 2017).

Wind speed has an important influence on the diffusion, 
dilution, transportation and propagation of atmospheric parti-
cles. In a certain range, the greater the wind speed, the faster 
the diffusion and propagation of atmospheric particles. When 
the wind speed is high, an area with a lot of dust on the ground 
could produce fugitive dust. Besides, Beijing is located in the 
monsoon climate zone, therefore, in the summer monsoon 
blows from the ocean to the land, bringing the moisture content 
along with. The hygroscopicity of atmospheric particles causes 
the concentration of atmospheric particles to rise to a certain 
extent. In the area with high air pressure, the atmospheric 
convection and diffusion of atmospheric particles are weak, 
hence the concentration value is high.

Water vapour pressure was significantly correlated with 
PM2.5. This is because when the water vapour pressure is 
high, the water vapour content in the atmosphere causes the 
partial pressure of water vapour to be high, and water vapour 
is easy to attach to the fine atmospheric particles to form the 
pollution of atmospheric particles (Bao et al. 2017).

Correlation Analysis Between Terrain Factors and 
PM2.5

Due to vertical movement of particles with air convection, 
their concentrations become lower at higher altitude. In 
addition, with the increase of altitude, the air temperature 
also decreases, which is not conducive for the diffusion 
of particles (Wang 2019b). In our results, a weak negative 
correlation was observed between slope and PM2.5 concen-
tration; the steeper the slope is, the lower the concentration 
of atmospheric particles. The possible reason is that the 
slope affects the air movement, to a certain extent. As the 
air collision and turbulence phenomenon at the steep slope 
is more frequent than that at the flat slope and the particles 
diffuse quickly with the airflow (Zhang 2019).
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CONCLUSION

The findings of this study concluded that forest especially 
coniferous forest can reduce PM2.5 concentration as com-
pared to the non-forest land. The reduction rate of PM2.5 was 
maximum when the forest vegetation coverage was around 
0.83. Overall, relative humidity, air pressure and water vapour 
pressure were positively correlated with PM2.5 concentration, 
while forest vegetation coverage, biomass, air temperature, 
wind speed, altitude were negatively correlated. The find-
ings of this study could help design the urban green space 
planning and air pollutioncontrol in the heavily populated 
urban ecosystems. 
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ABSTRACT
The study involves the study of Nalagarh watershed in Himachal as a topographically delineated hydro-
geological entity which is allowing the entire surface runoff of its sub-watersheds to channelize through 
defined streams and drainage network to certain points in the watershed. Geomorphic analysis of 
Nalagarh watershed has enabled the study of qualitative and quantitative parameters of the watershed 
for efficient utilization and optimizing the management of its surface and groundwater resources. As 
Nalagarh valley has recently witnessed the highest industrial growth in the district and State of Himachal 
Pradesh, the study becomes all the more impertinent. The watershed has been delineated into 13 
micro watersheds, based on the geomorphic analysis. To use the surplus monsoon runoff, a detailed 
study has been carried out for the computation of utilizable runoff and the number of structures that can 
be planned for its utilization. To effectively plan the rainwater harvesting structures, the morphometric 
analysis has been done.   

INTRODUCTION

Nalagarh valley (243 km) represents some of the southern-
most expanses of Solan district belonging to the fast-indus-
trial belt of Baddi, Barotiwala, and Nalagarh (BBN). The 
valley has been rated as the fastest industrial growth in the last 
decade owing to the special packages of incentives granted 
by the Central government which act as a catalyst in uplifting 
industrial development in the state, particularly in the BBN 
area (Herojeet et al. 2013). Especially, the Baddi area is a 
fast-developing industrial hub with polluting and non-pol-
luting industries, along with the development of domestic 
and commercial infrastructures to support the industry. In 
the industrial complex, there are more than 10,000 industrial 
units out of which 2500 are the pharmaceutical and food 
processing units and 5000 small and big units; some of them 
are textile units. The water supply to the industrial complex 
and other allied infrastructure depends entirely on the devel-
opment of groundwater resources (HPEC 2011). The deep 
tube wells are being constructed by all the industrial units 
to meet their water demand. The utilization of groundwater 
is very high in the area due to the large number of industrial 
units and the resident population engaged as workforce in 
these units (Ahlawat & Kumar 2009, Bhatti 2013, Biswas 
1991, Herojeet et al. 2013). The objectives of the study are:

 1. Nalagarh watershed of Solan district is likely to 

encounter the multiplicity of water problems in the 
future. To study the total model of the recharge potential, 
the present study entails a detailed study of existing 
geology, subsurface lithology and the computation of 
non-committed monsoon runoff. 

 2. To use the surplus monsoon runoff available in the water-
shed a detailed study has been done for the computation 
of utilizable runoff and the number of structures that can 
be planned for its utilization.

 3. To effectively plan the rainwater harvesting structures 
the present study involved morphometric analysis of 
the watershed by calculating linear parameters such as 
number and order of streams, bifurcation ratio, stream 
length ratio, basin length and areal parameters such as 
drainage density, frequency (km2), form factor, circu-
latory ratio, elongation ratio. In the computation of the 
number of water conservation/recharge structures, var-
ious thematic maps have been prepared through visual 
interpretation of satellite data. 

THE STUDY AREA

Location 

The Nalagarh watershed area (243 sq.km) falls under the 
Solan District of Himachal Pradesh, between 76°43’12” E 
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longitude and 31º3’00” N latitude and includes the industrial 
town of Baddi. Sirsa watercourse is the main watercourse 
that flows through the central part of the Nalagarh valley. 
Large-and small-scale industrial development along with 
urbanization has taken place randomly all over the Sirsa 
river catchment area in the last two decades. This results 
in the high industrial as well as domestic load in the Sirsa 
watershed. Hence, it is necessary to determine the Sirsa 
river quality for irrigation purposes. Nalagarh valley forms 
a south-eastern slim prolongation of a great outermost Him-
alayan intermountain valley space. It lies between northern 
latitudes of 30°52’ to 31°04’ and eastern longitudes of 76°40’ 
to 76°55’. The valley has a common border with Haryana 
towards south-east, i.e. Kalka-Pinjor area and with Punjab 
towards the south-west, i.e. Ropar district. Sirsa river is a 
perennial river which flows south-westerly in the area and 
joins Sutlej 10 kilometres upstream of Ropar (Fig. 1). There 
are various perennial and impermanent streams rising from 
the NE flank passing through the industrial belt usually 
loaded with industrial and sewage discharges and transverse 
flow across the valley, to join the Sirsa River (CGWB 2009). 
The vital streams among them are Chikni River, Phula River, 
Ratta River, Balad River and Surajpur Choe. The discharge in 
the streams fluctuates depending on the climatic conditions. 
During the monsoon, the streams are flooded and carry an 
extensive amount of sediment and deposited it in the flood 
plain of the valley.

Regional Geology and Drainage

Nalagarh valley is mainly drained by the Sirsa River which 
enters the Himachal Pradesh in Solan district near Baddi and 
flows down to the Sutlej river in Punjab. The main tributaries 
of the Sirsa River in the study area are the Balad River and 

Ratta River along with minor tributaries. Sirsa River is a 
perennial river which flows north-westerly in the study area 
and joins Sutluj river, a few km upstream of Ropar. The 
study area is crisscrossed by many small to large khads, 
which join the Sirsa river at various places. The catchment 
area of the Balad River is 113.22 sq. km, Ratta River 30 sq. 
km and catchment area of Sirsa River 31.11 sq. km (Fig. 2) 
in the study area.

The study area of Baddi Industrial Complex lies between 
the Ratta River, Balad River and Sirsa River. Both the Ratta 
River and Balad River are tributaries of the Sirsa River. Sirsa 
River forms the western boundary of the study area and runs 
from south-east to northwest direction. Ratta River forms the 
northern boundary of the project area and runs from east to 
west direction. It meets Sirsa River in the northwestern part 
of the area. Balad River flows from northeast to southwest 
direction and forms the eastern boundary of the project. 
These Rivers were formed in the last phase of the upheaval 
of the Himalayas. All the tributaries khads of the Sirsa river 
flow from north-eastern directions and are almost parallel 
to each other. The tributaries show parallel to sub-parallel 
drainage pattern. The drainage developed in the area displays 
a dendritic pattern and conspicuously shows bad topography 
on the road section. A few southwest to northeast flowing 
seasonal nalas (small channels) of small magnitude from the 
outer Siwalik range of south-west flank also meets the main 
rivers in the valley areas. The valley-fill deposits have been 
deposited in sets of terraces by the Sirsa River. These deposits 
have been dissected to low lying plains and flood plains by 
various tributaries, nalas of the Sirsa river. The master slope 
of the study area is towards the northwest direction. However, 
the ground slope in the south-eastern part is from the flanks 
towards the Sirsa river. The Nalagarh valley has been carved 
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main Himalayas in this part. The geology of the area is complex due to the neo-tectonic activity it has undergone. 

In terms of absolute relief, there is a sudden drop from the north-eastern to south-western into the dun. Relief of 

the dun ranges between 450 and 600 m, however, there are large variations between the different areas, related to 

local and regional tectonic conditions and unequal deposition and erosion. The regional variation in the absolute 

relief is correlated with the regional tectonic frame while in the local areas, variation in the deposition has been 

important. As a result of en echelon, faulting and tilting of the faulted block, the absolute relief within the dun is 

higher in the north-east and the south-east than in the north-west and south-west. In this dun, a large number of 

lower orders, geologically young tributaries fairly entrenched on the alluvial fans, have further broken the 

topography and produced a more complicated pattern of variations of local relief as the lithology of the area 

comprises valley-fill deposits of river terraces of immense thickness. These are horizontally bedded/stratified clay 

beds with lenses of fine sand and gravel. The geological sequence exposed in the area is given in Table 1. The 

geological map of Solan district is given in Fig. 3. The valley deposits are mainly fluvio-lacustrine in their 

characteristic. The deposits along the cutting of the nalas show thick clays with beds of boulders, gravels, sands 

and clay in the valley area. The sediments are more clayey and with lenses of fine sand along the Nalagarh section, 

which indicates that the sediments have been deposited under fluvio-lacustrine environment and more of the 

sediments are fine-grained and have been contributed by the River Satluj. The deposits again change to alternate 

beds of clay and boulders, cobbles, pebbles, gravels, sand and clayey towards the upstream sides of the nalas. The 

valley-fill deposits are coarser comprising of boulders, cobbles and pebbles, etc. towards the peripheral zone of 

the valley and from the recharge zone. The braided pattern of drainage in these zones also indicates recharge zones 

of the valley. The sediments continue to become finer until they blend into clay deposits. The horizontal layering 

of clay deposits also indicates that the deposits are lacustrine. The upper part of the Pinjore-Nalagarh dun along 
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out in the Siwalik terrain of outer Himalayas and forms a 
part of the Sutlej Sub-Basin of Indus Basin.  The valley is 
aligned in the northwest-southeast direction in conformity 
with the trend of main Himalayas in this part. The geology 
of the area is complex due to the neo-tectonic activity it has 
undergone. In terms of absolute relief, there is a sudden drop 
from the north-eastern to south-western into the dun. Relief 
of the dun ranges between 450 and 600 m, however, there 
are large variations between the different areas, related to 
local and regional tectonic conditions and unequal deposition 
and erosion. The regional variation in the absolute relief is 
correlated with the regional tectonic frame while in the local 
areas, variation in the deposition has been important. As a 
result of en echelon, faulting and tilting of the faulted block, 
the absolute relief within the dun is higher in the north-east 
and the south-east than in the north-west and south-west. In 
this dun, a large number of lower orders, geologically young 
tributaries fairly entrenched on the alluvial fans, have further 
broken the topography and produced a more complicated 
pattern of variations of local relief as the lithology of the area 
comprises valley-fill deposits of river terraces of immense 
thickness. These are horizontally bedded/stratified clay beds 
with lenses of fine sand and gravel. The geological sequence 
exposed in the area is given in Table 1. The geological map 
of Solan district is given in Fig. 3. The valley deposits are 
mainly fluvio-lacustrine in their characteristic. The deposits 
along the cutting of the nalas show thick clays with beds 

of boulders, gravels, sands and clay in the valley area. The 
sediments are more clayey and with lenses of fine sand along 
the Nalagarh section, which indicates that the sediments have 
been deposited under fluvio-lacustrine environment and more 
of the sediments are fine-grained and have been contributed 
by the River Satluj. The deposits again change to alternate 
beds of clay and boulders, cobbles, pebbles, gravels, sand 
and clayey towards the upstream sides of the nalas. The val-
ley-fill deposits are coarser comprising of boulders, cobbles 
and pebbles, etc. towards the peripheral zone of the valley 
and from the recharge zone. The braided pattern of drainage 
in these zones also indicates recharge zones of the valley. 
The sediments continue to become finer until they blend into 
clay deposits. The horizontal layering of clay deposits also 
indicates that the deposits are lacustrine. The upper part of 
the Pinjore-Nalagarh dun along the foot of Himalaya is char-
acterized by alluvial fans and colluvial deposits crisscrossed 
by a large number of small and large streams or choes. On 
the other hand, the south-western (lower) parts of dun are 
characterized by terraces that are open, wide and co-extensive 
with alluvial fans above. The growth of kankar was observed 
in the clay horizons due to the leaching of sub-surface water 
in the zone of aeration. The top of the terrace is covered with 
materials of cobble grade clays of fine grade.

The study area is of rectangular and runs parallel to 
the main strike direction of Siwalik formations. The area 
is carved between two semi-parallel hill ranges of Siwalik 

Table 1:  Geological sequence of the study area.

Formation Lithology Age

Holocene deposits River alluvium and the sediments along the present course Recent

Pre Holocene deposit (River terraces) Boulders, cobbles, pebbles with layers/lenses of sand/clay Upper Pleistocene

Upper Siwalik (Boulder conglomerate) Boulders, pebbles with sandstone and clay Lower Pleistocene
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formation in the southwestern side and the Kasauli formation 
on the north-eastern side. Most of the peaks of the ridge along 
the northeast flanks of the study area attain height more than 
1000 m above mean sea level (MSL) and the Kasauli Dhar 
has the highest peak of 1926 m above mean sea level. The 
area under study has a higher elevation in the northwest and 
southeast direction. The topographic contour in the study area 
is given in Fig. 4. The slope of the area is from the northeast 
to southwest direction (CGWB 2007). 

Climate

The area has a humid to the semi-arid type of climate and ex-
periences three distinct seasons. The monsoon starts towards 
the end of June and continues till the middle of September. 
During October and November, the climate is generally 
pleasant with very scanty precipitation. The winter lasts from 
December to February. The minimum day temperature is 
usually around 5ºC. A moderate amount of winter rains are 
received during this period. The spring months of March and 
April are generally summer months which are quite hot days 
and oppressive. At Chandigarh (the observatory closest to Na-
lagarh) the temperature ranges between 30.4ºC and 16.5ºC. 

Table 3: Dynamic groundwater resources (Nalagarh valley) in MCM 
(CGWB 2007).

Annual Replenishable Groundwater Resources 77.07

Net Annual Groundwater Draft 10.25
Projected Demand for Domestic and industrial Uses up 
to 2025

6.84

Stage of Groundwater Development 15%

Table 2: Rainfall (in mm) for the District Solan.

Year Rainfall in (mm)

1999 1182.9

2000 937.4

2001 856.5

2002 908.9

2003 856.7

The maximum daily temperature of 38.6ºC is observed in 
June and the minimum of 6.1ºC in January. 

Rainfall

The different parts of the area do not show any uniformity in 
the amount of rainfall throughout the year. The study area 
receives an annual average of 1100 mm rainfall which goes 
up to 1400 mm in the catchment of Balad River. The area 
thus receives about 1.32 million cu.m of rainfall which 
can be harnessed for recharging the aquifers. In order to 
have the increased sustainability of the aquifers to ensure 
the availability of groundwater to meet the demand for a 
longer period, the present project is of great significance. 
The five years (1999-2003) rainfall of the Nalagarh area 
under which the project area falls is given in Table 2. Due 
to high porosity and permeability, rainfall is generally 
absorbed in the soil as the soils are silty sand. Further, the 
study of data of the last twenty years has shown maximum 
rainfall recorded in 1988 as 1641 mm, and minimum rain-
fall recorded as 862 mm in 2006. While, the major share 
of precipitation, received in the district, i.e. around 70% is 
received from July to September.
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Hydrogeology

In the valley area of Nalagarh, the groundwater occurs in 
porous consolidated alluvial formation (valley fills) com-
prising, sand, silt, gravel, cobbles/pebbles, etc. Groundwater 
occurs each underneath phreatic and confined conditions. 
Wells and tube wells are the primary groundwater abstraction 
structures. Groundwater is being developed in the area by 
medium to deep tube wells, dug wells, dug cum bored wells. 
Depth of open dug wells and dug-cum-bored well in the area 
ranges from 4.00 to 60.00 m bgl (below ground level) wherein 
depth to water level varies from near ground surface to more 
than 35 m bgl. The yield of the shallow aquifer is moderate 
having well discharges up to 10 lps.

In the Nalagarh valley area, there are 12-hydrograph 
network stations where depth to water level is monitored four 
times a year and groundwater quality once during pre-mon-
soon period. The depth to the water table shows a wide vari-
ation. During the pre-monsoon period (May 2006), it ranged 
between 3.02 and 38.2 m bgl, while during the post-monsoon 
period (Nov 2006) depth to water level ranged from 3.3 to 
36.86 m bgl. Deeper water levels are observed mainly in 
the northwestern part and along the foothills. In major parts 
of the valley, the depth to water level is less than 15.00 m 
bgl. The fast pace of groundwater development (Table 3) is 
observed in recent years in valley areas and this has resulted 
in declining water levels. In the major part of the valley water 
level falls ranging from 0.05 to 6.20 metres has been observed 
in the past decade. There is thus a need to initiate water 
conservation and artificial recharge measures in such areas. 
In alluvial areas of Nalagarh valley, though there is scope 
for groundwater development as the stage of groundwater 
development is only 15% (HPEC 2011), however, there is 
a need to adopt a cautious and phased manner groundwater 
development approach because of depleting water levels in 
some parts. This decline can be ascribed to the fast pace of 
development in recent years, both in the agriculture sector 
and industrial sector. Fig. 5 shows the location of the wells 
of the Baddi block.

The water supply to the industrial complex and other 
allied infrastructure depends entirely on the development of 
groundwater resources. The deep tube wells are being con-
structed by all the industrial units to meet their water demand 
without consideration of the sustainability of aquifers. The 
water table is declining fast and about 11 m decline has been 
observed in the last 10 years (Fig. 6).

Depth to Water Level

To study the variation in water levels, pre-monsoon water 
levels of the existing 56 groundwater structures were 

monitored. These include 27 tube wells, 26 dug wells, 2 
artificial recharge wells and 1 hand pump.  The depth to 
water level is deep in the vicinity of hills and it is shallow in 
the low-lying places and terraces. Based on the water levels 
recorded in the tube wells, the depth to water level map has 
been prepared (Fig. 6).

It is seen from the map that water levels in the area vary 
between 86 m (Well No. 8) to 2.5 m (Well No 44). Water 
levels are deep in the northeastern part and decrease towards 
the southwestern part of the area. 

Water Table Configuration

Based on the water level data, the water table elevation map 
has been prepared. The direction of groundwater flow, in 
general, is from east to west direction (Fig. 7). However, it is 
observed that from the central part of Balad River near village 
Koti, the flow directions are towards the Ratta River in the 
north of the area and towards Sirsa River in the west direc-
tion. The water table elevation varies from 448 m above msl 
in the east and 360 m above msl in the northwest direction. 

Allocation of Groundwater Resources for Future 
Utilization

The net annual groundwater availability is to be proportioned 
among domestic, industrial and irrigation uses. Among these, 
as per the National Water Policy 2002, the requirement for 
domestic water supply is to be accorded priority. The require-
ment for domestic and industrial water supply is to be kept 
based on the population as projected to the year 2025. The 
water available for irrigation use is obtained by deducting 
the allocation for domestic and industrial use, from the net 
annual groundwater availability.

Recharge from Monsoon Rainfall

Recharge from rainfall has been computed by using two 
methods, water level fluctuation method, and rainfall in-
filtration factor method. Recharge computation through 
the water level fluctuation method has been done using the 
following relation: 

 Rwtf= h ´ Sy ´ A +DG – Rgw …(1)

Where, Rwtf = possible recharge by water table fluctuation 
method, h = the rise in water level in monsoon season, A = 
area of computation of recharge, Sy = specific yield, DG= 
gross groundwater draft, Rgw = recharge from groundwater 
irrigation during monsoon season. The specific yield value 
in the case of valley-fill deposits which includes boulders, 
cobbles, gravels, sand, etc. has been taken as 0.16.

Rainfall recharge computed by this method has been nor-
malized on the normal monsoon rainfall using the procedure 
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recommended by GEC-97 (CGWB 2009) using the relation:

 Rrf (Normal wtfm) = NMR ´ Rwtf/AMR …(2)

Where, Rrf  (Normal wtfm) = Normalized rainfall re-
charge

 NMR = Normal monsoon rainfall 

 Rwtf = Computed rainfall recharge

AMR = Actual monsoon rainfall in the year of assessment 

As there is no draft data available for the last preceding 
years, hence recharge is normalized for the assessment year 
(2008-2009). Recharge computation by rainfall infiltration 
factor method during monsoon is given below:

Rainfall recharge during the monsoon period has been 
computed using normal monsoon rainfall (data obtained 
from Commissioner, Revenue Department, Govt. of H.P). 
The rainfall infiltration factor for valley fill has been taken 
as 0.22 as recommended by GEC 97 (CGWB 2009).

The equation used for computation of recharge is: 

Rrf (Normal rifm) = NMR ´ A ´ RIF                  …(3)

Where, Rrf (Normal rifm) = recharge from rainfall by 
rainfall infiltration factor method, NMR = normal monsoon 
rainfall, A = Area of the valley in hectare, RIF = rainfall 
infiltration factor

Per Cent Deviation: The results from the above two meth-
ods (water fluctuation and rainfall infiltration method) have 
been compared using per cent deviation using the following 
relation:

P. D = 100 × {Rrf (Normal wtfm) - Rrf (Normal rifm)}/ 
Rrf (Normal rifm)                                                     …(4)

Where, P. D. = Percent deviation, Rrf (Normal wtfm) = 

Recharge from (Normalized as computed water table fluc-
tuation method), Rrf (Normal rifm) = Recharge from rainfall 
as computed by Rainfall infiltration factor method.

After computation of the per cent deviation, the following 
criteria as recommended by the methodology (GEC ’97) has 
been to compare the recharge from rainfall:

 i. if -20 < P. D. < + 20 then Rrf (Normal) = Rrf (Normal 
wtfm)

 ii. if P. D.< -20  then Rrf (Normal) = 0.8 ´ Rrf (Normal 
rifm)

 iii. if P. D. > 20  then Rrf (Normal)= 1.2 ́  Rrf (Normal rifm)

Total Annual Recharge

The total annual recharge resource was computed as the 
arithmetic sum of recharge from the monsoon, non-monsoon 
rainfall and recharge from other sources during monsoon and 
non-monsoon season. Provision for natural discharges has 
been kept as 10%, as per GEC ’97 methodology. 

Total Groundwater Resources of Nalagarh Valley

Net annual groundwater availability has been computed by 
deducting the unaccounted natural discharge taken as 10 
% of the total annual recharge values calculated by rainfall 
infiltration factor method as per the criteria recommended 
by GEC-97 for recharge values calculated based on rainfall 
infiltration method. The stage of groundwater development 
has been computed using the relation:

Stage of groundwater Development =100 × Gross ground-
water draft for all uses (DG) …(5)          

The stage of groundwater development of Nalagarh valley 
in Solan district is 50.85 % and falls under ‘Safe’ category. 
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Net groundwater availability for future use has been com-
puted using the relation:

 R = A-(B+C) …(6)

Where, R = Net annual groundwater available for future 
irrigation use 

A = Net available groundwater resource
B  = Gross groundwater draft for domestic and irrigation 
C  = Allocation for domestic and industrial water supply

IN-STORAGE GROUNDWATER RESOURCES

The Baddi industrial complex is part of Nalagarh, which 
covers the area of 23849 ha. Central and State govt. agencies 
have carried out drilling in Nalagarh valley down to a depth 
of about 160 meters.

From the lithological logs of various tube wells, it has 
been observed that the aquifer consisting of sand, pebbles, 
gravel, boulder constitute about 27% and clay bed constitute 
73% of the total aquifer system. The thickness of various 
granular zones ranges from 2 m to 6 m, whereas for the clay 
beds range from 2 m to 20 m. The average depth to the water 
level in the valley is about 20 m.  An average specific yield 
of 16% has been considered uniformly for the study area.

Methodology for Estimation of In-storage 
Groundwater Resource

The static groundwater resource of the area has been es-
timated based on the similar approach as adopted for the 
estimation of dynamic groundwater resources. The thickness 
of aquifer material below the zone of fluctuation and specific 
yield has been used to estimate the resources. The details of 
the methodology and formulae are given as under:

 IR = A × H × SY …(7)

Where, IR = In-storage resources in ham 

 A = Area of the valley in ha

H = Thickness of aquifer sediments below the zone of 
fluctuation up to explored depth (explore depth - pre-mon-
soon water level in m)

 SY = Specific yield of the aquifer in fraction

The salient features of the in-storage groundwater re-
source assessment are given in Table 4. The thickness of 
aquifer sediment has been estimated based on the study of 
the litholog of the area and only the aquifer part has been 
considered for estimation of resources. The total in-storage 
groundwater resources of Nalagarh valley are 158167 ham. 

MORPHOMETRIC ANALYSIS

The analysis of drainage morphometry is normally essential 

for the assessment of hydrological qualities of the surface 
water basin.  The Sirsa watershed has been analysed through 
detailed morphometric analysis (Chadha & Neupane 2011, 
Eesterbrooks 1969). In this region, a large number of drainage 
systems originate from the Sirsa River. Following geomor-
phologic procedures, the catchment area of Sirsa watershed 
and the surrounding basins was delineated by direct tracing 
of the drainage tributaries from topographic maps (scale 
1:50000). Drainage system boundaries were identified. This 
was accompanied by a systematic digitizing of the traced 
tributaries and basin systems in the Geographic Information 
System (GIS) by using Arc-GIS 10 software. Along these 
lines, a drainage system map was produced including three 
significant catchment areas in the region. Topographic maps 
in combination with remotely sensed data and Landsat imag-
es were used to delineate the existing drainage system, thus 
identifying precisely water divides. This was achieved using 
Geographic Information System (GIS) to provide computer-
ized data that can be manipulated for different calculations 
and hydrological measures. 

The obtained morphometric analysis can help in de-
termining: 1) stream behaviour, 2) morphometric setting 
of streams within the drainage system and 3) interrelation 
between connected streams. The study used an imperial 
approach of morphometric analysis that can be used in as-
sessments of rainwater harvesting structures (Way 1978). The 
current study was accomplished using several approaches 
for drainage system analysis. The study aimed to analyse 
the major morphometric elements of Baddi watershed in 
Nalagarh district. It treated the characterization of streams’ 
behaviour (e.g. meandering, frequency, etc), their setting with 
regard to the catchment and their relation to each other (e.g. 
patterns, junctions, etc). This provided valuable information 
that can be used in different water assessments and selecting 
sites for water harvesting. Additionally, the morphometric 
analysis can be applied to similar drainage systems in the 
larger watersheds of Himachal Pradesh.

MATERIALS AND METHODS

Morphometric analysis of a drainage system needs a de-
lineation of all existing streams and reaches. Of the several 
methods of drainage system delineation, two procedures have 
been followed in the present study. These are the manual and 
automated system delineation. The manual sampling of the 
drainage network has been adopted from topographic maps, 
Survey of India open series map No. H43K13 of a scale of 
1:50000 in combination with computerized tools, and Geo-
graphic Information System (GIS). The digital analysis has 
been carried out for Landsat Imagery using GIS software Arc 
GIS 10 and ERDAS Imagine Software and the Geo-infor-
matics based multi-criteria evaluation has been done using 
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Weighted Overlays and AHP methods. For the unconnected 
drainage systems, satellite images were analysed using ER-
DAS Imagine software. These images can give information 
on the surface features, and able to detect buried stream 
networks. This can be achieved by applying thermal bands 
with 90m spatial resolution (i.e., capability to differentiate 
objects on the satellite image) in these images. The applied 
method in stream delineation was done digitally in GIS (Arc 
View software) system. Various digital applications were 

undertaken, including band combination, colour slicing, 
filtering and related measuring tools. Hence, all tributaries 
of different extents and patterns were digitized.

RESULTS, DATA ANALYSIS AND DISCUSSION

Drainage patterns: The arrangement of streams in a drain-
age system constitutes the drainage pattern, which in turn 

Table 4: Salient features of groundwater resource estimation for Nalagarh valley.

Recharge from rainfall during monsoon 6283.55 ham

Recharge from other sources during monsoon 168.43 ham

Recharge from rainfall during non-monsoon 1825.88 ham

Recharge from other sources during non-monsoon 336.85 ham

Annual groundwater recharge 861471 ham

Provision for natural discharge 861.47 ham

Net groundwater availability 7753.24 ham

Existing groundwater draft for irrigation 2021.11 ham

Existing groundwater draft for domestic and industrial water supply 1921.26 ham

Existing groundwater draft for all uses 3942.37 ham

Provision for domestic and industrial supply to 2025 1921.26 ham

Net groundwater  availability for future irrigation development 3810.87 ham

Stage of groundwater development 50.85

Category Safe 

Total in-storage groundwater resources of Nalagarh valley 158167 ham.
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water level is deep in the vicinity of hills and it is shallow in the low-lying places and terraces. Based on the water 

levels recorded in the tube wells, the depth to water level map has been prepared (Fig. 6). 

It is seen from the map that water levels in the area vary 

between 86 m (Well No. 8) to 2.5 m (Well No 44). Water 

levels are deep in the northeastern part and decrease 

towards the southwestern part of the area.  

 

Water Table Configuration 

 
Based on the water level data, the water table elevation 

map has been prepared. The direction of groundwater 

flow, in general, is from east to west direction (Fig. 7). 

However, it is observed that from the central part of 

Balad River near village Koti, the flow directions are 

towards the Ratta River in the north of the area and 

towards Sirsa River in the west direction. The water 

table elevation varies from 448 m above msl in the east 

and 360 m above msl in the northwest direction.  

 

Allocation of Groundwater Resources for Future Utilization 

 
The net annual groundwater availability is to be proportioned among domestic, industrial and irrigation uses. 

Among these, as per the National Water Policy 2002, the requirement for domestic water supply is to be accorded 

priority. The requirement for domestic and industrial water supply is to be kept based on the population as 

projected to the year 2025. The water available for irrigation use is obtained by deducting the allocation for 

domestic and industrial use, from the net annual groundwater availability. 

 

Recharge from Monsoon Rainfall 
 

Recharge from rainfall has been computed by using two methods, water level fluctuation method, and rainfall 

infiltration factor method. Recharge computation through the water level fluctuation method has been done using 

the following relation:  

Rwtf= h  Sy  A +DG – Rgw                                …(1) 

Where, Rwtf = possible recharge by water table fluctuation method, h = the rise in water level in monsoon season, 

A = area of computation of recharge, Sy = specific yield, DG= gross groundwater draft, Rgw = recharge from 

groundwater irrigation during monsoon season. The specific yield value in the case of valley-fill deposits which 

includes boulders, cobbles, gravels, sand, etc. has been taken as 0.16. 

 

Fig. 7: Water table elevation map. 
Fig. 7: Water table elevation map.
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 Fig. 8: Snapshot of the Arc view showing the division of the sub-watersheds of the Nalagarh watershed. 

CONCLUSIONS 

 
 This industrial area of Nalagarh is highly prone and vulnerable to surface and groundwater pollution, 

thus water quality monitoring in a close network is essential. 

 Proper waste/effluent disposal measures are required to be adopted by all the industrial units established 

in the watershed and state authorities need to monitor it vigilantly. 

 There is a need to protect, rejuvenate and rehabilitate traditional water harvesting structures like ponds 

and tanks to utilize these for rainwater harvesting and recharging shallow aquifers through the rainwater 

runoff collected through the drainage network in the watershed. It is estimated that it is possible to 

construct 1050 point recharge structures, 106 storage/percolation tanks, and about 700 check dams, to 

effectively capture the runoff to be recharged (Table 7 and Table 8).  

 In hilly and mountainous terrain, traditional groundwater sources, viz. springs, bowries, etc. need to be 

developed and protected for better health and hygiene with proper scientific intervention.  

 Springs need to be inventoried and studied for optimum utilization of their discharge either by fracturing, 

horizontal drilling, or by constructing galleries, etc.  

 Rooftop rainwater harvesting practices can be adopted in hilly areas and urban areas since the district 

receives a fair amount of rainfall. Construction of rooftop rainwater harvesting structures should be made 

mandatory in all new infrastructural, construction projects and rainwater harvesting in rural areas should 

be promoted.  

 Traditional water storage systems are required to be revived.  

 People’s participation is a must for any type of developmental activities. Proper awareness for utilization 

and conservation of water resources is needed. 

 Fig. 8: Snapshot of the Arc view showing the division of the sub-water-
sheds of the Nalagarh watershed.
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reflects mainly structural/or lithologic controls of the under-
lying rocks (Herojeet et al. 2013). The area of study holds 
within a miscellany of drainage patterns; however, dendritic 
drainage pattern is the most dominant type and occupies 
more than 95% of the area. Although having a difference 
in stream lengths and angle of connection, yet they are, in 
general, characterized by a treelike branching system, which 
is a dendritic drainage pattern that indicates homogenous and 
uniform soil and rocks (Way 1978, Saud 2009, Sharma et al. 
2010). All the parameters calculated for the watershed are 
given in Table 5, Table 6, Table 7 and Table 8 and a snapshot 
of Arc view analysis is given in Fig. 8. 

Drainage density (D): Drainage density is a measure of the 
length of the stream channel per unit area of the drainage 
basin. Mathematically, it is expressed as D = å L (total length 
of all stream)/A (area of the basin). In this study, the drainage 
density map was obtained using the digital data from the 
obtained drainage map. This was accomplished using the 
GIS system (Arc View software), which is capable of meas-
uring the actual stream lengths and numbers. Therefore, the 
drainage system was classified into frames of fixed area (5 
km × 5 km). This classification relies on the visual density 
of streams in the area. Hence, the overall length of streams in 
each frame (25 km2) was measured using Arc View software. 

Drainage frequency (F): A similar mathematical relation 
to that applied in drainage density and stream frequency was 
also done by counting the number of streams in a specified 
area. Taking into consideration, this morphometric relation, 
several workers used stream frequency rather than drainage 
density (length density). Therefore, some hydrologic studies 

consider the density of drainage (Sharma et al. 2010), while 
others deal with drainage frequency. Stream frequency is 
expressed by the equation: F = N (number of streams)/A 
(area of the basin).

Meandering ratio (Mr): It is calculated to indicate the 
ratio between straight to curved lengths of the primary 
(major) stream within the drainage system. It shows how 
the real stream length is larger than the straight one, which 
is indicative of stage maturity (Chadha & Neupane 2011, 
Eesterbrooks 1969).

CONCLUSIONS

 • This industrial area of Nalagarh is highly prone and 
vulnerable to surface and groundwater pollution, thus 
water quality monitoring in a close network is essential.

 • Proper waste/effluent disposal measures are required 
to be adopted by all the industrial units established in 
the watershed and state authorities need to monitor it 
vigilantly.

 • There is a need to protect, rejuvenate and rehabilitate 
traditional water harvesting structures like ponds and 
tanks to use these for rainwater harvesting and re-
charging shallow aquifers through the rainwater runoff 
collected through the drainage network in the watershed. 
It is estimated that it is possible to construct 22500 point 
recharge structures, 1500 storage/percolation tanks and 
about 10500 check dams, in order to effectively capture 
the runoff to be recharged. 

 • In hilly and mountainous terrain, traditional groundwater 

Table 5: Linear and aerial parameters of Nalagarh watershed.

Micro Water-
shed No.

Area No. of 
streams

Bifurcation Ratio (Avg) 
Nu/Nu+1)

Drainage 
Density

Frequency Form 
Factor

Elongation 
Ratio

Basin Length 
in km

1 60 85 8 1.41666 2.666 0.32 0.032 15

2 124 628 6 5.6 1.625 0.04 0.1412 89

3 147 980 2.16 6.6 13.51 0.09 0.11 124

4 76 693 7.2 9.11 1.0524 0.04 0.03 42

5 77 452 3.12 7.5 5.8 0.04 0.22 42

6 80 147 2.83 5.03 1.83 0.03 1.01 50

7 110 397 3.21 2.6 3.6 0.014 0.13 87

8 41 571 3.15 1.8 14.2 14.2 1.65 19

9 42 450 2.95 3.2 10.14 0.0711 1.4 24

10 24 356 3.9 2.1666 14.1 0.074 1.3 18

11 23 294 5.3 4.325 2.78 0.0707 1.27 18

12 41 287 3.282 2.3 7.1 0.08 1.108 22

13 19 168 2.179 2.55 8.8 0.1319 1.1 12
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Table 6: Water available for recharge in Baddi of Nalagarh watershed for all micro-watersheds.

S. 
No.

Name of the class Area covered 
(in hectares)

Area covered in 
square meters 

Runoff 
Coefficient 

Average annual 
rainfall in mm

Intensity of 
rainfall in 
meters

Runoff poten-
tial (C*I*A) in 
m3

MCM

1 Natural vegetation 16442.00 164420004.3 0.1 851 0.851 13992142 13.99214

2 Agriculture 36868.24 368682398.8 0.4 851 0.851 125499489 125.4995

3 Open area 18331.24 183312405.3 0.16 851 0.851 24959817 24.95982

4 Dry river bed 2291.41 22914050.66 851 0.851 0 0

5 Water body 5564.84 55648408.75 851 0.851 0 0

6 Settlement 6902.28 69022732.19 0.5 851 0.851 29369173 29.36917

    

Water avai- 
able for 
recharge = 193820621 193.8206

Table 7: Different recharge structures for the Nalagarh watershed.

Utilizable runoff (MCM) Sub-surface barriers Percolation tanks Check dam Point recharge structure

193.8206 640 1500 10500 22500

Table 8: Unit recharge/structure/annum

Conservation structure Unit recharge/structure/annum

Sub-surface 0.3

Percolation tank 0.2

Check dam 0.03

Point recharge structure 0.02

sources, viz. springs, bowries, etc. need to be developed 
and protected for better health and hygiene with proper 
scientific intervention. 

 • Springs need to be inventoried and studied for optimum 
utilization of their discharge either by fracturing, hori-
zontal drilling, or by constructing galleries, etc. 

 • Rooftop rainwater harvesting practices can be adopted 
in hilly areas and urban areas since the district receives 
a fair amount of rainfall. Construction of rooftop rain-
water harvesting structures should be made mandatory 
in all new infrastructural, construction projects and 
rainwater harvesting in rural areas should be promoted. 

 • Traditional water storage systems are required to be 
revived. 

 • People’s participation is a must for any type of develop-
mental activities. Proper awareness for utilization and 
conservation of water resources is needed.
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ABSTRACT
Most of the textile and dying process industries in Tirupur region do not have proper wastewater 
treatment plants and they discharge the effluents in unlined channels and streams. Due to the issue, 
the groundwater in Tirupur is highly polluted. For analysing groundwater condition, groundwater 
modelling is used. For groundwater hydrologist, groundwater models are a vital tool. Nowadays, a lot 
of computer programs have been used for modelling groundwater. Visual MODFLOW software uses 
a finite difference method for solving the complexity. They can be used for simulating the behaviour of 
composite aquifers as well as the effects of irregular boundaries and different processes such as solute 
transport and groundwater flow. This paper evaluates the impact of industrial effluent in groundwater 
value in Tirupur region by five different scenarios.    

INTRODUCTION

Groundwater replication is an important assignment in 
groundwater managing system. Precise simulations of 
groundwater give information required for managing 
groundwater resources.  A groundwater simulation model, 
like the modular 3-dimensional model of groundwater flow 
(MODFLOW) was developed by the United States Geolog-
ical Survey (Michael et al. 1988). Groundwater modelling is 
a diplomat scale model of a groundwater aquifer condition 
which is useful for predicting the effects of hydrological 
changes such as abstraction of groundwater for irrigation, 
and industrial development on the performance of the local 
aquifer (Kujur & Akhtar 2014). Visual MODFLOW is one 
of the most accepted modelling programs for groundwater 
in subsistence due to well structure programs, applicable 
to groundwater modelling and applicable for modifications 
(Zheng 1990). Simulation of groundwater is an important 
task in groundwater managing. The parameter of hydraulic 
conductivity is strongly influencing the simulation of ground-
water (Tung et al. 2003).  

A systematic understanding of the spatial variation of 
hydraulic conductivity is useful for constructing an accu-
rate deterministic model of groundwater. The hydraulic 
conductivity reconstruction field from many experimental 

data of hydraulic head raises problem not only about the 
complexity of the diffusion equation but need to report for 
physical aspects of the area such as boundary conditions, 
geology and effective recharge. The reconstruction of the 
hydraulic conductivity field from numerous experimental 
hydraulic head data, an inverse problem, raises the issue not 
only of the complexity of the diffusion equation that links the 
two variables, but need to account for the physical aspects 
of the site under study, includes the boundary conditions, 
the effective recharge, and the geology (Roth et al. 1998).  
Hydro-geological parameters can be predicted using the 
methods with trial and error or techniques of optimization 
(Detwiler et al. 2002, Tung et al. 2002, Abdulla et al. 2000).

Site investigations are indispensable for model develop-
ment. The outcome consequences depend on the quantity 
and quality of the data of the area available to define input 
boundary parameters conditions (Wang & Anderson 1982).  
Rigorous application of fertilizers and pesticide, industrial 
effluent and too much groundwater abstraction are few 
examples of activities that lead to groundwater pollution 
which have resulted in the deterioration of water resources in 
various regions (Baalousha 2010). The development of textile 
industries is seriously vulnerable due to the immense envi-
ronmental damage caused by the textile processing industries 
in Tirupur to the Noyyal river and its groundwater system 
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(Arumugam et al. 2015).  The standard for the fundamental 
hypothesis of the model is the conservation of masses. For 
the development of models, field investigations are impor-
tant consequences that depend on the quantity and quality 
of the available field data to define input parameters and 
the conditions of the boundary (Kujur & Akhtar 2014). The 
groundwater and surface water are not a separate mechanism 
in the water cycle. All the surface water features (estuaries, 
reservoirs, wetlands and lakes) interact with groundwater. 
The exchanges take several forms. Surface water contam-
ination can cause the degradation of groundwater features 
(Dowlatabadi & Zomorodian 2015). The evaluation of 
groundwater pollution risk requires two important factors, 
viz. contamination probability and the impact of contamina-
tion when a site has a high contamination probability but has a 
low impact of contamination, the risk is low. However, when 
both contamination impact and contamination probability are 
high, the risk is high (Baalousha 2010).

MATERIALS AND METHODS

The study area is an industrial hub for the textile segment 
and forms one of the most significant exporting centres of 
cotton textiles in India. It is characterized by an undulating 
topography with the height ranging from 290 to 323 meter 
above the mean sea level and slopes gradually towards east. 
The geographical extent of the study area is about 450 km2 
and lies between latitudes 11°11’00” N to 11°12’30” N and 
longitudes 77°13’00” E to 77°30’30” E (Fig. 1). Dendritic 
drainage pattern has been found. The study area is extracted 
from the toposheets No.58 E/4 and 58 E/8. The related data 
are extracted from IRS 1D 23.5m resolution with the aid of 
Earth Resource Data Analysing System in addition to Arc 
View GIS 3.2a software. The geomorphologies revealed the 

study area is duri crust, shallow buried pediments, pediments, 
shallow pediments, etc. (Arumugam et al. 2016). The various 
types of soils are red calcareous, non-calcareous and brown 
soil. Temperature variation of the study region ranges from 
19°C to 38°C and receive scanty rains due to the leeward 
side of the Western Ghats with the annual average rainfall 
of 650 mm.

Land use and land cover maps are considered as an es-
sential component for modelling and considerate the earth 
as a system.  Land cover maps are currently being developed 
from national to global scales.  Satellite imagery (IRS 1D 
23.5m) has been utilized for mapping of land use/land cover. 
Due to fast textile industrialization/dying activities in Tir-
upur region, the discharge of industrial effluent is speedily 
increasing. Most of the effluents discharged in the region are 
untreated with high concentrated physico-chemical param-
eters. They are directly affecting the quality of groundwater 
in the study area. The scope of the investigation is to analyze 
the impact of industrial effluent to groundwater quality level 
by five different scenarios. The steps involved to carry out 
the analysis are:

	 •	 Sample collection and analysing the observation well-
head measurement data, meteorological information, 
geological data, quality measurement statistics, pump-
ing data and digital map for the region.

	 •	 Determining the horizontal movement of groundwater 
with the help of the developed regional groundwater 
model through fixing the proper boundary condition 
and the parameter optimization.

	 •	 Predicting the quality of groundwater for the forth-
coming years by using visual MODFLOW software in 
different scenarios.

 
                                           Fig. 1: Location of the study area.  

Land use and land cover maps are considered as an essential component for modelling and 

considerate the earth as a system.  Land cover maps are currently being developed from national 

to global scales.  Satellite imagery (IRS 1D 23.5m) has been utilized for mapping of land use/land 

cover. Due to fast textile industrialization/dying activities in Tirupur region, the discharge of 

industrial effluent is speedily increasing. Most of the effluents discharged in the region are 

untreated with high concentrated physico-chemical parameters. They are directly affecting the 

quality of groundwater in the study area. The scope of the investigation is to analyze the impact of 

industrial effluent to groundwater quality level by five different scenarios. The steps involved to 

carry out the analysis are: 

 Sample collection and analysing the observation wellhead measurement data, meteorological 

information, geological data, quality measurement statistics, pumping data and digital map for 

the region. 

 Determining the horizontal movement of groundwater with the help of the developed regional 

groundwater model through fixing the proper boundary condition and the parameter 

optimization. 

 Predicting the quality of groundwater for the forthcoming years by using visual MODFLOW 

software in different scenarios. 

 

Aquifer parameters: The aquifer properties such as transmissivity (T), horizontal hydraulic 

conductivity (kh) and well yield was composed in the vicinity of the study region. The aquifer 

thickness, weathered and fractured zone in the study varies from 10 to 30 m below the ground. 

 

 

                                                                 Fig. 1: Location of the study area.
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Aquifer parameters: The aquifer properties such as trans-
missivity (T), horizontal hydraulic conductivity (kh) and 
well yield was composed in the vicinity of the study region. 
The aquifer thickness, weathered and fractured zone in the 
study varies from 10 to 30 m below the ground. The level 
of groundwater reaches the lowest in the location, during 
summer season after which it starts increasing to reach the 
highest peak, after the end of the winter season. The rise 
and fall of the groundwater level depend upon the duration, 
quantity and intensity of precipitation, depth of weathered 
rocks, and specific yield of the bedrock and the wide-ranging 
of the slope of the fresh rock formation towards the drainage 
conduit.

MODFLOW is a computer program which is originally 
developed by the U.S. Geological Survey that simulates 
three-dimensional groundwater flow using a finite difference 
method. The MODFLOW 4.2 was used here. The partial 
differential equation of groundwater flow (McDonald & 
Harbaugh 1988) used in MODFLOW is as given below.
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be parallel to the major axis of hydraulic conductivity (Lt-1), 
while h is the potentiometric head (L).  W is a volumetric 
flux per unit volume that represents sources and sinks of 
water (t-1), t is the time, and Ss the specific storage of the 
permeable material (L-1).

       Solute transport equation and model boundary condi-
tions: The equation represents the associate/movement of the 
flux of solute mass through the control volume. This states 
that the summation of all the mass, which consumes or else 
creates solute with the volume.  They must be equal to a 
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Where, Vx, Vy, and Vz are seepage velocity in x, y and 
z direction, m/s (Lt-1), Dx, D and Dz are dispersion coeffi-
cient m2/sec (L2T-1), t is time in seconds (T) and C is solute 
concentration mg/m3  (ML-3). Visual MODFLOW provides 
contaminant transport modelling and three-dimensional ground-
water flow using MT3DMS, MODPATH and RT3D. It involves 
property and boundary conditions, the graphic design of the 
model grid, run the groundwater flow visualize mode, path-line 
and contaminant transport simulations, parameter estimation 
technique Win PEST, display and interpretation of model output 
manual method of calibration, in 3D space.  

Model formulation and grid design: The conceptual model 
of the hydrogeologic structure was derived from the compre-
hensive study of the borehole lithology, geology, and fluctua-
tions of water level from the study wells (Fig. 2). The model 
grid covering 450 km2 was discretized into cells (80 rows × 80 
columns (Fig. 3) and three upright layers based on lithology. 

The aquifer top and bottom were derived from the li-
thology of boreholes. The vicinity of one grid is equal to 
0.07 km2. The upright cross-section of the system next to 
29th row and 33rd column are revealed in Fig. 4 and Fig. 5 
respectively. The depth of the topsoil stratum varies from 
0-14 m, the lower partly weathered rock bed varies from 
0-37 m and the bottom rock vary from 0-71 m. 

Model boundary conditions: The study region consists 
of river (Noyyal) boundary at the middle intersected by its 
tributaries and is surrounded by the variable head boundary 
(study wells). The boundary of the river is assigned in the 
top cover based on the river point and river bottom in the 
region, both in starting and end points, are entered. The var-

Model formulation and grid design: The conceptual model of the hydrogeologic structure was 

derived from the comprehensive study of the borehole lithology, geology, and fluctuations of water 

level from the study wells (Fig. 2). The model grid covering 450 km2 was discretized into cells (80 

rows × 80 columns (Fig. 3) and three upright layers based on lithology.  

     
     Fig. 2:  Model formulated of the study area.               Fig. 3:  Discretization of the study area.  
 

The aquifer top and bottom were derived from the lithology of boreholes. The vicinity of one grid 

is equal to 0.07 km2. The upright cross-section of the system next to 29th row and 33rd column are 

revealed in Fig. 4 and Fig. 5 respectively. The depth of the topsoil stratum varies from 0-14 m, the 

lower partly weathered rock bed varies from 0-37 m and the bottom rock vary from 0-71 m.  

    
       Fig. 4:  Cross-section along the 29th row.        Fig. 5:  Cross-section along the 33rd column. 
 

Model boundary conditions: The study region consists of river (Noyyal) boundary at the middle 

intersected by its tributaries and is surrounded by the variable head boundary (study wells). The 
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iable head boundary is predetermined based on the monthly 
water level data collected (2014 to 2018) from PWD. 700 
mm/yr is assigned as recharge for the entire top stratum of 
the model and 180 mm/yr is assigned as evapotranspiration. 
The control of river water level is restricted to 4 km around 
the location. As a result, the effective cell is taken within 
the river boundary and linking all the observation wells and 
pumping wells (Fig. 6).

Initial head and concentration: The initial head value at 

the initial stress period from the study wells around the study 
area was taken for the simulation purpose. The initial head 
for the different grids in the study area is revealed (Fig. 7).

Parameter concentrations at the initial stress period from 
the observation wells in the study area are accounted for as 
an initial concentration head for simulation (Fig. 8).

The recharge concentration of parameters is assigned 
in the study region based on point of injection of effluents 
from the industries after the treatment from a common ef-
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fluent treatment plant. Particles are assigned to obtain the 
pathway from the point of injection. Dispersion coefficient 
is assigned for both the longitudinal and the layer boundary 
for the total model.

Model calibration: The calibration of groundwater is ac-
complished by a trial and error modification of the model 
input data to adjust the model output. The Win PEST provides 
automotive calibration progression by adopting the prediction 
factor such as recharge parameters, conductivity and specific 
yield. The calibration is done for the model data from 2014 
to 2018.  They are illustrated in Figs. 9 -14.                      

The reaction of groundwater from the different observa-
tion wells in the model calibration and the response of the 
concentration stage (pH, Mg, NO3, K, Ca, Na, Cl and F) from 

the observation wells in the model calibration and validation 
have been done for the wells 1 to 5.

Model validation: The model validation periods were done 
for the periods from 2014 to 2018 (Fig. 15). The concert of 
the model acceptably predicts the exact aquifer state and 
reflects the same as in groundwater point and their con-
centration. As a result, the present model is appropriate for 
predicting and forecasting the groundwater eminence for 
the scenarios.

RESULTS AND DISCUSSION

Groundwater quality scenarios: The validated model is 
used for predicting the groundwater quality for ten years 
(2021 to 2030) for the subsequent five different scenarios 
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Fig. 15:  Response of the groundwater level at diverse observation wells during the validation phase.
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namely: The constant level of pumping and the discharge of 
effluent are same (Scenario number: 1); The pumping rate 
is reduced using 20 per cent and the discharge of effluent 
is in the same level (Scenario number: 2); the same level of 
pumping rate is continued and the discharge of effluent is 
condensed to 20 % (Scenario number: 3); The same level 

of pumping rate is continued and the discharge of effluent 
is reduced to 50 % (Scenario number: 4) and the same level 
of pumping rate is continued and the discharge of effluent 
reduced to 100 % (Scenario number: 5). The five different 
scenarios and their results regarding the observation wells 
are illustrated in Figs. 16 to 22.                    
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Fig. 16: Groundwater level at different study wells for the scenarios at a constant pumping rate. 

 

     

                           
Fig. 17: Groundwater level at observation wells for scenario 2. 
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Fig. 16: Groundwater level at different study wells for the scenarios at a constant pumping rate.
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Fig. 17: Groundwater level at observation wells for scenario 2.
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the groundwater level in all the observation wells. The forecasted groundwater level too reflects 

the same trend of water level for the data of the past seven years.  

   

     

                           
Fig. 18: Responses to concentration level at observation well number 1, for the scenarios 1 and 5. 
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Fig. 18: Responses to concentration level at observation well number 1, for the scenarios 1 and 5.
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Fig. 19: Responses to concentration level at observation well number 2, for scenarios 1 and 5. 

 

         

         

                              
  Fig. 20: Responses to concentration level at observation well number 3, for scenarios 1 and 5.  
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Fig. 20: Responses to concentration level at observation well number 3, for scenarios 1 and 5.

Fig. 19: Responses to concentration level at observation well number 2, for scenarios 1 and 5.
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  Fig. 20: Responses to concentration level at observation well number 3, for scenarios 1 and 5.  
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Fig. 21: Responses to concentration level at observation well number 4, for scenarios 1 and 5. 

             

               

                                 
 

  Fig. 22: Responses to concentration level at observation well number 5, for the scenario1 and 5. 
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Fig. 21: Responses to concentration level at observation well number 4, for scenarios 1 and 5.
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  Fig. 22: Responses to concentration level at observation well number 5, for the scenario1 and 5. 
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Fig. 22: Responses to concentration level at observation well number 5, for the scenario1 and 5.
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The groundwater level is not much disturbed owed to 
different scenarios except scenario 2, in which the pumping 
velocity is condensed by 20 per cent results in the elevation 
of the groundwater level in all the observation wells. The 
forecasted groundwater level too reflects the same trend of 
water level for the data of the past seven years. 

    CONCLUSION

The model response to scenario 1 for water quality forecast-
ing for the next ten years from 2021 to 2030 indicates the 
real risk in the groundwater quality. Unfortunately, it is not 
suitable for both domestic and irrigation purposes. Uniform 
nature of the trend is followed in all the observation wells. 
The model exactly predicted the quality level in the well 1, 2 
and 5 satisfactorily. In the wells 3 and 4, the model response 
to scenario 2 to 4 is very negligible. So, the exact value is 
much less comparing to the previous scenario. It indicates 
that the present condition in the Noyyal River does not 
change by reducing the concentration to some percentage. 
The model response to scenario 5 is negligible. Less than 2% 
reduction is observed in the wells 1, 2 and 5. In the wells 3 
and 4, there is less than 0.5% change in concentration level. 
It is concluded that the present condition in Tirupur region 
will change if there is no injection of industrial effluent. 
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ABSTRACT
The source region of the Yellow River, located in the north-eastern edge of the Qinghai-Tibet Plateau, is 
an important water conservation region and ecological barrier of the Yellow River. In this paper, based 
on remote sensing technology, multi-period Landsat remote sensing images in the source region were 
taken as the main information source. With the assistance of field investigation, we monitored the 
spatial and temporal changes of desertification in the source region from 2000 to 2019. The results 
show that the area of desertification in the source region has accounted for 9.36% of the total area, of 
which the light desertification land is the major portion. The desertification is mainly distributed between 
the southern margin of Madoi Valley basin and the northern margin of Heihe Valley basin, and is 
distributed on the river valleys, lakesides, ancient rivers and piedmont proluvial fan, showing the form 
of patches, sheets and belts. The growth rate of desertification in the source region was 87.47% from 
2000 to 2010. With a high growth rate, the process of desertification was represented by the rapid 
spread of desertification. From 2010 to 2019, the growth rate of desertification was 37.32%, which 
was relatively slow. But the moderate desertification land maintained a straight linear growth trend, 
showing an increasing trend of desertification degree. Through the analysis of the driving factors of 
desertification in the source region of the Yellow River, this paper argues that the special geographical 
location, climatic factors, rodent damages and human activities are the main causes of desertification. 

INTRODUCTION

Desertification is one of the major ecological and envi-
ronmental problems facing China. The source region of the 
Yellow River is located in the northeast of the Qinghai-Tibet 
Plateau, which is the transition zone from the Qinghai-Tibet 
Plateau to the Loess Plateau. It is an important water con-
servation region and ecological barrier of the Yellow River, 
and also a sensitive area of climate changes. Due to the harsh 
natural conditions and fragile ecological environment, and 
the impact of global climate changes and human activities, 
since the 1980s, many ecological and environmental problems 
have emerged in the source region of the Yellow River, such 
as desertification, grassland degradation, glacial recession, 
permafrost melting, and the flow interruption of the Yellow 
River. The overall eco-environment in the source region of the 
Yellow River is deteriorating, and desertification is the most 
serious ecological and environmental problems. A series of 
ecological and environmental problems dominated by land de-
sertification, have seriously affected the sustainable economic 
development and social stability of the source region and had a 
certain impact on the middle and lower reaches of the Yellow 
River (Cheng 1998, Zeng et al. 2003, Wang et al. 2004). 

At present, the research on desertification is relatively weak 
in the source region of the Yellow River, which has affected 
the governance of desertification and the reconstruction of 
eco-environment in alpine regions. Monitoring and assessment 
of desertification is an important way to scientifically and ef-
fectively prevent desertification. Remote sensing with a wide 
range of observations, a large amount of information, a fast 
update of data and high accuracy (Kang & Liu 2014, Ma et al. 
2016), has been widely used in the monitoring and assessment 
of desertification. Based on RS image processing technology, 
this paper used Landsat TM/ETM+ remote sensing images 
from 2000 to 2019, analysed the spatial and temporal changes 
of desertification in the source region of Yellow River since 
2000, explored the driving factors of desertification. Base on 
the analysis of the development trend of desertification, this 
paper provides a relevant scientific and theoretical basis for 
the restoration of desertification and eco-environment man-
agement in the source region of the Yellow River.

STUDY AREA

The source region of the Yellow River generally refers to the 
river basin above Duoshixia (Institute of Geography, CAS 
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1990). To more completely study the desertification in the 
source region of the Yellow River, our study focused on the 
river basin above Tehetu Township. The study area is located 
between 33°42’~35°20’ N and 95°52’~99°29’ E, with an area 
approximately 3.7×104 km2 (Fig. 1). The source region of 
the Yellow River is bounded by Kariqiong Mountain in the 
west, Bayan Har Mountain in the south, Buqing Mountain in 
the north and Amne Machin Mountain in the east. It belongs 
to Qinghai Province, includes most parts of Madoi County 
and a part of Darlag County and Maqen County in Golog 
Tibetan Autonomous Prefecture, as well as includes a part 
of Qumarleb County and Chindu County in Yushu Tibetan 
Autonomous Prefecture.

The source region of the Yellow River is high in the 
northwest and low in the southeast, and the elevation of most 
areas is 4,100-4,600m. The central area is relatively open, 
with numerous lakes and marshes, surrounded by icebergs 
and snow-capped peaks. The landform shows the character-
istics of inter-distribution of low mountains, wide valleys 
and lake basins. The source region is a typical continental 
alpine climate, characterized by cold and dry weather, the 
sharp difference in temperature, much wind and snow, and 
violent climate changes. The annual mean temperature is 
-3.5°C, annual mean precipitation is 312 mm, and annual 
mean evaporation is 1,240-1,327.9 mm. The temperature 
and precipitation decrease from southeast to northwest, and 
the trend of precipitation increasing with altitude is also 
obvious. Alpine cold meadow (ACM) and alpine cold steppe 
(ACST) are the main vegetation types in the source region 
of the Yellow River.

MATERIALS AND METHODS

Desertification land classification: The classification of 
desertification land is an objective reflection of the degree 
of land degradation. In this paper, based on the existing 
standards and methods for the division of desertification 

(Wang et al. 1998), through field investigation and laboratory 
analysis, and combined with the changes of vegetation, soil 
and other factors, the desertification land in the source region 
of the Yellow River can be divided into light desertification 
land (LDL), moderate desertification land (MDL), severe 
desertification land (SDL) and extremely desertification land 
(EDL). All types of desertification were mainly distinguished 
by the degree of land degradation.

LDL: the area of quicksand is under 5%, and there is almost 
no wind-sand flow. The vegetation coverage is over 30%, 
mainly distributed in fixed coppice sandbags and sporadic 
grassland. Most of the surface remains in the state of native 
grassland. There is a small amount of wind erosion and wind 
deposition, and the surface appears spot-like quicksand, 
which is equivalent to fixed sand.

MDL: the area of quicksand is 5-25%, and the wind-sand flow 
is not obvious. Semi-fixed sand and semi-naked gravel are 
distributed in patches. The vegetation coverage is 20-30%, 
and there are some sporadic sand dunes. Grassland has been 
significantly degraded, and the important constructive species 
of native vegetation has taken a secondary position, while 
the sandy vegetation has become the main species. Flaked 
quicksand and coppice dune have appeared in large numbers, 
which is equivalent to semi-fixed sand.

SDL: the area of quicksand is 25-50%, the wind-sand flow 
and the quicksand texture are obvious, with irregular patch 
distribution, and the sand dunes are clearly visible. The 
vegetation coverage is 10-20%, and there are coppices in 
the topsoil. The native vegetation no longer exists, sandy 
grass coppices are dominant species, and the wind erosion 
and wind landform are obvious.

EDL: the area of quicksand is over 50%, and large areas of 
sand land are distributed continuously. Sand dune, dune ridge 
and other landforms are obvious. The vegetation coverage is 
under 10%. The original surface form has been completely 
destroyed and replaced by quicksand.

climate changes. Due to the harsh natural conditions and fragile ecological environment, and the impact of global climate changes 

and human activities, since the 1980s, many ecological and environmental problems have emerged in the source region of the 

Yellow River, such as desertification, grassland degradation, glacial recession, permafrost melting, and the flow interruption of 

the Yellow River. The overall eco-environment in the source region of the Yellow River is deteriorating, and desertification is 

the most serious ecological and environmental problems. A series of ecological and environmental problems dominated by land 

desertification, have seriously affected the sustainable economic development and social stability of the source region and had a 

certain impact on the middle and lower reaches of the Yellow River (Cheng 1998, Zeng et al. 2003, Wang et al. 2004).  

At present, the research on desertification is relatively weak in the source region of the Yellow River, which has affected the 

governance of desertification and the reconstruction of eco-environment in alpine regions. Monitoring and assessment of 

desertification is an important way to scientifically and effectively prevent desertification. Remote sensing with a wide range of 

observations, a large amount of information, a fast update of data and high accuracy (Kang & Liu 2014, Ma et al. 2016), has been 

widely used in the monitoring and assessment of desertification. Based on RS image processing technology, this paper used 

Landsat TM/ETM+ remote sensing images from 2000 to 2019, analysed the spatial and temporal changes of desertification in 

the source region of Yellow River since 2000, explored the driving factors of desertification. Base on the analysis of the 

development trend of desertification, this paper provides a relevant scientific and theoretical basis for the restoration of 

desertification and eco-environment management in the source region of the Yellow River. 
 

 
 

Fig. 1: Geographic location of the study area in China. 

 

 

STUDY AREA 

The source region of the Yellow River generally refers to the river basin above Duoshixia (Institute of Geography, CAS 1990). 

To more completely study the desertification in the source region of the Yellow River, our study focused on the river basin above 

Tehetu Township. The study area is located between 33°42'~35°20' N and 95°52'~99°29' E, with an area approximately 3.7×104 

km2 (Fig. 1). The source region of the Yellow River is bounded by Kariqiong Mountain in the west, Bayan Har Mountain in the 

south, Buqing Mountain in the north and Amne Machin Mountain in the east. It belongs to Qinghai Province, includes most parts 

Fig. 1: Geographic location of the study area in China.
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Data sources and processing: In this paper, Landsat TM 
images obtained in 2000 and 2010, and Landsat ETM+ 
images obtained in 2019 were used to establish databases 
for desertification monitoring. To reduce the influence of 
seasonal aspect and cloud cover on monitoring, remote 
sensing images with cloud cover less than 10% in sum-
mer and autumn were selected as far as possible. ATCOR 
atmospheric correction module of PCI image processing 
software was used for radiation correction to obtain surface 
reflectance images. The geometric correction was based on 
the topographic map with a scale of 1:50,000, control points 
were selected from the topographic map, and the quadratic 
polynomial re-sampling was selected to correct them. The 
correction accuracy was controlled within 0.5 pixels, and the 
ground resolution was controlled within 30m×30m. Then, 
with the support of ARC/INFO software, based on the data of 
soil, vegetation and meteorology in the source region of the 
Yellow River, the human-computer interactive interpretation 
was used to extract the data.

Desertification difference index model: In this paper, the 
normalized differential vegetation index (NDVI) reflecting 
vegetation coverage was adopted to indicate the deserti-
fication degree, because vegetation coverage is generally 
considered as a good indicator of desertification. The NDVI 
was calculated using reflectance data from infrared and 
near-infrared bands of Landsat TM/ETM+ images after ra-
diation and geometric correction. The surface albedo of the 
study area was estimated by using Landsat TM data inversion 
model (1) established by Liang (2000).
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indicator of desertification. The NDVI was calculated using reflectance data from infrared and near-infrared bands of Landsat 
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TM data inversion model (1) established by Liang (2000). 

albedo = 0.356𝜌𝜌𝑇𝑇𝑇𝑇1 + 0.130𝜌𝜌𝑇𝑇𝑇𝑇3 + 0.373𝜌𝜌𝑇𝑇𝑇𝑇4  + 0.085𝜌𝜌𝑇𝑇𝑇𝑇5 + 0.072𝜌𝜌𝑇𝑇𝑇𝑇7 − 0.0018                                               …(1) 
Based on the spatial characteristics of Albedo-NDVI, a desertification difference index model in the study area was established. 

The model was used to obtain multi-temporal desertification index images. The detailed process was referred to relevant literature 

(Zeng et al. 2006). The desertification difference index model can be expressed as: 

DDI = 1.3437NDVI-albedo             …(2) 
Monitoring information extraction: According to the data obtained from two field surveys in 2018 and 2019, combined with 

the map data of the vegetation type, soil type and geology of the study area, through the means of visual interpretation, the typical 

sample areas of different desertification types were selected and determined on Landsat ETM+ images obtained in 2019. With 

the support of image processing software, the connection between the typical sample areas and the desertification difference 

index images was established to determine the position of the typical sample areas on the desertification difference index images. 

The DDI values of different desertification types were calculated, and the monitoring indicators of different desertification types 

were finally determined (Table 1). Based on the monitoring indicators given in Table 1, the spatial distribution characteristics of 

desertification in 2000, 2010 and 2019 were obtained. Using the change monitoring tool in ENVI software, the raster data of 

desertification distribution during our study period were statistically analysed, the transfer matrix of desertification was obtained, 

and the temporal changes of desertification were further analysed. 

RESULTS AND ANALYSIS 

The spatial changes of desertification: In this paper, the remote sensing monitoring results of desertification in 2000, 2010 and 

2019 in the source region of the Yellow River were obtained. Based on the monitoring results in 2019, the current situation and 

spatial distribution characteristics of desertification in the source region were analysed. In 2019, the area of desertification in the 

source region has reached 3,519.97km2, accounting for 9.36% of the total area, among which the LDL was the largest, accounting 

for 45.82% of the total area of desertification, the MDL followed, accounting for 26.20%. The area of the SDL was close to that 

of the EDL, accounting for 13.80% and 14.18% respectively. According to the China Desertification Census data in 2015, the 

total area of desertification on the Qinghai-Tibet Plateau reached 313,274.62 km2, accounting for 13.96% of the total area of the 

plateau. According to the above data, the area ratio of desertification in the source region of the Yellow River is slightly lower 

than the average level of the whole Qinghai-Tibet Plateau. 

However, the distribution of all types of desertification in the source region was relatively concentrated. Except for a small 

area of desertification to the west of the Eling Lake, most of the rest were distributed to the east of the Eling Lake. From the 
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Monitoring information extraction: According to the 
data obtained from two field surveys in 2018 and 2019, 
combined with the map data of the vegetation type, soil 
type and geology of the study area, through the means of 
visual interpretation, the typical sample areas of different 
desertification types were selected and determined on 
Landsat ETM+ images obtained in 2019. With the support 
of image processing software, the connection between the 
typical sample areas and the desertification difference index 
images was established to determine the position of the 
typical sample areas on the desertification difference index 

images. The DDI values of different desertification types 
were calculated, and the monitoring indicators of different 
desertification types were finally determined (Table 1). Based 
on the monitoring indicators given in Table 1, the spatial 
distribution characteristics of desertification in 2000, 2010 
and 2019 were obtained. Using the change monitoring tool in 
ENVI software, the raster data of desertification distribution 
during our study period were statistically analysed, the 
transfer matrix of desertification was obtained, and the 
temporal changes of desertification were further analysed.

RESULTS AND ANALYSIS

The spatial changes of desertification: In this paper, the 
remote sensing monitoring results of desertification in 2000, 
2010 and 2019 in the source region of the Yellow River 
were obtained. Based on the monitoring results in 2019, the 
current situation and spatial distribution characteristics of 
desertification in the source region were analysed. In 2019, 
the area of desertification in the source region has reached 
3,519.97km2, accounting for 9.36% of the total area, among 
which the LDL was the largest, accounting for 45.82% of 
the total area of desertification, the MDL followed, account-
ing for 26.20%. The area of the SDL was close to that of 
the EDL, accounting for 13.80% and 14.18% respectively. 
According to the China Desertification Census data in 2015, 
the total area of desertification on the Qinghai-Tibet Plateau 
reached 313,274.62 km2, accounting for 13.96% of the total 
area of the plateau. According to the above data, the area 
ratio of desertification in the source region of the Yellow 
River is slightly lower than the average level of the whole 
Qinghai-Tibet Plateau.

However, the distribution of all types of desertification 
in the source region was relatively concentrated. Except for 
a small area of desertification to the west of the Eling Lake, 
most of the rest were distributed to the east of the Eling Lake. 
From the perspective of geomorphic units, desertification 
was concentrated between the southern margin of Madoi 
wide valley basin and the northern margin of Heihe River 
wide valley basin. It was in the form of patches, sheet and 
bands, distributed along the low mountains and hills that run 
northwest to southeast, and distributed in the river valleys, 
lakesides, ancient rivers and piedmont proluvium fans, etc.

According to the administrative division, the distribution 
of desertification in the source region was concentrated in 
Madoi County. The area of desertification in Madoi County 
accounted for 85.07% of that in the source region. All types 
of desertification in Madoi County were more than 78% of 
those in the source region. In order of proportion, from large 
to small, they were LDL, MDL, SDL and EDL respectively. 
The LDL and the MDL were the main ones, and the SDL 
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and the EDL also occupy a large proportion. The proportion 
of desertification land in Madoi County was much higher 
than the average level of Qinghai-Tibet Plateau. The area 
of desertification in Maqen County accounted for 11.71% 
of that in the source region. The remaining three counties, 
Qumarleb County, Chindu County and Darlag County, had a 
very small area of desertification. Overall, the average degree 
of desertification in the source region was not the highest in 
the Qinghai-Tibet Plateau. However, from the local area, the 
degree of desertification and damage in the source region 
was relatively high.

The dynamic changes of desertification in the 2000s: 
The monitoring results of desertification from 2000 to 2010  
(Table 2 and Table 3) show that the area of desertifica-
tion in the source region increased from 1,474.71km2 to 
2,768.61km2, with a growth rate of 87.47% and an annual 
mean growth rate of 21.87%. Among them, the SDL in-
creased the fastest, with an annual mean growth rate of 
69.52%. The MDL and the LDL were followed, with an 
annual mean growth rate of 28.62% and 25.32%, respective-
ly. The EDL increased more slowly, with an annual mean 
growth rate of only 0.71%. It can be seen that the changes 
of desertification in the source region in the 2000s, not only 
showed the rapid spread of desertification but also showed 
that the degree of desertification increased year by year.

The dynamic analysis of desertification mentioned above 
only reflected the overall situations of desertification in the 
source region of the Yellow River. In fact, in the process 
of dynamic changes of desertification, the expansion and 
reversal of desertification were two coexisting processes 
at the same time, and the final result of desertification 

depends on which process was dominant. The expansion of 
desertification indicated its spread and aggravation, while 
the reversal of desertification indicated improving in natural 
environmental conditions, weakening in human activities, 
and reducing in the area of desertification in the source 
region. To effectively analyse the process of desertification 
in the source region, according to the characteristics of the 
dynamic changes of desertification, the desertification in the 
2000s was divided into three types: expansion type, reversal 
type and stabilization type. The expansion type refers to the 
region where the area of desertification expanded and degree 
of desertification increased. The reversal type refers to the 
region where the process of desertification reversed, the area 
of desertification reduced and the degree of desertification 
weakened. The stabilization type refers to the region where 
the desertification was maintaining its initial state.

The monitoring results of two-time phases in 2000 and 
2010 were analysed by GIS spatial superposition, taking 
2000 as the benchmark, and this paper concluded that the 
area of expansion type desertification was 1,938.8km2 from 
2000 to 2010, of which 1,401.54km2 was transferred from 
the original non-desertification, and the remaining 537.26km2 
was from the original desertification aggravated by different 
degrees. The area of expansion type desertification accounted 
for 36.43% of the total area of desertification. The area of 
reversal type desertification was 319.73km2, accounting 
for 21.68%. The area of stabilization type desertification 
was 617.72km2, accounting for 41.89%. In the 2000s, the 
annual mean expansion rate of desertification was 32.86%, 
while the annual mean reversal rate was only 5.42%, and 

Table 1: Desertification detecting indicator in the source region of the Yellow River.

Desertification type LDL MDL SDL EDL

DDI value 51-63 43-50 34-42 23-33

Table 2: Desertification land in the source region of the Yellow River from 2000 to 2010 (unit: km2).

Desertification type 2000 2010 Area Change Change rate % Annual change rate %

EDL 417.34 429.11 11.77 2.82 0.70

SDL 95.21 360.00 264.79 278.10 69.52

MDL 295.43 633.61 338.18 114.47 28.62

LDL 666.73 1,341.89 675.16 101.26 25.32

Total 147.71 2,764.61 1,289.90 87.47 21.87

Table 3: Transfer Matrix of desertification land conversion in the source region of the Yellow River from 2000 to 2010 (unit: km2). 

2000
2010

Water area EDL SDL MDL LDL Non-desertification

Water area 1,411.92 5.92 4.45 4.88 6.88 36.81

EDL 12.02 267.65 65.72 38.65 21.46 11.84

SDL 2.18 23.74 31.09 24.11 11.47 2.62

MDL 6.24 59.00 80.67 91.74 46.65 11.13

LDL 12.97 45.35 107.55 220.96 227.24 52.84

Non-desertification 65.83 27.45 70.52 253.27 1,028.19 33,196.91
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the annual mean expansion rate was six times of the annual 
mean reversal rate. Therefore, in the 2000s, the process 
of desertification in the source region not only shows the 
rapid spread of desertification but also shows the increasing 
degree of desertification year by year, reflecting the serious 
degradation of land and the worsening of eco-environment 
in the source region during this period.

The dynamic changes of desertification in the 2010s: In Table 
4 and Table 5, the monitoring results of desertification from 
2010 to 2019 show that desertification in the source region was 
further expanded in the 2010s. From 2010 to 2019, the desertifi-
cation expanded by 755.36km2, with an annual mean expansion 
rate of 2.73%, which was lower than that in the 2000s. In the 
2010s, the changes of desertification were characterized by the 
rapid growth of MDL and SDL. The annual mean expansion 
rate of EDL reached 1.63%, exceeding that in the 2000s.

Taking 2010 as the benchmark, the desertification in 
the 2010s was divided into three types: expansion type, 
reversal type and stability type. The area of expansion type 
desertification was 1,607.69km2, of which 772.37km2 was 
transferred from the original non-desertification, and the re-
maining 835.32km2 was aggravated by different degrees. In 
the 2010s, the annual mean expansion rate of desertification 
was 5.82%, while the annual mean reversal rate was 1.63%, 
and the annual mean expansion rate was about four times of 
the annual mean reversal rate. From the above analysis, it 
shows that although the expansion rate of desertification in 
the 2010s was lower than that in the 2000s, the desertification 
in the source region still maintained a trend of continuous 
expansion in the 2010s, with the aggravation of the deserti-
fication as the main factor. In the 2010s, the desertification 

in the source region was in the stage of development to 
strong development, which was consistent with the overall 
situations of desertification development in the whole Qing-
hai-Tibet Plateau. If the situations should be not controlled, 
the desertification in the source region will expand further.

DRIVING FACTORS OF DESERTIFICATION

Desertification is a complex process of land degradation. 
Its expansion and reversal are influenced by both natural 
conditions and human activities. When natural conditions 
deteriorate and the intensity of human activities exceeds the 
environmental carrying capacity, desertification will inten-
sify and expand. On the contrary, when natural conditions 
improve and human activities are effectively controlled, 
desertification can be reversed. Due to the special geo-
graphical location of the source region, the climate changes, 
rodent damages and human activities are the main causes of 
desertification.

Climatic factors: The source region of the Yellow River 
is located in the hinterland of the Qinghai-Tibet Plateau. 
Under special geographical conditions, it has formed a 
special climate. Climate changes in the source region are 
an important cause of desertification. There are two main 
aspects of climate change, one is rising temperatures, and the 
other is declining precipitation. According to meteorological 
data, the annual mean temperature in the source region has 
been increasing slowly in the past 60 years (Fig. 2), and the 
temperature increased by 0.382°C per 10a. The variation 
trends of annual mean temperature are bounded by 1986. 
Before 1986, the temperature decreased by 0.149°C per 10a. 

Table 4: Desertification land in the source region of the Yellow River from 2010 to 2019 (unit: km2).

Desertification type 2010 2019 Area Change Change rate % Annual change rate %

EDL 429.11 499.10 69.99 16.31 1.63

SDL 360.00 486.10 126.10 35.03 3.50

MDL 633.61 922.07 288.46 45.53 4.55

LDL 1,341.89 1,612.70 270.81 20.18 2.02

Total 2,764.61 3,519.97 755.36 37.32 2.73

Table 5: Transfer matrix of desertification land conversion in the source region of the Yellow River from 2010 to 2019 (unit: km2). 

2010
2019

Water area EDL SDL MDL LDL Non-desertification

Water area 1,401.59 13.24 9.42 16.72 10.72 59.30

EDL 10.97 300.11 65.84 35.92 13.35 2.92

SDL 15.05 92.44 129.01 89.54 32.58 1.38

MDL 16.07 52.62 156.89 261.22 145.26 1.55

LDL 15.53 26.29 106.87 400.22 789.36 3.62

Non-desertification 41.03 14.40 18.07 118.45 621.43 32,498.74
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Since 1986, the temperature increased by 0.557°C per 10a. 
Therefore, the increasing stage of annual mean temperature in 
the source region mainly occurred after 1986. The change of 
annual mean precipitation in the source region is also obvious 
(Fig. 3), and the inter-annual change is over 300mm. The 
annual mean precipitation in the source region is 312 mm, 
and the annual mean evaporation is over 1,240 mm, causing 
serious water shortage. Since 2000, the five-year drought 
has caused changeable windy weather and accelerated the 
process of desertification.

An important consequence of climate change is the 
impact on the permafrost environment. There is a large 
area of permafrost in the source region of the Yellow River. 
Permafrost has an important influence on the growth of 
alpine meadow vegetation. On the one hand, the permafrost 
can effectively prevent surface water and soil water from 
infiltrating, thereby increasing the water content of the plant 
root area. On the other hand, the permafrost has the function 
of gathering nutrients from the upper layers, because lower 
soil temperature is conducive to the accumulation of organic 
matter. Many studies have shown that the mean temperature 
of the upper permafrost has increased by 0.2-0.3°C in the 
past 60 years due to climate warming, resulting in large-scale 
thawing of permafrost, and even the disappearance of per-

mafrost in some areas. As a result, the water content of plant 
roots decreased, swamps and lakes dried up, soil structure and 
composition changed, and finally, desertification intensified.

Another important consequence of climate change is the 
impact on the water environment. According to the survey 
data, the lake area decreased by 0.54% from 1970 to 1980, 
while the lake area decreased by 9.3% from 1980 to 1990. 
The water level of the lake generally decreased by 2-3m, and 
the lake shrank about 20-30m. From 1990 to 2019, the area 
of swamp and lake both decreased by about 10%, while the 
reduction of river area was the highest, reaching over 22%. 
The area of swamp shrank by nearly 200 km2, and the number 
of lakes decreased by 49.

Rodent damages: Rodent damages are the main biological 
disasters that destroy the grassland ecology in the source 
region of the Yellow River. The rodent damages in the source 
region have a long history, but they have been especially 
serious since 1985. The main rodents in the source region 
are Myospalax baileyi and Ochotona curzoniae, among 
which Ochotona curzoniae is the most widely distributed 
and the most harmful. According to statistics, the area of the 
grassland affected by rodent damages in the source region is 
149.95×104hm2, accounting for 65.20% of the natural grass-
land. The average density of rodent holes is 3,750-7,050/hm2, 

 
Fig. 2: The change of annual mean temperature from 1960 to 2019. 

 
Fig. 3: The change of annual mean precipitation from 1960 to 2019. 

 

An important consequence of climate change is the impact on the permafrost environment. There is a large area of permafrost 

in the source region of the Yellow River. Permafrost has an important influence on the growth of alpine meadow vegetation. On 

the one hand, the permafrost can effectively prevent surface water and soil water from infiltrating, thereby increasing the water 

content of the plant root area. On the other hand, the permafrost has the function of gathering nutrients from the upper layers, 

because lower soil temperature is conducive to the accumulation of organic matter. Many studies have shown that the mean 

temperature of the upper permafrost has increased by 0.2-0.3°C in the past 60 years due to climate warming, resulting in large-

scale thawing of permafrost, and even the disappearance of permafrost in some areas. As a result, the water content of plant roots 

decreased, swamps and lakes dried up, soil structure and composition changed, and finally, desertification intensified. 

Another important consequence of climate change is the impact on the water environment. According to the survey data, the 

lake area decreased by 0.54% from 1970 to 1980, while the lake area decreased by 9.3% from 1980 to 1990. The water level of 

the lake generally decreased by 2-3m, and the lake shrank about 20-30m. From 1990 to 2019, the area of swamp and lake both 

decreased by about 10%, while the reduction of river area was the highest, reaching over 22%. The area of swamp shrank by 

nearly 200 km2, and the number of lakes decreased by 49. 

Rodent damages: Rodent damages are the main biological disasters that destroy the grassland ecology in the source region of 

the Yellow River. The rodent damages in the source region have a long history, but they have been especially serious since 1985. 

The main rodents in the source region are Myospalax baileyi and Ochotona curzoniae, among which Ochotona curzoniae is the 

most widely distributed and the most harmful. According to statistics, the area of the grassland affected by rodent damages in the 

source region is 149.95×104hm2, accounting for 65.20% of the natural grassland. The average density of rodent holes is 3,750-

7,050/hm2, and the serious area is 19,860/hm2. Rodents feed on the roots and stems of plants, and cut off the roots, causing large 

-6.0 

-5.0 

-4.0 

-3.0 

-2.0 

-1.0 

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Te
m

pe
ra

tu
re

(℃
)

0 

100 

200 

300 

400 

500 

600 

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Pr
ec

ip
it

at
io

n(
m

m
)

Fig. 2: The change of annual mean temperature from 1960 to 2019.
 

Fig. 2: The change of annual mean temperature from 1960 to 2019. 

 
Fig. 3: The change of annual mean precipitation from 1960 to 2019. 

 

An important consequence of climate change is the impact on the permafrost environment. There is a large area of permafrost 

in the source region of the Yellow River. Permafrost has an important influence on the growth of alpine meadow vegetation. On 

the one hand, the permafrost can effectively prevent surface water and soil water from infiltrating, thereby increasing the water 

content of the plant root area. On the other hand, the permafrost has the function of gathering nutrients from the upper layers, 

because lower soil temperature is conducive to the accumulation of organic matter. Many studies have shown that the mean 

temperature of the upper permafrost has increased by 0.2-0.3°C in the past 60 years due to climate warming, resulting in large-

scale thawing of permafrost, and even the disappearance of permafrost in some areas. As a result, the water content of plant roots 

decreased, swamps and lakes dried up, soil structure and composition changed, and finally, desertification intensified. 

Another important consequence of climate change is the impact on the water environment. According to the survey data, the 

lake area decreased by 0.54% from 1970 to 1980, while the lake area decreased by 9.3% from 1980 to 1990. The water level of 

the lake generally decreased by 2-3m, and the lake shrank about 20-30m. From 1990 to 2019, the area of swamp and lake both 

decreased by about 10%, while the reduction of river area was the highest, reaching over 22%. The area of swamp shrank by 

nearly 200 km2, and the number of lakes decreased by 49. 

Rodent damages: Rodent damages are the main biological disasters that destroy the grassland ecology in the source region of 

the Yellow River. The rodent damages in the source region have a long history, but they have been especially serious since 1985. 

The main rodents in the source region are Myospalax baileyi and Ochotona curzoniae, among which Ochotona curzoniae is the 

most widely distributed and the most harmful. According to statistics, the area of the grassland affected by rodent damages in the 

source region is 149.95×104hm2, accounting for 65.20% of the natural grassland. The average density of rodent holes is 3,750-

7,050/hm2, and the serious area is 19,860/hm2. Rodents feed on the roots and stems of plants, and cut off the roots, causing large 

-6.0 

-5.0 

-4.0 

-3.0 

-2.0 

-1.0 

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Te
mp

era
tu

re(
℃

)

0 

100 

200 

300 

400 

500 

600 

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Pr
ec

ip
ita

tio
n(

mm
)

Fig. 3: The change of annual mean precipitation from 1960 to 2019.



1441CHANGES OF DESERTIFICATION IN SOURCE REGION OF YELLOW RIVER 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

and the serious area is 19,860/hm2. Rodents feed on the roots 
and stems of plants, and cut off the roots, causing large areas 
of grassland to wither and die, resulting in degradation and 
desertification of grassland. More than 50% of the “black soil 
type” degraded grassland in the source region is caused by 
rodent damages. According to the measurement, the water 
content of the surface soil of the secondary bare land on 
the shady and sunny slopes affected by rodent damages is 
22.18% and 29.27% lower than that of the native grassland 
respectively. These rodent holes and “black soil beach” in 
the grassland become the breach of wind erosion, creating 
conditions for wind erosion, and accelerating degradation 
and desertification of grassland.

Human activities: Human activities are one of the important 
factors affecting the ecological environment in the source 
region, which are closely related to the changes of desertifi-
cation. Especially in the process of economic development, 
human factors have become the leading factors affecting the 
changes of desertification (Chen et al. 2016). Unreasonable 
human activities destroy the surface ecosystem and lead to 
desertification.
The industrial structure of the source region is dominated by 
animal husbandry. Most of the economic income of herdsmen 
depends on animal husbandry, and expanding the number of 
livestock is the main way of economic growth. Since the end 
of 1960s, the animal husbandry in the source region has de-
veloped rapidly, the number of livestock has multiplied, and 
the grassland has been in the state of overloading, resulting 
in the continuous degradation of the grassland. In the source 
region, the area of grassland is small in winter and spring, 
the grazing time is long, and the overloading is more serious. 
Especially in the beach near the water source, the middle and 
lower part of the hillside and the two sides of the river valley, 
the overloading of grassland is frequent, which aggravates 
the load of grassland in winter and spring. According to the 
investigation of Wang (2001) on the grassland in the source 
region of the Yellow River, the theoretical stocking rate of 
the local grassland was 667,000 sheep units in winter and 
3,048,900 sheep units in summer. From 2000 to 2019, the 
overloading rate of grassland in summer and winter in the 
source region reached 66.98% and 100% respectively. In 
winter and spring, the quantity of forage grass is the low 
quantity and poor quality, and in summer and autumn, the 
amount of forage is many quantities and high quality, which 
leads to the vicious cycle of livestock being fat in autumn, 
thin in winter and death in spring.

Another reason for the destruction of natural resources 
and the ecological environment by human activities is the 
improper use of water and soil resources, excessive mining, 
and indiscriminate digging. The source region of the Yel-
low River is rich in natural resources. Gold, salt and other 

minerals, as well as wild animals such as Gymnocypris 
przewalskii, Vulpes corsac and Vulpes vulpes are the main 
objects for local residents to engage in sideline business. 
According to the data of the grassland general station of 
Qinghai province, since 1980, sand gold production has 
started in the area around Daqing Mountain, and thousands 
of gold miners from other places have flocked to the area 
to collect gold and salt, catch fish and hunt natural enemies 
of wild rodents. Excessive mining, indiscriminate digging 
and illegal hunting have destroyed large areas of grassland  
vegetation, reduced the natural enemies of rodents, damaged 
the ecosystem, and further led to soil erosion and desertifica-
tion. The grassland on both sides of the river has degenerated, 
the function of water conservation has declined, which has 
artificially aggravated the land desertification.

DISCUSSION AND CONCLUSIONS 

Distribution of desertification land: The area of  
desertification land in the source region of the Yellow 
River accounts for 9.36% of the total area, which is about 
4.59% lower than that in the whole Qinghai-Tibet Plateau. 
However, the desertification land in the source region of the 
Yellow River is concentrated in Madoi County. The area of 
desertification land in Madoi County accounts for 14.3% of 
the total area, which is higher than that in the whole Qing-
hai-Tibet Plateau. The proportion is higher in the Huanghe 
Township and Heihe Township, where the desertification is 
concentrated. Therefore, on the whole, the area of desertifi-
cation land in the source region is small, but the distribution 
of desertification land is relatively concentrated. In some 
areas, the proportion of desertification land is high, and the 
degree of desertification is also high.

The general situation of desertification expansion: During 
the 20 years from 2000 to 2019, the area of desertification 
land in the source region of the Yellow River increased by 
2,045.26km2. Among them, LDL accounts for 46.25%, MDL 
accounts for 30.64%, SDL accounts for 19.11%, and EDL 
accounts for the smallest proportion, only 4%. The results 
show that the desertification in the source region is increasing 
rapidly, among which LDL and MDL are expanding signifi-
cantly. Since the 2000s, the process of desertification in the 
source region has presented a trend of rapid development, 
but the development of desertification in different periods 
showed different characteristics. In the 2000s, the growth rate 
of desertification was high, and the process of desertification 
was characterized by the rapid spread of desertification land. 
In the 2010s, the growth rate of desertification slowed down 
relatively, but MDL maintained a linear growth trend. In the 
past 20 years, although there is a certain reversal of deser-
tification in some areas, on the whole, the source region is 
dominated by the expansion of desertification.



1442 Q. G. Liu and Y. F. Huang

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

The results of driving force analysis of desertification: In 
the past 20 years, the desertification in the source region was 
attributed to the unreasonable exploitation and utilization of 
grassland resources under the background of the warming 
and drying trend of the alpine ecological environment, which 
further exacerbated the process of grassland degradation and 
land desertification. Due to the combined action of natural 
and human factors, many lakes and wetlands in the source 
region have shrunk or even dried up, causing a series of eco-
logical environment problems such as grassland degradation, 
land desertification and soil erosion.
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ABSTRACT
To reveal the effects of different tillage measures on soil microbes, enzyme activities and nutrients, 
eight different treatments were combined with different tillage methods to study the effects of different 
tillage measures on soil microbes, enzyme activities and nutrients. The results showed that in the 
flowering stage, the number of bacteria in the soil was higher than that in PT1 (ploughing + early 
ridging), RT1 (rotary tillage + early ridge) decreased by 22.6%. PT2 (ploughing + early subsoiling) was 
more than RT2 (rotary tillage + early subsoiling), PT3 (ploughing + conventional subsoiling) than RT3 
(rotary tillage + conventional subsoiling), PCK (rotary tillage + conventional ridging) than RCK (rotary 
tillage + conventional ridging) increased by 13%, 22.9%, and 3.5%, respectively. The bacteria, fungi 
and actinomycetes in the whole rotary tillage treatment (rotary tillage) were higher than the tillage 
treatment (ploughing). Except for the invertase, the urease, phosphatase and catalase activities of 
the ploughing treatment were higher than those of the rotary tillage. When entering the pod-forming 
period, the number of soil bacteria, fungi and actinomycetes in rotary tillage were higher than tillage, 
the soil sucrase activity in rotary tillage was higher than that in ploughing. RT1 was significantly higher 
than PT1 and PT2 by 11.1% and 11.7%, but the soil urease, phosphatase and catalase activities 
were higher in ploughing than rotary tillage. The available nitrogen and the available potassium were 
opposite. At the stage of tillage, the number of bacteria, fungi, actinomycetes, urease activities and 
sucrase activities in the rotary tillage were higher than ploughing, while the activities of phosphatase 
and catalase were higher under ploughing. In the mature stage, the soil urease and catalase activities 
were higher in the tillage treatment, while the phosphatase and sucrase activities were opposite. On 
the whole, advance inter-tillage improved the soil environment to some extent on both tillage measures, 
especially T2 (subsoiling). 

INTRODUCTION

Soil microorganisms is the generic term for all tiny  
organisms in the soil that are invisible or unclear to the naked 
eye, including bacteria, actinomycetes, fungi, etc. (Zhang et 
al. 2009). Soil microorganisms is the main active ingredient 
of the soil, gets involved with a variety of metabolic activities 
(Ryan & Adley 2010), promotes the cycle and transformation 
of soil organic matters and nutrients, and involves themselves 
in biochemical processes such as humus formation, so it plays 
a vital role in the crop productivity and the stabilization of 
soil ecosystem (Lucas et al. 2015). Produced by the interac-
tion of microorganisms and crop roots, the soil enzyme is also 
one of the most important active ingredients of soil (Zhao 
et al. 2015). Getting involved in all biochemical processes 
of soil, the soil enzyme’s activity level reflects the relative 
intensity of biochemical processes in soil. It can quickly 
respond to the effects that the short-term tillage measures 
have on soil quality and reflect the soil quality changes (Sui 
et al. 2016, Chen et al. 2014). The soil tillage method directly 
or indirectly affects the physical and chemical properties of 

the soil, mainly affecting the soil nutrient content and its 
effectiveness (Wang et al. 2015). The content level of soil 
nutrients reflects the soil health status and affects the circula-
tion of energy and material in the whole ecosystem, guiding 
the decomposition and transformation of organic carbon (Yu 
et al. 2017, Chen et al. 2011), and the soil nutrient contents 
will directly affect the normal growth and development of 
crops (Zhang & Wu 2018). Tillage measures are the main 
factors affecting the soil environment. Soil microorganisms 
and enzymatic activities are particularly sensitive to their 
responses. At the same time, microorganisms and various 
soil enzymes play an important mediation role in the trans-
formation of soil nutrients. Appropriate tillage measures can 
enrich the diversity of microbial community structures and 
improve the activities of various enzymes in the soil, thus 
favourable for the normal transformation and accumulation 
of soil nutrients, which in turn helps protect the soil envi-
ronment and increase the crop yield.

As one of the three major black soil belts in the world, 
with a total area of 7×104 km2 (Yu et al. 2017), northeast 
China’s soil environment has been seriously damaged due to 
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the unduly pursuit of high crop yields, and improper tillage 
measures and field management methods, and the organic 
matters and total nitrogen content in the black soil has been 
decreasing year after year (Wu et al. 2017). Therefore, to look 
for a suitable tillage measure is particularly important for 
keeping the ecological environment of soil. According to the 
research report, no tillage + straw mulching can increase the 
organic matters on the soil surface, improve the composition 
and diversity of soil microbial community, thus optimizing 
the growing environment of crop roots (Wang et al. 2018). 
Other researches show that no tillage + straw mulching 
improves the enzymatic activity of the surface layer in a 
better way than traditional tillage (Peng et al. 2018). But the 
long-term no-tillage will increase the soil hardness, reduce 
the total porosity of the soil, and affect the growth of aerobic 
microorganisms and roots. The studies where the protective 
tillage, combined with other technical measures influence the 
ecological environment of soil and crop yields are frequently 
reported, but there are fewer reports on traditional farming 
combined with other technical measures.

In this study, a test was conducted in Heshan Farm  
Science Park, Heihe City, Heilongjiang Province to learn the 
effects of different tillage methods combined with different 
inter-tillage methods on soil microorganisms and enzymatic 
activities. The problems to be solved in this study are: (1) the 
effects of different tillage methods on soil microorganisms 
and enzymatic activities, (2) the effects of the same tillage 
methods and different inter-tillage methods on soil micro-
organisms and enzymatic activities, (3) according to the 
effects of different tillage measures on soil microorganisms 
and enzymes, the tillage and inter-tillage measures that are 
appropriate for the area can be determined.

MATERIALS AND METHODS

Overview of the Experimental Site

The experiment was carried out in Heshan Farm Science 
Park, Heihe City, Heilongjiang Province (48°43’N-49°03’N, 
124°56’E-126°21’E), where the annual average temperature 
is ≥10°C, the annual effective accumulative temperature is 
from 2000 to 2300°C, and the frost-free period is 115-120 
days, belonging to the continental climate in the cold tem-
perate zone, where the rainy season is mostly concentrated 
in summer, with an annual rainfall of 500-600mm. The local 
soil type is dominated by the black soil, the cultivated land 
is faintly acidic, with the fertile soil and the balanced soil 
fertility. The 0-20cm basic physical and chemical properties 
in the experimental site are as given in Table 1.

Experiment Design

The experiment was carried out from October 2017 to  
October 2018, adopting the split-plot experiment design 
(Table 2). Among them, the main factors were ploughing and 
rotary tillage and the different inter-tillage methods were the 
second factors. That was, two different tillage methods were 
designed in the early period (the crop straws were returned 
to the field): Ploughing (P) and rotary tillage (R). After 
sowing, each tillage method was equipped with 4 different 
inter-tillage measures. As a whole, the comprehensive setting 
was conducted from different depths of deep scarification, 
different deep scarification and earthing up time, different 
deep scarification and earthing up number, a total of 8 treat-
ments were designed, as given in Table 2. Deep scarification 
refers to a technique in which the deep scarification machines 

Table 1: Basic physical and chemical properties of the soil of the test site.

Bulk weight
(g.cm-3)

Available nitrogen  
(mg.kg-1)

Available phosphorus (mg.
kg-1)

Available potassium 
(mg.kg-1)

Organic matter 
(g.kg-1)

pH

1.19 138.9 20.79 179.35 14.3 6.25

Table 2: Different tillage methods.

Tillage measures Treatments Stage

4-5 days after the broadcast V2-V3 stage V4-V5 stage V6-V7 stage

PT1 Soil dressing Middle ridging Large banking up

Ploughing PT2 25-30 cm subsoiling 30-35 cm subsoiling + Mid-banking up Large banking up

PT3
25-30cm Sub-
soiling Large banking up

PCK Soil dressing Mid-banking up Large banking up

RT1 Soil dressing Large banking up

Rotary tillage RT2 25-30 cm Subsoiling 30-35 cm Subsoiling + Mid-banking up Large banking up

RT3
25-30 cm Sub-
soiling Large banking up

RCK Soil dressing Mid-banking up Large banking up
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and tools are drawn by a cultivator to loosen the soil at 
different depths, improve the structure of the plough layer, 
and enhance the capacity of soil moisture conservation and 
drought resistance and drainage. Soil dressing: The width 
of the cultivator earthing knife is 20-30°. Mid-banking up: 
The width of the cultivator earthing knife is 80-90°, and the 
large banking up: The width of the cultivator earthing knife 
is 110~120°. Three times of earthing inter-tillage (common 
mode in rural areas) are set as contrast (CK).

The soybean was sowed with fertilizer on May 4, 2018. 
The local main variety Heihe 43 provided by the local seed 
company was selected. Each row area was 45 m, the row 
width was 62.5 cm, 8-row areas, repeated twice, and the 
harvest occurred on September 28, 2018. The preceding crop 
was corn, and the fertilization amount was consistent with 
the local fertilization level. There was 54 kg·hm-2 of pure 
nitrogen fertilizer, pure P2O5 67.5 kg·hm-2 and pure K2O 30 
kg·hm-2, and the other field managements were consistent 
with the local production.

Soil Sampling and Analysis

Soil sampling: The soil sampling was conducted 4 times 
during the flowering period, pod-setting period, seed filling 
period, and mature period of soybean. 0-20 cm soil was sam-
pled between the rows with a soil auger with a diameter of 5 
cm. Six points were sampled randomly in the shape of “S” 
in each plot, with crop residues and stones removed, finally 
they were mixed evenly and put into the sealed pockets and 
immediately brought to the laboratory for the treatment. Some 
soil samples were stored under 4°C for the measurement and 
analysis of soil microbial quantity, others were air-dried, 
ground and sieved out from the soil by a 2-mm soil screen 
(organic matters sieved by a 0.25 mm soil sieve) to remove 
straw residues and plant roots, and finally, they were used to 
measure the soil enzymatic activity and soil nutrients.

Analysis of soil enzymatic activity: The determination of 
soil enzymatic activity is based on the method of Guan Song-
yin (Bao 1999). The activity of invertase was determined by 
3,5-dinitro salicylic acid, expressed as the quantity of mg of 
glucose in 1 g of soil after 24 hours. The activity of urease 
was determined by sodium phenol colourimetry, expressed as 
the quantity of mg of ammonia nitrogen released from 1 g of 
soil after 24 hours. The phosphatase activity was determined 
by the disodium phenyl phosphate colourimetric method, 
expressed as the quantity of mg of phenol released in 1 g of 
soil after 24 h. The soil catalase activity was determined by 
the permanganimetric method, and all the treatments were 
repeated thrice.

Analysis of soil microbial quantity: The soil microorgan-
isms were inoculated by spread-plate method (Pan 2015). 

The fungus was cultivated in Martin medium and its quan-
tity was determined. The composition of the medium was 
10 g of glucose, 5 g of peptone, 1 g of KH2PO4. 0.5 g of 
MgSO4.7H20, 1 L of distilled water, 18 g of agar, 3.3 mL of 
10 g/L Bengal red solution. 0.3 mL of 10 g/L streptomycin 
solution was added into per 100 mL culture medium, at the 
using time after sterilization. The actinomycetes were cul-
tivated in the modified Gao’s No.1 culture medium and its 
quantity was determined. The composition of the medium 
was starch 20 g, KNO3 1 g, K2HPO4 0.5 g, MgSO4·7H2O 
0.5 g, NaCl 0.5 g, FeSO4·7H2O 0.01 g, distilled water 1 L, 
agar 18 g, pH 7.2-7.4 at the using time after sterilization. 
0.3 mL of 30 g/L K2Cr2O7 solution was added per 100 mL 
of medium to inhibit the growth of fungi and bacteria (7.2-
7.4). The bacteria were cultivated in the beef extract-peptone 
medium and then their quantity was determined (Medium 
composition: beef extract 3 g, protein 5 g, distilled water 1 
L, agar 18 g, pH 7.0-7.2). All the treatments were repeated 
thrice. The fungus was cultivated under 28°C for 3 to 4 
days, the bacteria were cultivated at 28°C for 2 to 3 days, 
and the actinomycetes were cultivated under 37°C for 6 to 
8 days. After the completion of the cultivation, the number 
of bacterial colonies was determined by the plate count. 
Computational formulas are as follows:

CFU (forming unit of bacterial colonies/mL) = 3 repeated 
average quantity of bacterial colonies × dilution ratio.

Data Analysis 

Data processing was conducted by Excel 2010, and the ef-
fects that each treatment has on soil microbial quantity and 
enzymatic activity are compared using one-way variance 
(ANOVA). All statistical analyses are completed by SPSS 
17.0 and the plotting adopts Origin 2018.

RESULTS AND ANALYSIS

Effects of Different Tillage Measures on Soil Microbial 
Quantity

Effects on the bacterial population: As shown in Fig. 1, 
the soil bacterial population reaches 105 orders of magnitude. 
Different tillage measures have significant effects on bacteria. 
In the flowering period, T1 and T2 are significantly higher 
than CK with the same tillage method, and T3 is less signif-
icantly different from CK. Among them, PT1 and PT2 are 
significantly higher than PCK by 17.05% and 28.41%. RT1 
and RT2 were significantly higher than RCK by 56.48% and 
17.65%. PT2 is higher than PT3 by 24.47% and RT2 is higher 
than RT3 by 35.16%, indicating that the deep scarification 
or earthing up in advance contributes to the increase of the 
soil bacterial population. In the pod-setting period, except for 
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PCK and RT1, the bacterial population treated respectively 
increased in some degree, and in the same tillage method, 
T1, T2 and T3 were significantly higher than CK, which was 
consistent with that in the flowering period. In the seed filling 
period, the bacterial population treated respectively tends to 
decrease to some degree, compared with the previous period. 
And with the same tillage method, the bacterial population 
is consistent with the previous trend, i.e., T1 and T2 are 
significantly higher than T3 and CK treatment. In the same 
inter-tillage method, the bacterial population treated by the 
rotary tillage is higher than that treated by the ploughing. 
Among them, RT1 is increased by 13.29% compared with 
PT1, and RT2 is increased by 12.78% compared with PT2, 
both of which reach a significant level, indicating that the 
rotary tillage combined with other tillage measures is more 
conducive to bacterial survival, and RT1 has been kept at a 
higher level. This may be caused by the earthing up ahead 
of time in the RT1 treatment, increasing the soil temperature 
during the flowering period, and creating a more suitable soil 
environment for the bacteria.

Effect on the number of fungi: As shown in Fig. 2, the 
soil fungi number reaches 104 orders of magnitude. In the 
flowering period, the fungi number in the rotary tillage was 
higher than that in the ploughing on the whole. By the same 
tillage, T1, T2 and T3 all show a decreasing trend. In the 
ploughing, PT1, PT2 and PT3 are decreased by 12.71%, 
21.82% and 14.48%, compared with PCK. RT1, RT2, RT3 
are significantly lower than RCK by 20.91%, 47.76% and 
28.35% respectively. The fungi number by the earthing-up 
treatment with the two ploughing methods (T1, CK) is higher 
than that of deep scarification (T2, T3), indicating that the 

deep scarification is more conducive to reducing the fungi 
number in the soil and creating a better soil environment for 
the soil than earthing up, in the pod-setting period and seed 
filling period, the two have the same variation tendency. In 
the same cultivating conditions, the fungi number produced 
by ploughing is lower than that produced by the rotary till-
age, and both tillage methods show CK>T1>T3>T2. In the 
seed filling period, PT1 is decreased by 12.67% compared 
with PCK, while RT1 is decreased by 4.69%, compared with 
RCK. Compared with PT3, PT2 is decreased by 17.91%. 
Compared with RT3, RT2 is decreased by 27.63%, which 
is similar to the result in the flowering period, showing that 
deep scarification can reduce the soil fungi number and make 
the soil microbial community structure more reasonable.

Effect on the actinomycete number: As shown in Fig. 
3, the soil actinomycete number reaches 105 orders of  
magnitude. In the flowering period, the soil actinomycete 
number treated by the tillage is higher than that treated by 
the rotary tillage. In the tillage, PT1, PT2 and PT3 are sig-
nificantly increased by 32.5%, 37.68% and 27.3% compared 
with PCK. In rotary tillage, RT1 and RT2 are less different 
from RCK, RT2 is significantly higher than RCK by 50%. 
In the seed filling period, the two tillage methods have the 
same trend, i.e., T2>T1>T3>CK. In ploughing, PT1, PT2 and 
PT3 are significantly higher than PCK by 28.4%, 38.62% 
and 11.36%. Similarly, in rotary tillage, RT2 is significant-
ly increased by 17.61% compared with RCK, while RT1 
and PT3 are less significantly different from RCK, but the 
actinomycete number treated by the rotary tillage is higher 
than that treated by the ploughing, which may be because the 
rotary tillage has less soil disturbance than ploughing. In the 
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seed filling period, the actinomycete number with the two 
tillage methods is decreased compared with the pod-setting 
period, especially PT1 and PT2 are decreased significantly 
compared with those in the previous period, both of which 
are lower than PCK. In rotary tillage, RT1, RT2 and RT3 
are significantly higher than RCK by 29.63%, 49.37% and 
45.66%. In general, the actinomycete number treated by the 
rotary tillage is higher than that treated by the ploughing in 
the later period, which is consistent with bacteria but oppo-
site to the fungus, indicating that the rotary tillage may be 
more conducive to creating a more reasonable soil microbial 
community structure.

Effects of Different Tillage Measures on Soil Enzymes

Effect on soil urease: Soil urease is often an important indi-
cator used to characterize the soil nitrogen supply. As shown 

in Fig. 4, different tillage measures have a significant impact 
on it. During the flowering period, both tillage measures 
show a consistent variation trend (T2>T3>T1>CK). In the 
same tillage, PT2 is increased by 15.91%, 3.99% and 14.14% 
compared to PT1, PT3 and PCK. Compared with RT1, RT3 
and RCK, RT2 is increased by 6.81%, 5.64% and 8.22%. 
Generally, the urease activity by the tillage is higher than 
that by the rotary tillage, which may be because the plough-
ing improves the soil’s respiratory ability, accelerates the 
metabolism between rhizosphere and microorganisms, and 
increases the rate of secretory urease. During the pod-setting 
period, the basic trends of the two tillage measures are the 
same, T1 and T2 are higher than CK, and the urease activity 
of each treatment is generally improved. In the seed filling 
period, the urease activity of each treatment in rotary tillage 
has no significant difference. But the urease activity treated 
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by rotary tillage is significantly higher than that treated by the 
ploughing; the urease activity in the mature period of soybean 
is increased compared with that in the seed filling period. 
That may be because the soybean roots break away from 
the putrefactive root nodules, and then release the rhizobia, 
which increases the activity of soil urease. Moreover, the 
urease activity treated by PT2 and RT2 is high all the time, 
indicating that the deep scarification is positively significant 
in improving and keeping the soil urease activity.

Effects on soil phosphatase: Soil phosphatase has a positive 
effect on the increase of the availability of soil phosphorus. 
As shown in Fig. 5, soil phosphatase activity gradually 
increases with the progress of soybean growth period. In 
the flowering period, the soil phosphatase activity treated 
by ploughing is higher than that treated by the rotary tillage 
but the differences are not significant. Similarly, whether 
treated by the ploughing or the rotary tillage, the treatment 
difference with the same tillage measures is not significant. 

In the soybean pod-setting period, except for RT1 and RT2, 
the phosphatase activity treated by each method is improved 
significantly. In the seed filling period, the soil phosphatase 
activity increases greatly, and the treatment difference is 
significant. Among them, the soil phosphatase activity treated 
by the tillage is higher than that treated by the rotary tillage, 
but the changing trend treated by each method is similar. 
That is, T2>T3>T1>CK. In the tillage, PT1, PT2 and PT3 
increase by 11.26%, 53.62% and 26.38%, reaching a signif-
icant level compared with PCK. In rotary tillage, RT1, RT2 
and RT3 increase by 5.96%, 25.5% and 12.21% compared 
with PCK. In the mature period, the variation trend in this 
period is consistent with that in the seeding filling period, 
and the phosphatase activity reaches the highest value. What 
differs from the seeding filling period is that the phosphatase 
activity treated by the deep scarification is lower than that 
treated by the earthing up, probably it is because the deep 
scarification improves the total porosity of the soil, the 
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thermal conductivity of soil decreases, causing the surface 
soil temperature to be closer to the surface temperature, thus 
affecting the soil phosphatase activity.

Effect on soil invertase: Widely distributed in soil, the 
soil invertase is often used to characterize the degree of soil 
maturity. It can catalyse and boost the sucrose in the soil to 
hydrolyse into glucose and fructose. As shown in Fig. 6, the 
soil invertase is significantly affected by the tillage methods. 
In the flowering period, the invertase activity gained by the 
ploughing is higher than that gained by the rotary tillage. 
The difference between two tillage methods may be caused 
because the crop stalks are returned to the field and the 
ploughing makes the soil respiration and the mineralization 
rate of organic matter stronger than those gained by the rotary 
tillage, allowing roots and microorganisms to secrete more 
active enzymes. By ploughing, PT1 and PT2 are significantly 
higher than PCK by 10.88% and 14.77%, respectively. PT1 
and PT2 are both significantly higher than PT3, but the dif-
ference between PT1 and PT2 is not significant. By the rotary 
tillage, RT1 is significantly increased by 10.77 %, compared 
to RCK. RT2 is increased significantly by 19.92%, 27.92% 
and 31.19%, compared to RT1, RT3 and RCK, indicating 
that the advanced inter-tillage is beneficial to the increase of 
the activity of soil invertase, especially the effect through the 
advanced deep scarification is more significant. The variation 
tendencies in the pod-setting period, the seed filling period, 
and the mature period are basically similar. Both tillage 
measures show T2>T1>T3>CK. Under the same inter-tillage 
conditions, the invertase activity gained by the rotary tillage 
is higher than that gained by the ploughing, which may be 
related to a higher mineralization rate of organic matter in 
the flowering period. A large quantity of organic carbon is 
mineralized and decomposed, which causes the soil sucrose 

to be decreased relatively, thus the invertase activity is indi-
rectly reduced. Especially in the mature period, the activity 
of invertase treated by the ploughing is lower than that 
treated by the rotary tillage. Among them, RT2 is increased 
by 27.56%, compared to PT2; RT1 is increased by 27.46%, 
compared to PT1, RT3 is increased by 29.47%, compared to 
PT3; and RCK is increased by 24.02%, compared to PCK, 
and all of them reach a significant level, indicating that 
the rotary tillage is more conducive to the improvement of 
invertase activity.

Effect on soil catalase: Catalase can transform hydrogen 
peroxide into H2O and O2 through the enzymatic reaction, 
thereby removing the harm of hydrogen peroxide to soil 
and soybean roots. Therefore, the activity level of catalase  
seriously affects the soil environment and the health of soy-
bean roots. As shown in Fig. 7, two different tillage measures 
have a significant effect on catalase. Generally speaking, in 
the same inter-tillage treatment, the catalase activity treated 
by the ploughing is higher than that treated by the rotary 
tillage. In the flowering period of soybean, through the 
same tillage method, on the whole, each treatment is not 
significantly different from CK, and the soil catalase activity 
treated by each method is higher. It is probably because the 
soybean roots grow and develop more quickly in the previous 
and middle period of soybean growth. The root metabolism 
is relatively strong, causing an increase of secretions. The 
metabolic activities of microorganisms and enzymes are 
active during this period, which leads to an increase in soil 
catalase activity. In the seed filling period, through the same 
tillage treatment, T1 treatment is significantly higher than 
other treatments. Among them, PT1 is significantly higher 
than PCK by 25.7%, RT1 is significantly higher than RCK 
by 10.3%, and the difference through other treatments are 
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not significant. In the mature period, the changing trend of 
soil catalase is the same as that in the seed filling period, 
and the soil catalase of PT1 and RT1 has a higher activity, 
which may be caused by the fact that, with the abundant 
rain this year, the soil treated by deep scarification (T2, T3) 
retains more water, which is not conducive to the metabolism 
of roots and soil microbes, resulting in the decrease of the 
activity. However, the earthing up treatment (T1, CK) just 
avoids this situation. The fact that PT2 and RT2 (addition 
of soil for V4 to V5) are higher than T3 can further indicate 
that the earthing up can increase the soil catalase activity.

DISCUSSION

The soil microbial quantity, soil enzyme activity and  
nutrient have a great impact on the growth and development 
of soybean (Wei et al. 2018, Gai et al. 2019), and different 
farming measures will all affect greatly the soil environment 
(Zhang et al. 2019). Soil microbes are the main decomposers 
of soil micro-environment, and play a positive role in the 
transformation of soil nutrients and increase of soil mois-
ture retention (Wei et al. 2018, Gai et al. 2019, Zhang et al. 
2019, Li et al. 2018). A study by Vida et al. (2016) shows 
that the rotary tillage is more conducive to the increase of 
soil microbial quantity than the ploughing, and the mi-
crobial community structure can be improved. The study 
of Zhang (2018) indicates that deep scarification helps to 
improve the living environment of soil microbes, thereby 
contributing to the increase of soil microbial quantity, and 
thus affecting the improvement of genetic and functional 
diversity of soil microbes. Similarly, this experiment shows 
that in the flowering period of soybean, the quantity of soil 
bacteria and actinomycetes by the ploughing is higher than 
that by the rotary tillage. But the fungi hold the opposite 

direction, this is because, in the early period of soybean 
growth, the ploughing can cause the soil gap big and the 
soil temperature and humidity to be increased. Therefore, 
the mineralization rate of soil organic carbon is increased, 
which is beneficial to the survival of microorganisms. After 
entering the pod-setting period and seed filling period of 
soybean, the quantity of soil bacteria, fungi and actinomy-
cetes produced by the rotary tillage is higher than that of 
actinomycetes. It is because the rotary tillage has less soil 
disturbance than the ploughing, and the mineralization speed 
of organic carbon through the ploughing in the early period 
is too fast. The relatively loose soil layer increases the soil 
moisture and weakens the circulation of soil air. Therefore, 
the rotary tillage can provide a more stable habitat, which is 
inconsistent with the study of Jia et al. (2018), maybe which 
is caused by the differences in rainfall and other issues in 
different years. Similarly, through the same tillage method, 
the microorganisms treated by the advanced inter-tillage (T1, 
T2) are higher than CK, which is because the advanced deep 
scarification or earthing up can increase the soil temperature 
in the soybean seedlings period and achieve the purpose of 
soil moisture conservation. Therefore, it provides a suitable 
habitat for the soil microorganisms. On the other hand, the 
quantity of microorganisms treated by the deep scarification 
(T2, T3) is also higher than that treated by the earthing up 
(T1, CK). It is because the deep scarification can change the 
surface weeds into the soil layer, which not only improves 
the permeability of the soil but also provides more nutrients 
for the soil microorganisms, contributing to the increase of 
the number of soil microorganisms.

The soil enzymes get involved in the circulation of ma-
terials and the flow of energy in the soil environment. The 
activity level of soil enzymes reflects the relative intensity 
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of various biochemical processes in the soil (Martin et al. 
2006). Its activity is one of the important indicators to com-
prehensively evaluate the change of soil quality and detect 
the activity and quantity of soil microorganisms (Zhou et al. 
2018, Li et al. 2018). The studies of Li et al. (2018) indicate 
that, compared with the ploughing, the rotary tillage can 
increase the soil enzymes in the soil surface layer (0~20 
cm), but for the soil enzymes in the 20~40 cm soil layer, the 
case is opposite. The studies of Ding et al. (2017) and others 
show that the rotary tillage combined with other technical 
measures increases the activity of soil enzymes, compared 
with ploughing. But the study of Zhang & Wu (2018) shows 
that the activities of soil urease, phosphatase, invertase and 
catalase treated by the ploughing are higher than those treated 
by the rotary tillage, which is the same as the results of this 
experiment. In this experiment, except for the invertase, the 
enzymatic activities of soil urease, phosphatase and catalase 
in each period all indicate that the ploughing > rotary tillage, 
which may be caused by the fact that the ploughing can turn 
the preceding crops and other plant residues into the deeper 
soil layer, which not only increases the permeability and 
fertility of the soil, but also breaks the plough sole to create 
greater habitat for soybean roots and microorganisms, thus 
contributing to the improvement of soil enzyme activity. The 
invertase shows an opposite rule because invertase is often 
positively related to the content of soil organic matter. The 
soil ploughing increases the mineralization rate of soil organ-
ic carbon, accelerates soil respiration, decreases the content 
of organic matter, which reduces the catalytic substrate of 
the invertase, resulting in a decrease in the activity. The 
study of Zhang (2017) shows that the soil deep scarification 
in different tillage measures increases the activity of soil  
enzyme, but the catalase activity decreases, which is con-
sistent with the experimental result. Similarly, in the experi-
ment, under the same farming conditions, except for catalase, 
the enzyme activity through the deep scarification treatment 
is also improved to some extent, compared to the earthing 
up treatment. Luo (2009) also has a similar report. It is  
probably because the deep scarification reduces the unit 
density and hardness of the soil, making the damp heat 
condition of soil more reasonable, and thus provides a 
better growing environment for soybean roots and soil 
microorganisms, which in turn makes the roots and the 
metabolic activities of microbes more active, and finally, the 
enhancement of organisms’ secretion increases the enzyme 
activity. The experiment also shows that the enzyme activity 
gained by the advanced inter-tillage (T1, T2) is increased 
more greatly than that gained by the corresponding treat-
ment (CK, T3), indicating that the advanced inter-tillage and 
the “release the coldness” and the soil moisture conservation 
in the early period are beneficial to the rooting of soybeans 

and also play a positive role in the improvement of the soil 
environment.

CONCLUSIONS

The tillage method affects the soil environment greatly, 
and then the growth and development of the soybean are 
affected, ultimately affecting the increase in yield. The fre-
quent disturbance to the soil is not conducive to the growth 
of microorganisms, resulting in a decrease of the bacteria, 
fungoid and actinomycetes in the soil. Among them, the 
quantity of the bacteria, fungi and actinomycetes through 
the ploughing and treatment of PT1 in the maturity period 
reduces respectively by 11.7%, 23.4% and 11.4%, compared 
with the treatment of RT1 by the rotary tillage.

Compared with the microorganism, except for the inver-
tase, the ploughing increases the activity of various enzymes 
in the soil than the rotary tillage, as well as the activities 
of the urease, phosphatase and catalase. PT2 treated by 
ploughing increases by 1.12%, 4.32%, 5.47% respectively 
than that treated by the rotary tillage in the mature period, 
but the invertase PT2 reduces by 21.6%, compared to RT2.

Besides, the advanced inter-tillage improves the soil 
environment significantly, the number of the soil microor-
ganisms and the activity of enzymes are improved in different 
degrees, at the same time, deep scarification has a greater 
improvement than soil heaping, especially deep scarification 
reduces the number of the soil fungi and increases the num-
ber of bacteria, a more rational soil microbial community 
structure is created. 

Therefore, no matter which tillage method is used, the 
properly advanced inter-tillage (especially deep scarification) 
after sowing can be conducted, which will have a positive 
effect and significant role in the improvement of the soil 
environment.
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ABSTRACT
To solve the problem of the low anaerobic digestion efficiency of the minimal organic matter sludge, the 
study proposes the synchronous alkali-ultrasonic pretreatment technology of the low organic sludge. 
The research results show that the collaboration between alkali and ultrasonic has significant effects 
on pretreatment efficiency. The pretreatment efficiency of the sorts is as follows: synchronous alkali-
ultrasonic treatment > alkali-ultrasonic stepwise treatment > ultrasonic-alkali stepwise treatment > 
ultrasonic treatment > alkali treatment. The synchronous alkali-ultrasonic treatment system has strong 
processing effectiveness. Compared with the control group (the raw sludge), the concentrations of the 
supernatant SCOD and VFAs of the low organic matter sludge after the pretreatment increases by 15.4 
times and 59.64 times respectively, and the supernatant that is easily biodegradable organic matter 
increases by 19.1%. The gas production after alkali-ultrasonic synchronous pretreatment of the anaerobic 
digestion system of the sludge increases 58% higher than the control group (without pretreatment ). 
The results of the high-throughput sequencing of 16S rRNA in the anaerobic digestion system of the 
sludge, at the genus level, show that the dominant functional bacteria in the system mainly includes 
vadinHA17, Peptoclostridium, Peptostreptococcaceae, Tissierella, Syntrophomonas, Synergistaceae 
and Aminobacterium. The dominant functional bacteria genera in the systematic archaea group mainly 
include Methanosaeta (70.33%), Unclassified (2.74%), Methanosarcina (15.49%), Methanobacterium 
(5.31%), Methanospirillum (2.18%), ARC26 (1.04%), Methanobrevibacter (1.62%). The abundance of 
functional bacteria at the genus level was higher than that in the control group.

INTRODUCTION

The anaerobic digestion of the surplus sludge in urban sewage 
treatment plants is considered to be the most effective way 
for sludge treatment and recycling due to its potential for 
energy recovery and environmental hazards reduction. The 
biogas generated through anaerobic digestion can be used to 
generate electricity, which can offset about 25%~30% of the 
electricity consumption in the whole sewage treatment plant 
(Carrere et al. 2010). At present, the sewage treatment scale 
of the urban sewage plants in China has been up to 210 mil-
lion m3/d, and the sludge treatment scale has reached 37000 
t/d. However, the organic content of the sludge (VSS/TSS) 
in China is usually 20%~50%, far lower than 70%~80% in 
developed countries (He et al. 2007), and the sand content in 
the sludge is 30%~46%. The low organic sludge has severely 
restricted the application and development of the sludge 
anaerobic digestion technology.

Sludge pretreatment by alkali technology, namely dosing 
alkaline reagents, could induce the depolymerization of the 
refractory organic in the sludge through the solvation and 
saponification of reagents and facilitate the enzymatic reac-
tion with the extracellular hydrolase. Moreover, it provides 
additional alkalinity for the anaerobic digestion system and 
improves the activity of the methane bacteria and the stability 
of the anaerobic digestion system. NaOH is considered to 
be the most effective reagent for the cell decomposition and 
sludge dissolution (Jang & Ahn 2013). The low pH environ-
ment can only destroy the EPS but not the cell structure in 
the sludge. The high pH environment can destroy the cell 
wall and produce the saponification reaction with the lipids 
contained in the cell membrane and dissolve it. When the pH 
is 12, the COD dissolution rate can reach 43.5%, and the rise 
in the rate of SCOD slows down when the pH continues to 
increase (Delgèns et al. 2000). However, the excessive high 
metal ions will inhibit microbial metabolism and reduce the 
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methane production capacity of the system (Li et al. 2012). 
Generally, it may be solved by coordination with other meth-
ods. For example, when the temperature is raised to 140°C 
(pH=12, contact 30min), the COD dissolution rate can be 
increased by 51%. However, the thermo-alkali technology 
has some problems such as high energy consumption and 
equipment corrosion.

The ultrasonic technology for sludge pretreatment mainly 
uses the cavitation effect of the low-frequency ultrasonic 
wave to generate resonance in the sludge to form the cavita-
tion bubbles. The strong jet flow formed by the burst of the 
bubbles creates a huge shear force in the liquid to destroy 
the flocs and microbial cells (Neis et al. 2000). The higher 
frequency ultrasonic generates a large number of hydroxyl 
radicals, which can enhance the chemical reaction, while the 
lower frequency ultrasonic generates a relatively stronger 
shock wave, that can cause a cracking effect (Zhang et al. 
2008). It is generally observed that when the ultrasonic 
frequency is at 20kHz~41kHz, the cracking effect in the 
sludge is the most effective, and the sludge particle size is 
significantly reduced. During the ultrasonic pretreatment 
of the sludge, the SCOD dissolution rate enhances with the 
increasing action time and power density. However, when 
the action time of the sludge is more than 45 min or the 
power is higher than 0.8 W/mL, the effect begins to weaken 
(Huan et al. 2009).

When alkali and ultrasonic pre-treat the sludge indi-
vidually, the upper limit of SCOD/TCOD is 50%. When 
alkali treatment is first followed by ultrasonic treatment, 
SCOD/TCOD improves to 70% (Kim et al. 2010). Alkali 
pretreatment has the vital role on the subsequent ultrasonic 
pretreatment efficiency of the sludge, and adding alkaline 
makes soluble cell metabolic product in the supernatant, and 
the ultrasonic destroys some of the matters (Ni et al. 2009). 
However, it will not fundamentally change the compositions 
and chemical structures of the organic matters in the sludge 
supernatant (Chen et al. 2003, Wang et al. 2019). The above 
studies on the pretreatment technologies are all based on the 
high organic matter sludge as the research object. There are 
few reports on the enhanced pretreatment of the low organic 
matter sludge.

Aimed at the problem of the low anaerobic digestion 
performance of the low organic matter sludge, this study 
proposes alkali-ultrasonic pretreatment technology by inves-
tigating the low organic matter sludge in an urban sewage 
plant as the research object. Through setting the control 
group (without pretreatment, alkali treatment, ultrasonic 
treatment, ultrasonic-alkali stepwise treatment, alkali-ul-
trasonic stepwise treatment), that investigates the alkali-ul-
trasonic pretreatment efficiency in the low organic matter 
sludge, adopts the three-dimensional fluorescence to analyse 
the dissolvable organic matter in the low organic matter 
sludge. At the same time, it studies the anaerobic digestion 
efficiency of the sludge before and after the synchronous 
alkali-ultrasonic pretreatment , furthermore, uses the 16S 
rRNA high-throughput sequencing technology to explore 
the influence of the anaerobic digestion of the sludge on the 
microbial population in the system. The study will open a 
new way to improve the anaerobic digestion efficiency of 
the low organic matter sludge.

MATERIALS AND METHODS

Experimental sludge quality: The experimental sludge was 
taken from the residual sludge in the second sedimentation 
tank of a municipal sewage plant. The characteristics of raw 
sludge are given in Table 1.

3D-EEM and FRI technology: The organic matters can be 
divided into five parts (Table 2) by using the 3D-EEM (Ex-
citation-Emission Matrix) and FRI (Fluorescence Regional 
Integration) technologies according to the difference of the 
excited emission wavelengths. The biological acceptability 
and biodegradability of the matters in the Fluorescence Area 
I and II are outstanding. The matters in Fluorescence Area 
III and V usually have poorer biological acceptability and 
biodegradability. And the matters in Fluorescence Area IV 
are the microbial metabolic by-products usually, protein 
complexes, which generally have positive effects on bio-
degradability (Meng et al. 2011). Therefore, the contents of 
the organic matters with better biodegradability in the sludge 
DOM can be reflected in Area I, II and IV, and the contents 
of the organic matters with the worse biodegradability in 
the sludge supernatant can be reflected in Area III and V.

Table 1: Experimental sludge quality.

Index Concentration Index Concentration

pH 7.61±0.2 Soluble protein(mg/L) 40.28±3.6

TSS(g/L) 26.22±3.5 Soluble polysaccharide(mg/L) 7.54±0.2

VSS(g/L) 6.06±4.4 VFAs(mg/L) 0.08±0.003

VSS/TSS(%) 23.11±5.6 DNA(mg/L) 2.22±0.2

SCOD(mg/L) 242.46±12.6 Ammonia nitrogen(mg/L) 39.15±1.7

TCOD(mg/L) 16767.00±32.7 Phosphate(mg/L) 1.53±0.2
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16S rDNA high-throughput sequencing: 1) DNA extrac-
tion. An appropriate amount of the sludge mixture was taken 
and centrifuged at a high speed 5000r/min, 4°C for 5min. 
The centrifuged sludge was stored in a refrigerator at -20°C 
for DNA extraction. Genome DNA of the sludge samples 
is extracted by using Bead Beater and three times repeated 
freeze-thaw method in boiling water and liquid nitrogen 
(Wang et al. 2018). After the genome DNA extraction, 
the extracted genome DNA is detected by 1% agarose gel 
electrophoresis. 2) Construction of 16S rDNA gene bank.

The V1-V3 Areas of the 16S rDNA gene are amplified by 
using bacterial capture primers 27F (5’-AGAGTTTGATC-
MTGGCTCAG-3’) and 533R(5’-TTACCGCGGCTGCTGG-
CAC-3’). The different samples are distinguished by adding 
labels. Amplification is performed on GeneAmp®9700 (ABI) 
PCR instrument. The loading amount is 20 µL, including 
0.4M forward and reverse primers, 1µL DNA template, 250 
nM dNTP and 1×FastPfu Buffer. PCR operation conditions 
are as follows: electrophoresis at 95°C for 2min, electro-
phoresis at 95°C for the 30s, and full operation for 25 times. 
Renaturation at 55°C for the 30s, extension at 72°C for 30s. 
All samples were carried out following the formal test con-
ditions, with 3 replicates for each sample. The PCR products 
were detected and quantified by using the QuantiFluor™-ST 
blue fluorescence quantification system (Promega Company). 
After adjusting the sequence to an appropriate level, PCR 
amplification products were sequenced by using standard 
Illumina platform. Mothur and QIIME programs were used 
to aggregate valid sequences with the same classification.

The particle size distribution of the sludge: The Master-
sizer 2000 laser particle size analyser was used to determine 
the particle size distribution of the sludge. The parameters 
of the instrument were as follows: the matter measurement 
range 0.02-2000 um, the recurrence rate >0.5%, the accu-
racy rate >1%, the data collection speed 1000 times/s. The 
measurement of a sample can be completed every 15s. The 
instrument can calculate the cumulative volume fraction and 
the average particle size of the sample automatically.

Study on efficiency of the synchronous alkali-ultrasonic 
pretreatment of the low organic matter sludge: Parallel 
experiments (set control groups) were used to investigate the 
efficiency of the alkali-ultrasonic synchronous pretreatment 

(pH=10, ultrasonic frequency 28kH, power density 0.4 W/
mL, contact reaction time 30min) of the low organic matter 
sludge, and 5 control groups were set in parallel at the same 
time. Control group 1: without pretreatment; Control group 
2: alkali treatment (pH=10, reaction time 30min); Control 
group 3: ultrasonic treatment (ultrasonic frequency 28kH, 
power density 0.4 W/mL, contact time 30min); Control group 
4: ultrasonic-alkali stepwise treatment (ultrasonic frequency 
28kH, power density 0.4 W/mL, contact time 15min; pH=10, 
reaction time 15min); Control group 5: alkali-ultrasonic 
stepwise treatment (pH=10, reaction time 15min; ultrasonic 
frequency 28kH, power density 0.4 W/mL, contact time 
15min). The supernatant SCOD, soluble protein, soluble pol-
ysaccharide, VFAs, DNA and other indicators of the sludge 
before and after pretreatment were tested to characterize the 
efficiency of the pretreatment.

Study on the organic matter conversion rules in the syn-
chronous alkali-ultrasonic pretreatment system of the 
low organic matter sludge: The liquid phase organic matter 
species of the synchronous alkali-ultrasonic pretreatment 
system of the low organic matter sludge and the control group 
(without pretreatment) were tested by the three-dimensional 
fluorescence spectroscopy technology to analyse the organ-
ic matter conversion rules. Besides, the laser particle size 
analyser was used to test the indexes such as the particle 
size and the distribution of the sludge, of the synchronous 
alkali-ultrasonic pretreatment system of the low organic 
matter sludge and the control group (without pretreatment).

Study on the influence of the synchronous alkali-
ultrasonic pretreatment of the low organic matter sludge 
on the anaerobic digestion system and the microbial 
population: The treatment efficiency of the anaerobic 
digestion system (SRT 30d) of the synchronous alkali-
ultrasonic pretreatment of the low organic matter sludge 
(pH=10, ultrasonic frequency 28 kHz, power density 0.4 
W/mL, contact reaction time 15min) and the control group 
(without pretreatment without pretreatment) is investigated 
by the parallel experiments. The influence of 16S rRNA 
high-throughput sequencing on the microbial population is 
analysed by using the structure of the microbial population 
and the functional bacteria of archaea group in the 
synchronous alkali-ultrasonic pretreatment system of the 

Table 2: Ex/Em wavelengths of fluorescence region of liquid-phase organic matter after different alkali and ultrasonic pretreatment s of the sludge.

Area number Typical matter Ex/Em wavelengths

Ⅰ Tyrosine-protein 200nm~250nm/200nm~330nm

Ⅱ Tryptophan-protein 200nm~250nm/330nm~380nm

Ⅲ Fulvic acid-organic matter 200nm~250nm/380nm~500nm

Ⅳ Soluble microbial by-products 250nm~280nm/200nm~380nm

Ⅴ Humic acid-organic matter 250nm~400nm/380nm~500nm
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low organic matter sludge and the control group (without 
pretreatment).

RESULTS AND DISCUSSION

Study on the efficiency of the synchronous alkali-ultrasonic 
pretreatment of the low organic matter sludge: The experi-
mental results of the influences of the alkali and ultrasonic 
treatment methods on the pretreatment efficiency of the low 
organic matter sludge are shown in Fig. 1.

As presented in Fig. 1, the alkaline and ultrasonic 
treatment methods have a significant influence on the 
pretreatment efficiency of the low organic matter sludge. After 
pretreatment with synchronous alkali-ultrasonic treatment, 
the SCOD in the sludge supernatant increases to 7496 mg/L, 
which is enhanced by 15.44, 10.36, 1.05, 0.91 and 0.59 times 
compared with the control groups (without pretreatment 456 
mg/L, alkaline treatment 660 mg/L, ultrasonic treatment 3644 
mg/L, ultrasound-alkali stepwise treatment 3916 mg/L and 
alkali-ultrasonic stepwise treatment 4700mg/L). The VFAs 
of the sludge supernatant increase to 505.14mg/L, which is 
59.64, 14.64, 2.03, 1.31 and 0.61 times higher than those of 
the control groups (without pretreatment 8.33mg/L, alkali 
treatment 32.30mg/L, ultrasonic treatment 166.69mg/L, 
ultrasound-alkali stepwise treatment 218.60mg/L and alkali-
ultrasonic stepwise treatment 314.49mg/L). The soluble 
proteins increase by 23.25, 9.44, 1.10, 0.79 and 0.39 times 
respectively, and the soluble polysaccharides elevate by 
14.13, 4.81, 0.33, 0.17 and 0.11 times respectively. The order 
of processing efficiency is as follows: synchronous alkali-
ultrasonic treatment > ultrasound-alkali stepwise treatment > 
alkali-ultrasonic stepwise treatment > ultrasonic treatment > 

alkali treatment. The synchronous alkali-ultrasonic treatment 
system has a strong treatment efficiency.

The sludge can promote the dissolution of EPS and the 
microbial cytoplasm under the action of alkali (Jang & Ahn 
2013). Low frequency ultrasonic wave can have stronger cav-
itation effect, which can break the cell wall and promote the 
transfer of the organic matters from the sludge to the liquid 
phase to a greater extent (Neis et al. 2000). During the syn-
chronous alkali-ultrasonic action, the addition of alkali makes 
the flocculation structure of the sludge to become enlarged, 
so that the cavitation bubbles generated by ultrasonic reaction 
have a larger reaction area with EPS and microorganisms. 
And the change of the reaction sequence between ultrasonic 
and alkali significantly weakens this effect (Ni et al. 2009).

Study on the organic matter conversion rules in the 
synchronous alkali-ultrasonic pretreatment system of 
the low organic matter sludge: The liquid phase 3D-EEM 
spectra and FRI analysis integral results after the low organic 
matter sludge treated by the different pretreatment systems 
are shown in Fig. 2.

As presented in Fig. 2, after the low organic matter sludge 
is pre-treated in different methods, it significantly promotes the 
dissolution of the easily degraded organic matter in the sludge. 
The total fluorescence intensity of the sludge supernatant 
increases to 24.58×107 (a.u.) after the synchronous alkali-
ultrasonic pretreatment of the low organic matter sludge, while 
the control groups are without pretreatment 5.63×107 (a.u.), 
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RESULTS AND DISCUSSION 
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pretreatment efficiency of the low organic matter sludge are shown in Fig. 1. 
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Fig. 1: Influence on the pretreatment efficiency of different alkaline and ultrasonic treatment methods of the sludge.
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0.39 times respectively, and the soluble polysaccharides elevate by 14.13, 4.81, 0.33, 0.17 and 0.11 times 
respectively. The order of processing efficiency is as follows: synchronous alkali-ultrasonic treatment > 
ultrasound-alkali stepwise treatment > alkali-ultrasonic stepwise treatment > ultrasonic treatment > alkali 
treatment. The synchronous alkali-ultrasonic treatment system has a strong treatment efficiency. 

The sludge can promote the dissolution of EPS and the microbial cytoplasm under the action of alkali (Jang & 
Ahn 2013). Low frequency ultrasonic wave can have stronger cavitation effect, which can break the cell wall 
and promote the transfer of the organic matters from the sludge to the liquid phase to a greater extent (Neis et 
al. 2000). During the synchronous alkali-ultrasonic action, the addition of alkali makes the flocculation structure 
of the sludge to become enlarged, so that the cavitation bubbles generated by ultrasonic reaction have a larger 
reaction area with EPS and microorganisms. And the change of the reaction sequence between ultrasonic and 
alkali significantly weakens this effect (Ni et al. 2009). 

Study on the organic matter conversion rules in the synchronous alkali-ultrasonic pretreatment system 
of the low organic matter sludge: The liquid phase 3D-EEM spectra and FRI analysis integral results after the 
low organic matter sludge treated by the different pretreatment systems are shown in Fig. 2. 
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Fig 2: (a) Liquid phase three-dimensional fluorescence spectra and (b) FRI analysis integral diagram of different sludge 

pretreatment systems. 

 

 

As presented in Fig. 2, after the low organic matter sludge is pre-treated in different methods, it significantly 
promotes the dissolution of the easily degraded organic matter in the sludge. The total fluorescence intensity of 
the sludge supernatant increases to 24.58×107 (a.u.) after the synchronous alkali-ultrasonic pretreatment of the 
low organic matter sludge, while the control groups are without pretreatment 5.63×107 (a.u.), alkali pretreatment 
10.82×107 (a.u.), ultrasonic pretreatment 15.41×107 (a.u.), ultrasound-alkali stepwise pretreatment 21.83×107 
(a.u.), and alkali-ultrasonic stepwise pretreatment 22.19×107 (a.u.). The fluorescence intensities of the Areas of 
easily biodegradable matters (Area I, II and IV) (Sun et al. 2016) account for 80.74%, 81.12%, 86.64%, 86.00% 
and 87.35%, higher than the control group (73.34%) by 10.1%, 10.6%, 18.1%, 17.3%, 19.1% , respectively.  

These results show that the actions of alkali and ultrasonic in different methods have not only affected the 
pretreatment of the sludge flocculation and the breakage of the cell wall to make organic matter dissolute but 
also promote fulvic acids, quinones, humic acid, other organic matter such as polycyclic aromatic hydrocarbons 
and other large molecule organic matters to transfer into small molecule organic matters by the alkaline 
hydrolysis "catalyst" function and the ultrasonic cavitation effect, which have certain modification effect on the 
soluble organic matters (Ni et al. 2009). The organic dissolution and modification effects of the synchronous 
alkali-ultrasonic pretreatment method are best. The dissolvable organic matters are mainly tyrosine, tryptophan 
and microbial products and other easily biodegradable organic matters. However, the fluorescence peak types 
are the same, which indicate that alkali and ultrasonic pretreatment s will not fundamentally change the 
composition of the organic matters in the sludge supernatant (Chen et al. 2003). 

Study on the sludge morphology changes in the synchronous alkali-ultrasonic pretreatment system of the 
low organic matter sludge: The experimental results of the influence of different pretreatment methods on the 
particle size distribution of the sludge are given in Table 3 and Fig. 3. Pretreatment has significant influence on 
the sludge morphology. After the synchronous pretreatment with alkali, ultrasonic and alkali-ultrasonic of the 
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Fig 2: (a) Liquid phase three-dimensional fluorescence spectra and (b) FRI analysis integral diagram of different sludge pretreatment systems.
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of easily biodegradable matters (Area I, II and IV) (Sun et 
al. 2016) account for 80.74%, 81.12%, 86.64%, 86.00% and 
87.35%, higher than the control group (73.34%) by 10.1%, 
10.6%, 18.1%, 17.3%, 19.1% , respectively. 

These results show that the actions of alkali and ultrasonic 
in different methods have not only affected the pretreatment 
of the sludge flocculation and the breakage of the cell wall to 
make organic matter dissolute but also promote fulvic acids, 
quinones, humic acid, other organic matter such as polycyclic 
aromatic hydrocarbons and other large molecule organic 
matters to transfer into small molecule organic matters by 
the alkaline hydrolysis “catalyst” function and the ultrasonic 
cavitation effect, which have certain modification effect on 
the soluble organic matters (Ni et al. 2009). The organic 
dissolution and modification effects of the synchronous 
alkali-ultrasonic pretreatment method are best. The dissolv-
able organic matters are mainly tyrosine, tryptophan and 

microbial products and other easily biodegradable organic 
matters. However, the fluorescence peak types are the same, 
which indicate that alkali and ultrasonic pretreatment s will 
not fundamentally change the composition of the organic 
matters in the sludge supernatant (Chen et al. 2003).

Study on the sludge morphology changes in the synchronous 
alkali-ultrasonic pretreatment system of the low organic 
matter sludge: The experimental results of the influence of 
different pretreatment methods on the particle size distribution 
of the sludge are given in Table 3 and Fig. 3. Pretreatment 
has significant influence on the sludge morphology. After the 
synchronous pretreatment with alkali, ultrasonic and alkali-
ultrasonic of the sludge, the average particle size of the sludge 
(D[4,3]) decreases from 80.279 µm without pretreatment to 
76.858 µm, 36.003 µm and 30.241 µm, which decrease by 
%55.2 ,%4.3 and %62.3 respectively. The addition of alkali 
makes the negative charge on the surface of the sludge particles 

sludge, the average particle size of the sludge (D[4,3]) decreases from 80.279 μm without pretreatment to 76.858 
μm, 36.003 μm and 30.241 μm, which decrease by 4.3%, 55.2% and 62.3% respectively. The addition of alkali 
makes the negative charge on the surface of the sludge particles gradually increase, and the produced 
electrostatic force makes the extracellular polymer structure widen (Penaud et al. 1999). The cavitation and the 
shearing actions of the ultrasonic wave on the sludge promote the disintegration of the microbial flocculation. 
The combined actions greatly improve the dissolution of the large granular sludge and reduce the average 
particle size of the sludge. 

 

alkali treatment 

 

ultrasonic treatment 

 

Synchronous alkali-ultrasonic pretreatment  

Fig. 3: The sludge particle size distribution change diagram of different alkali and ultrasonic pretreatment methods of the sludge. 

 

particle size 

vo
lu

m
e 

particle size 

vo
lu

m
e 

vo
lu

m
e 

particle size 

Fig. 3: The sludge particle size distribution change diagram of different alkali and ultrasonic pretreatment methods of the sludge.
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Synchronous alkali-ultrasonic treatment 

Fig. 4: SEM diagram before and after treatment of different pretreatment methods of the sludge. 

The SEM results of the different pretreatment methods of the sludge are shown in Fig. 4. In the control group 
(raw sludge), the particle sizes of the sludge are different and the appearance is rough. The improvement effect 
of the alkali treatment on the surface appearance of the inorganic sand is not obvious. After the ultrasonic 
treatment, the sludge surface becomes smooth, and a large number of the organic matters in the sludge adhere 
to the sand and gravel. The ultrasonic wave causes vibration of water molecules, microorganisms and other 
solutes, which causes the organic matter to be detached from the sand and gravel, making the particle size smaller 
and the surface become smooth (Dai et al. 2017). 

Table 3: Particle size distribution statistics. 

Sample Control 
group Alkali treatment Ultrasonic treatment Synchronous alkali-ultrasonic treatment 

d(0.1)/µm 11.45 11.228 5.375 7.151 
d(0.5)/µm 47.823 46.823 16.608 17.835 
d(0.9)/µm 179.647 172.599 80.426 54.984 

Fig. 4: SEM diagram before and after treatment of different pretreatment methods of the sludge.

Table 3: Particle size distribution statistics.

Sample Control group Alkali treatment Ultrasonic treatment Synchronous alkali-ultrasonic treatment

d(0.1)/µm 11.45 11.228 5.375 7.151

d(0.5)/µm 47.823 46.823 16.608 17.835

d(0.9)/µm 179.647 172.599 80.426 54.984

D[3,2]/µm 26.01 25.576 11.566 13.803

D[4,3]/µm 80.279 76.858 36.003 30.241
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gradually increase, and the produced electrostatic force makes 
the extracellular polymer structure widen (Penaud et al. 1999). 
The cavitation and the shearing actions of the ultrasonic wave 
on the sludge promote the disintegration of the microbial 
flocculation. The combined actions greatly improve the 
dissolution of the large granular sludge and reduce the average 
particle size of the sludge.

The SEM results of the different pretreatment methods 
of the sludge are shown in Fig. 4. In the control group (raw 
sludge), the particle sizes of the sludge are different and the 
appearance is rough. The improvement effect of the alkali 
treatment on the surface appearance of the inorganic sand is 
not obvious. After the ultrasonic treatment, the sludge surface 
becomes smooth, and a large number of the organic matters 
in the sludge adhere to the sand and gravel. The ultrasonic 
wave causes vibration of water molecules, microorganisms 
and other solutes, which causes the organic matter to be 
detached from the sand and gravel, making the particle size 
smaller and the surface become smooth (Dai et al. 2017). 

Influence of the synchronous alkali-ultrasonic 
pretreatment on the anaerobic digestion system efficiency 
of the low organic matter sludge: The BMP test results of 
the synchronous alkali-ultrasonic pretreatment of the sludge 
anaerobic digestion system with low organic matter sludge 
and the control group (without pretreatment ) are shown 
in Fig. 5. The gas production effect of the synchronous 
alkali-ultrasonic pretreatment sludge anaerobic digestion 
system is significantly improved compared with the raw 
sludge system without pretreatment . After the synchronous 
alkali-ultrasonic pretreatment , the SCOD and the VFAs in 
the sludge supernatant increase from 2040 mg/L and 305.87 
mg/L to 10840 mg/L and 1303.80 mg/L respectively, and 
decrease to 808 mg/L, 49 mg/L, 4090 mg/L and 51 mg/L 
after 30 d operation. The gas production increases by 58% 
from 250 mL to 396 mL.

Analysis of the microbial population in the anaerobic 
digestion system of the low organic matter sludge: The 
16S rRNA high-throughput sequencing results of the sludge 
samples S1 in the control group (the raw sludge anaerobic 
digestion system) and S2 in the experimental group (the 
synchronous alkali-ultrasonic pretreatment sludge anaerobic 
digestion system) are provided in Table 4. According to the 
analysis results of the biological population OUT, abundance 
and diversity, the anaerobic digestion system of the sludge in 
the experimental group gets 44,864 Tags, and the anaerobic 
digestion system of the control group gets 44,818 Tags. After 
the pretreatment , the sludge enters the anaerobic digestion 
system, and its biodiversity (Shannon index) decreases from 
5.24 to 5.00.

The phylum biological population of the anaerobic 
digestion system of the sludge without pretreatment and 
after alkali-ultrasonic synchronous pretreatment is shown in 
Fig. 6. The 36 species phylum population were detected in 
the anaerobic digestion system of the unpretreated sludge, 
among which the abundances of 9 species are higher than 1%, 
Firmicutes (16.06%), Bacteroidetes (15.24%), Actinobacteria 
(16.13%), Chloroflexi (16.19%), Hydrooxidize Bacteria 
WS6 (13.09%), Proteobacteria (13.93%), Synergistetes 
(1.15%), Saccharibacteria (0.65%) and Planctomycetes 
(1.44%) respectively. The 32 species phylum populations 
are detected in the anaerobic digestion system of the sludge 
after the synchronous alkali-ultrasonic pretreatment. The 
microbial diversity decreases, among which the abundances 
of 9 phylum populations are higher than 1%, Firmicutes 
(35.98%), Bacteroidetes (13.34%), Actinobacteria (11.48%), 
Chloroflexi (10.51%), Hydrooxidize Bacteria WS6 
(6.97%), Proteobacteria (4.64%), Synergistetes (8.22%), 
Saccharibacteria (1.60%) and Planctomycetes (1.06%).

The abundances of Firmicutes and Synergistetes in the 
experimental group increase by 1.24 times and 6.15 times re-
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spectively compared with those of the control group. Under the 
Firmicutes, the microbial genera can degrade the complex car-
bohydrates including cellulose into the small molecules such as 
acetic acid and butyric acid (Zhang & Lynd 2005). Synergistetes 
usually grow interactively with ethanotropic methanogens in the 
anaerobic digestion system to enable high-efficient operation 
of the anaerobic digestive system (Ahring 2003).

The genus microbial population of the anaerobic 
digestion system of the raw sludge and the sludge after 
the synchronous alkali-ultrasonic pretreatment are shown 
in Fig. 7. The dominant functional bacterial taxa in the 
system mainly include vadinHA17, Peptoclostridium, 
Peptostreptococcaceae, Tissierella, Syntrophomonas, 
Synergistaceae and Aminobacterium. Among them, 
vadinHA17, Peptoclostridium, Peptostreptococcaceae and 
Tissierella have the functions of producing acetic acid, 
propionic acid, butyric acid and other short-chain fatty acids 
(Ariesyady et al. 2007). The abundances in the test group 
are 8.91%, 6.32%, 3.37% and 3.23% respectively, which 

are largely improved compared with those in the control 
group (8.28%, 0.1%, 5.48% and 0.1%). The Syntrophomonas 
and Synergistaceae bacterial genera have the function of 
transforming fatty acids and other small molecular matters 
into acetic acid, hydrogen and carbon dioxide (Iino et 
al. 2007). The abundances of the experimental group are 
3.08% and 3.06% respectively, which are significantly 
improved compared with those in the control group (1.22% 
and 0.1%). Aminobacterium has the function of amino acid 
degradation. The abundance of the experimental group 
(3.84%) is significantly improved compared with that of the 
control group (0.1%).

Analysis of the archaea population in the anaerobic diges-
tion system: The results of the archaea OTU, abundance and 
diversity samples sequencing analysis are given in Table 5. The 
control group gets 32,288 Tags and the experimental group 
gets 42,585 Tags. After the synchronous alkali-ultrasonic 
pretreatment, the biodiversity (Shannon index) of the sludge 
in the anaerobic digestion system decreases from 3.39 to 2.32.

Table 4: Results of OUT, abundance and diversity samples sequencing depth analysis.

Sample ID Sequences Ace Chao Shannon Coverage

Control group
(Samples of the system without pretreatment ) (S1)

44818 757 759 5.24 0.9994

Experimental group
(Synchronous alkali-ultrasonic pretreatment of the sludge anaerobic digestion system 
samples) (S2)

44864 714 737 5 0.99909

The abundances of Firmicutes and Synergistetes in the experimental group increase by 1.24 times and 6.15 
times respectively compared with those of the control group. Under the Firmicutes, the microbial genera can 
degrade the complex carbohydrates including cellulose into the small molecules such as acetic acid and 
butyric acid (Zhang & Lynd 2005). Synergistetes usually grow interactively with ethanotropic methanogens 
in the anaerobic digestion system to enable high-efficient operation of the anaerobic digestive system 
(Ahring 2003). 

The genus microbial population of the anaerobic digestion system of the raw sludge and the sludge after the 
synchronous alkali-ultrasonic pretreatment are shown in Fig. 7. The dominant functional bacterial taxa in 
the system mainly include vadinHA17, Peptoclostridium, Peptostreptococcaceae, Tissierella, 
Syntrophomonas, Synergistaceae and Aminobacterium. Among them, vadinHA17, Peptoclostridium, 
Peptostreptococcaceae and Tissierella have the functions of producing acetic acid, propionic acid, butyric 
acid and other short-chain fatty acids (Ariesyady et al. 2007). The abundances in the test group are 8.91%, 
6.32%, 3.37% and 3.23% respectively, which are largely improved compared with those in the control group 
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significantly improved compared with those in the control group (1.22% and 0.1%). Aminobacterium has 
the function of amino acid degradation. The abundance of the experimental group (3.84%) is significantly 
improved compared with that of the control group (0.1%).
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Table 5: Results of archaea population OTU, abundance and diversity samples sequencing depth analysis.

Sample ID Sequences Ace Chao Shannon Coverage

Control group
 (Samples of anaerobic digestion system of raw sludge) (S1)

42585 320 320 3.39 0.99976

Experimental group
(Samples of sludge anaerobic digestion system after synchronous alkali-ultrasonic 
pretreatment ) (S2)

32288 227 216 2.32 0.99854
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Table 5: Results of archaea population OTU, abundance and diversity samples sequencing depth analysis. 

Sample ID Sequences Ace Chao Shannon Coverage 
Control group 

 (Samples of anaerobic digestion system of raw sludge) 
(S1) 

42585 320 320 3.39 0.99976 
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The results of the phylum analysis of the system archaea 
organisms in the control group and the experimental group 
are shown in Fig. 8. The abundance of Euryarchaeota in the 
experimental group is 97.25%, an increase of 42% compared 
with 68.40% in the control group. Methanogens mainly belong 
to the microbial bacteria of Eurycloea, which is beneficial to 
improving the efficiency of the anaerobic digestion system.

The genera and species of archaea in the control 
group and the experimental group are shown in Fig. 9. 
The dominant functional genera in the experimental 
group are mainly Methanosaeta (70.33%), Unclassified 
(2.74%), Methanosarcina (15.49%), Methanobacterium 
(5.31%), Methanospirillum (2.18%), ARC26 (1.04%) and 
Methanobrevibacter (1.62%). Among them, Methanosaeta 

and Methanosarcina are acetotrophic methanogens (Sun et 
al. 2008), whose abundances are higher than those of the 
control group (54.5%, 0.22%). However, the abundances of 
H2+CO2 nutritive methanogens, such as Methanobacterium 
and Methanospirillum, have little changes compared with 
those of the control group, which may be related to the 
improvement of the abundances of the acetic acid bacteria 
in the hydrolytic acidification process.

CONCLUSIONS

After the synchronous alkali-ultrasonic pretreatment of the 
low organic matter sludge, the dissolution of the large-particle 
sludge is enhanced. The average particle size of the sludge is 
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reduced. The dissolution and modification effects on the sludge 
organic matter are best. After the pretreatment, the concen-
trations of supernatant SCOD and VFAs increase by 11.36 
times and 59.64 times respectively compared with those of the 
unpretreated system. The dissolved organic matters are mainly 
the biodegradable organic matters such as tyrosine, tryptophan 
and microbial products. The biodegradable matters are 19.1% 
higher than those of the unpretreated system, and their gas 
production is 58% higher than that of the unpretreated system.

The biological diversity of the anaerobic digestion sys-
tem and the diversity of archaea are significantly reduced 
by the synchronous alkali-ultrasonic pretreatment of the 
low organic matter sludge, among which the abundances 
of Firmicutes and Synergistetes increase by 1.24 times and 
6.15 times respectively compared with those of the control 
group. The dominant functional bacteria, such as vadinHA17, 
Peptoclostridium, Peptostreptococcaceae, Tissierella, Syn-
trophomonas, Synergistaceae, Aminobacterium, increase 
significantly. The dominant functional bacteria of the system 
archaea biological population genera mainly include Meth-
anosaeta (70.33%), Unclassified (2.74%), Methanosarcina 
(15.49%), Methanobacterium (5.31%), Methanospirillum 
(2.18%), ARC26 (1.04%) and Methanobrevibacter (1.62%). 
The abundance of the functional bacteria is significantly 
higher than that of the control group.
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ABSTRACT
Ethylenediaminetetraacetic dianhydride modified coconut frond (ECFP) was prepared, characterized 
and applied as a potential adsorbent to remove Pb(II) ions from aqueous solutions. Factors influencing 
adsorption such as pH of the solution, adsorbent dosage,  Pb(II) concentration, contact time, and 
temperature were investigated. The optimum conditions for adsorption of Pb(II) ions were at pH 4 
and dosage of 0.02 g. Adsorption reached its equilibrium state in 30 min for all Pb(II) concentrations. 
Chemisorption was suggested as the rate-limiting step as the adsorption process correlated well with 
the pseudo-second-order kinetics model. Based on adsorption isotherm results, Langmuir model fitted 
the experimental data well, and the maximum adsorption capacity was 84.03 mg.g-1 at 300 K. Based 
on the thermodynamic study, Pb(II) adsorption occurred spontaneously with the enthalpy and entropy 
changes recorded were 0.0615 kJ mol-1 and 241.28 J K-1 mol-1, respectively. It was found that the 
nature of adsorption was endothermic as the ∆Ho value obtained was positive.

INTRODUCTION

The release of non-bioessential heavy metals in the aquatic 
system has resulted in a serious environmental pollution 
issue. Lead (Pb) is listed as one of the harmful pollutants by 
World Health Organization due to its high propensity for 
biological accumulation, non-biodegradability and very toxic 
even presents at a low concentration (Bai et al. 2019, Cao et 
al. 2019). At Pb(II) ions concentration above 0.05 mg.L-1 in 
drinking water, one might experience acute lead poisoning 
symptoms such as anaemia, hepatitis, nephritic syndrome, 
and encephalopathy. Excess exposure to Pb(II) ions might 
damage central nervous and gastrointestinal systems, liver 
and kidneys. For this reason, the United State Environmental 
Protection Agency (USEPA) had set the maximum standard 
concentration of Pb(II) ions in drinking water of 300 µg.L-1 
(Hu & Qiu 2019). Due to these reasons, various methods 
such as ion exchange, chemical precipitation, membrane 
filtration, and adsorption have been used to remove Pb(II) 
ions from wastewater (Cao et al. 2019).

In Malaysia, coconut (Cocos nucifera) is the third most 
important industrial crop after oil palm and rubber. In 2001, 
about 151 000 ha of land in Malaysia were used for coconut 

plantation and the value reduced gradually due to competition 
with oil palm plantation. As a result, the coconut industry 
revitalizing plan was carried out for replanting coconut trees 
between 2008 and 2015. This consequently raised another 
environmental issue, which was related to the disposal of 
coconut waste, as large quantities of coconut fronds were 
produced during pruning and silvicultural practices (Njoku 
et al. 2014, Shafie et al. 2012).

Ethylenediaminetetraacetic dianhydride (EDTAD) is a 
revivification of ethylenediaminetetraacetic acid (EDTA) 
with two additional anhydride groups on each molecule 
of EDTA. EDTAD is a biodegradable and powerful com-
plexing agent due to the presence of carboxylic and amine 
groups (Júnior et al. 2009, Yu et al. 2008, Zhang et al. 
2011). Several researchers had used EDTAD in modifying 
low-cost biomaterials such as neem leaf powder (Hanafiah 
et al. 2013), Aloe vera rind powder (Hanafiah et al. 2018), 
sugarcane bagasse (Júnior et al. 2009) and baker’s yeast 
biomass (Xia et al. 2015, Yu et al. 2008, Zhang et al. 2011) 
to improve their adsorption performance. In this study, the 
adsorption behaviour of Pb(II) ions onto EDTAD modified 
coconut frond which included the effects of pH, dosage, 
concentration, contact time, and temperature were evaluated.
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MATERIALS AND METHODS

Materials: Coconut fronds were collected from a coconut 
tree plantation located in Kelantan, Malaysia. The fronds 
were washed thoroughly, cut into small pieces, dried and 
washed with tap water to remove insoluble impurities before 
with deionized water. The fronds were dried in an oven at 
333 K overnight before being ground and sieved by using 
a mechanical grinder to obtain the average particle size of 
125-250 µm. The dried coconut frond powder was boiled in 
deionized water for 30 min to destroy microbes, washed and 
dried again in an oven overnight at 333 K. Ethylenediamine-
tetraacetic dianhydride (EDTAD) treatment was performed 
according to the method proposed by Hanafiah et al. (2013). 
Five grams of dried untreated coconut frond powder (UCFP) 
was added into the mixture of 0.50 g of EDTAD and 400 
mL N, N-dimethylacetamide (DMAc) in a three-neck round 
bottom flask equipped with a condenser. The mixture was 
refluxed at 343 K for 24 h. The mixture was filtered and 
rinsed with 0.10 M NaOH thoroughly. The wet coconut frond 
powder was further rinsed with DMAc before finally rinsed 
with 4 L deionized water until the constant pH was obtained. 
The EDTAD treated coconut frond powder was dried in an 
oven at 333 K overnight and designated as ECFP. 

Characterizations of ECFP: UCFP and ECFP were char-
acterized by using an Attenuated Total Reflectance-Fourier 
Transform Infrared (ATR-FTIR) spectrometer (PerkinElm-
er, Spectrum 100, USA). Determination of pHzpc of ECFP 
was done according to the method reported by Hanafiah et 
al. (2018) with some modification. A volume of 50 mL (0.01 
M) KNO3 was placed into different 100 mL conical flasks. 
The initial pH of this solution (pHo) was adjusted from 2 to 
10 by adding drops of 0.10 M HCl or NaOH solutions. A 
weight of 0.10 g ECFP was added into each flask and shaken 
in a water bath shaker for 24 h at 120 stroke min-1 at 300 K. 
ECFP was filtered and the final pH of KNO3 solutions (pHf) 
was measured using a pH meter. 

Batch adsorption experiments: The analytical grade of 
1000 mg.L-1 stock solution of Pb(II) was obtained from 
Merck (Germany). Working concentration solutions of Pb(II) 
ions were prepared by appropriate dilutions. All adsorption 
experiments were done using 50 mL of 10 mg.L-1 Pb(II) 
solutions (otherwise stated) and 0.02 g ECFP at 300 K and 
the shaking rate was 120 stroke min-1. The effect of pH on 
adsorption of Pb(II) ions onto ECFP was done by adjusting 
the initial pH from 1 to 5 by adding drops of 0.10 M HCl and 
NaOH solutions. The effect of ECFP dosage on adsorption 
of Pb(II) ions was performed by varying the weight of ECFP  
(0.02 to 0.10 g) in Pb(II) ions solutions at pH 4. The mixtures 
were shaken for 90 min. In the kinetic study, the concentra-
tion of Pb(II) ions solutions was varied from 10 to 30 mg.L-1 

and the solutions were shaken at different time intervals (1, 
3, 6, 10, 20, 30, 60, 90 and 120 min). The pH and the ECFP 
dosage were fixed at 4 and 0.02 g, respectively. Similar pH 
and adsorbent dosage were used in isotherm study, but the 
concentrations of Pb(II) ions were varied (5, 10, 15, 20, 25, 
30, 40 and 75 mg.L−1). The mixtures were then shaken for 
90 min at 300 K. In the thermodynamic study, 5, 10, 15, 20, 
25, 30, 40 and 75 mg.L-1 Pb(II) ions solutions were shaken 
with 0.02 g ECFP for 90 min at different temperatures (303, 
313 and 323 K). All experiments were done in duplicate. 
The mixtures were then filtered, and the final concentrations 
were analysed using an Atomic Absorption Spectrometer 
(AAS, PerkinElmer PinAAcle 900T, USA). The amount of 
adsorbed Pb(II) ions, qe (mg.g-1) and the removal percentage 
(%) of Pb(II) ions were calculated using eqs. (1) and (2), 
respectively.
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the weight of ECFP (g) and V is the volume of Pb(II) ions solutions (L). 
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ECFP. A strong and broad band was observed at 3323 cm-1 in the FTIR spectra of UCFP. This 

might be attributed to the presence of O-H groups from cellulose, hemicellulose and lignin. Other 

peaks were observed at 1727, 1607, 1368, 1033, 898, and 562 cm-1 suggesting the presence of 
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attributed to the introduction of ester groups, as suggested by Pereira et al. (2010). Thus, it might 

suggest that EDTAD was successfully introduced onto UCFP by forming an ester with -OH groups 

from coconut frond (Júnior et al. 2009). After the adsorption of Pb(II) ions, the intensity of the 

peaks at 3323 and 1033 cm-1 was reduced, suggesting that  -OH and C-O-C groups took part in the 

binding of Pb(II) ions during the adsorption process. Besides, there was a shift of peak at 1603 to 

1593 cm-1 suggesting that a bond might be formed between Pb(II) ions and -NH groups.   
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Where, Ci and Cf are initial and final concentrations of 
Pb(II) ions (mg.L-1), respectively, m is the weight of ECFP 
(g) and V is the volume of Pb(II) ions solutions (L).

RESULTS AND DISCUSSION 

Characterizations of ECFP: Fig. 1 showed the FTIR spec-
tra of UCFP, ECFP and Pb(II) loaded ECFP. A strong and 
broad band was observed at 3323 cm-1 in the FTIR spectra 
of UCFP. This might be attributed to the presence of O-H 
groups from cellulose, hemicellulose and lignin. Other peaks 
were observed at 1727, 1607, 1368, 1033, 898, and 562 cm-1 
suggesting the presence of C=O, -NH, C-O, C-H, and =C-H.  
The presence of a new peak at 1736 cm-1 in ECFP could be 
attributed to the introduction of ester groups, as suggested by 
Pereira et al. (2010). Thus, it might suggest that EDTAD was 
successfully introduced onto UCFP by forming an ester with 
-OH groups from coconut frond (Júnior et al. 2009). After 
the adsorption of Pb(II) ions, the intensity of the peaks at 
3323 and 1033 cm-1 was reduced, suggesting that  -OH and 
C-O-C groups took part in the binding of Pb(II) ions during 
the adsorption process. Besides, there was a shift of peak at 
1603 to 1593 cm-1 suggesting that a bond might be formed 
between Pb(II) ions and -NH groups.  

The pH of zero point charge or pHzpc was measured to 
determine the pH where the adsorbent had a zero net surface 
charge. Basically, at pH=pHzpc, there were balance charges 
on the adsorbent surface. In general, at pH < pHzpc, an 
adsorbent surface tended to carry positive charges, while at 
pH > pHzpc, the adsorbent surface was negatively charged. 
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Therefore, the adsorption of a cationic metal is favoured 
when the pH was higher than pHzpc (Srivastava et al. 2015).  
Fig. 2 shows the plot of pHzpc of ECFP. The pHzpc of ECFP 
was found at 6.4, based on the intersection point of the 
pHo-axis. This indicated that when the pH of the solution was 
higher than 6.4, Pb(II) ions could have easily been attracted 
to the ECFP surface as more negative charges surrounded 
the adsorbent surface.  

Effect of pH on adsorption of Pb(II) ions onto ECFP: 
The pH of a solution is a critical parameter in the adsorption 
of metal ions onto an adsorbent. The variation of pH might 
influence the affinity between adsorbent and adsorbate. To 
study the effect of initial pH on adsorption of Pb(II) ions onto 

ECFP, the initial pH of Pb(II) solution was varied from 1 to 5. 
Fig. 3 showed that low adsorption capacity, qe was recorded 
at pH 1 (4.43 mg.g-1). This could be explained by electrostatic 
repulsion of positively charged Pb(II) ions with positively 
charged adsorbent due to protonation of functional groups 
on the adsorbent surface or excessive cations from sorbed H+ 
ions on the adsorbent surface itself (Ali et al. 2011, Faghihian 
et al. 2005, Torres-Blancas et al. 2013, Zhang et al. 2016)

The qe value increased gradually with the increasing of 
initial pH of Pb(II) ions, where 7.25, 14.48, 22.20 and 23.45 
mg.g-1 were recorded at pH 2, 3, 4 and 5, respectively. 
Basically, the increase of pH could lead to the reduction of 
repulsive force of the adsorbent surface towards the adsorbate 

 

Fig. 1: FTIR spectra of UCFP, ECFP and Pb(II) ions adsorbed onto ECFP. 
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Fig. 3: Effect of pH on adsorption of Pb(II) ions onto ECFP (adsorbent weight: 0.02 g; volume: 50 mL; shaking rate: 
120 stroke min-1; equilibrium time: 90 min; Pb(II) concentration: 10 mg.L-1). 
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Fig. 4: Effect of adsorbent dosage on Pb(II) adsorption by ECFP (volume: 50 mL; pH: 4; shaking 
rate: 120  stroke min-1; equilibrium time: 90 min; Pb(II) concentration: 10 mg.L-1). 
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ion (Ali et al. 2011, Bhatnagar & Sillanpää 2009, Galhoum 
et al. 2015, Gok 2014) and thus promoted more adsorption 
sites as for the adsorption of metal ions. Furthermore, the 
number of protons (H+) decreased with the increase of pH 
and thus reduced the competition between metal ions and H+ 
for the adsorption sites (Miraoui et al. 2015, Torab-Mostaedi 
et al. 2015).

Effect of adsorbent dosage on adsorption of Pb(II) ions 
onto ECFP: The dosage of adsorbent was an important pa-
rameter as it strongly influenced the capacity of biosorption 
at a given initial concentration (Asgari et al. 2012). The 
dependence of adsorption of Pb(II) ions on the dosage of 
ECFP was shown in Fig. 4. The per cent of Pb(II) removal 
increased from 88.80 to 98.20 % for the adsorbent dosage 
of 0.02 g to 0.08 g, respectively. This could be attributed to 

the increase of surface area due to the increase of adsorbent 
weight or higher number of adsorption sites for a fixed con-
centration of Pb(II) (Mu et al. 2013). But, beyond dosage 
0.08 g, there was no appreciable change in the percentage 
removal of Pb(II) because the number of Pb(II) ions became 
the limiting factor. The amount of Pb(II) ions adsorbed on 
the other hand showed the opposite trend. As more ECFP 
increased, the amount of Pb(II) ions adsorbed reduced. This 
was mainly due to the higher number of unsaturated adsorp-
tion sites when the dosage was increased, as stated in eq. (1). 

Adsorption rate and kinetic models: Fig. 5 showed the 
effect of different concentrations on the adsorption rate of 
Pb(II) ions onto ECFP. Generally, the plots showed that the 
adsorption of Pb(II) ions involved two phases; the rapid 
adsorption pattern, and the slower, gradual adsorption rate 
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until equilibrium uptake was achieved. At the beginning 
of the adsorption stage, a high amount of metal ions was 
adsorbed due to the high number of available active sites on 
the surface of the biosorbent.  The actives sites were quickly 
occupied by the Pb(II) ions that led to a small difference in 
the change of adsorption rate after 10 min. Based on Fig. 5, 
it can be concluded that the amount of Pb(II) ions adsorbed 
increased proportionally with the initial concentration of 
Pb(II) ions. The amount of 10, 20 and 30 mg.L-1 Pb(II) ions 
adsorbed were 22.20, 35.10 and 46.15 mg.g-1, respectively. 
This situation could be explained by the increase in the 
driving force of the concentration gradient. The increase of 
driving force had overcome all the mass transfer resistance 
of metal ions from the aqueous phase to the solid phase, and 
subsequently provided a higher collision probability between 
metal ions and the active sites (Zhu et al. 2015). Overall, 
adsorption of Pb(II) ions onto ECFP showed relatively rapid 
adsorption process as equilibrium was achieved in less than 
30 min for all Pb(II) concentrations. When the concentration 
of Pb(II) ions was low, the ratio of Pb(II) ions to the num-
ber of available adsorption sites was also low. Therefore, 
the adsorption sites seemed to take up the available Pb(II) 
ions much quickly since there was less competition among 
adsorbates ions (Gupta & Bhattacharyya 2008).

The rate of the adsorption of the metal ions is the momen-
tum of the molecules to move from the aqueous solution to 
the adsorbent surface. In general, the adsorption process is 
governed by one or more mechanisms. Basically, adsorption 
process consists four stages (Srivastava et al. 2015), i.e; (i) the 
transfer of the solute from the solution to the boundary layer 
that surrounds the adsorbent surface, (ii) the transportation of 
the solute from the boundary layer to the adsorbent surface, 
(iii) the transfer of solute to the intraparticle sites from the 
adsorbent surface and (iv) the binding of solute ions to the 

available sites in the internal surface of the adsorbent.

Kinetics is the utmost important information for the 
adsorption study. A full-scale batch adsorption process can 
be obtained from the kinetics study. In addition, by applying 
certain adsorption kinetics models to the experimental data, 
one would gain a better understanding of the adsorption 
mechanism and the potential rate-limiting step (Sadeek et al. 
2015, Zhang et al. 2016). Moreover, the rate of adsorption 
obtained through the kinetic study may help in optimizing 
the reactor dimension and residence time in any particular 
adsorption system (Sadeek et al. 2015). In this study, the 
pseudo-first (Ho & McKay 1998) and pseudo-second (Ho & 
McKay 2000) order kinetic models were used to determine 
the adsorption for the adsorption of Pb(II) ions onto ECFP 
and the linearized equations are given as follows:
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Where, t is time (min), qe,cal is the calculated adsorption 
capacity at equilibrium (mg.g-1), qt is the concentration 
of the analyte at time t (mg.g-1), k1 is pseudo-first-order 
rate constant (min-1) and k2 is  pseudo-second-order rate 
constant (g mg-1 min-1). Figs. 6 and 7 showed the plots of 
pseudo-first-order and pseudo-second-order kinetic models 
for the adsorption of 10, 20 and 30 mg.L-1 Pb(II) ions onto 
ECFP at 300 K, respectively. The results analysed from both 
kinetics models are presented in Table 1. 

In general, both pseudo-first and pseudo-second-order 
plots showed relatively good linearity (R2 > 0.85), yet the 
pseudo-second-order kinetics model had a better agreement 
with the experimental data. This could be noticed from the 
values of R2 that were almost unity (0.9990 to 0.9999) for 
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all concentrations, and the qe,cal values were very close to 
those recorded from the batch adsorption study. Due to this 
reason, chemisorption might govern the adsorption process, 
where metal ions bonded to the adsorbent through valance 
force, either by covalent bond through sharing of electrons or 
ion exchange mechanism (Galhoum et al. 2015, Gok 2014, 
Pasquier & Largitte 2016, Toor & Jin 2012, Wang et al. 2013).

Equilibrium and isotherm study: The equilibrium or 
adsorption isotherm describes the interaction of adsorbate 
with the adsorbent. It represents the distribution of different 
initial concentrations of solute at a constant temperature in 
the aqueous phase and solid phase. As adsorption isotherm 
provides that information, it turns as the most vital study 
in optimizing the adsorbent-adsorbate system, mechanistic 
pathways and understanding the adsorbent surface properties 
(Galhoum et al. 2015, Rangabhashiyam et al. 2014, Zhang 
et al. 2016).

To study the adsorption isotherm for the adsorption of 
Pb(II) ions onto ECFP, the initial concentration of Pb(II) 
ions was varied from 5 to 75 mg.L-1. The mixtures were 
shaken for 90 min to ensure the equilibrium state. At the low 
concentrations of Pb(II) ions (<30 mg.L-1), the sharp slope 
could be observed as presented in Fig. 8, an indication of a 
high-efficiency adsorbent for the adsorption of low metal ion 
concentrations. As the concentration of Pb(II) ions increased 
to 40 mg.L-1, the slope reduced drastically. This condition 
was associated with the saturation of adsorption sites due to 
the increase in the ratio of the number of Pb(II) ions to the 
number of adsorption sites. 

In general, the application of suitable isotherm models 
onto the experimental data is important as it can provide 
valuable information about the distribution of adsorption 

sites on the adsorbent surface, adsorption characteristic and 
affinity of adsorbent-adsorbate in the adsorption system. Sev-
eral mathematical models can be applied to the experimental 
data such as two-parameter isotherm models which include 
Langmuir (Langmuir 1916) and Freundlich (Freundlich 
1906). The linearized equations for Langmuir and Freundlich 
models are given in eqs. (5) and (6), respectively. 
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Where, qe is the equilibrium adsorption capacity (mg.g-1), 
Qmax,cal is the maximum adsorption capacity (mg.g-1), Ce is 
the equilibrium concentration of the adsorbate (mg.L-1), b is 
the equilibrium constant (L mg-1), KF is a Freundlich constant 
(mg.g-1) and n is a constant related to the heterogeneity of the 
adsorbent surface and its affinity for the adsorbate.

Figs. 9 and 10 showed Langmuir and Freundlich plots for 
adsorption of Pb(II) ions onto ECFP and the parameters for 
the isotherm models were listed in Table 2.  In general, both 
isotherm models recorded high R2 values (>0.92). Based on 
the agreement of experimental and theoretical values of Qmax, 
Langmuir isotherm model seemed to have a better fitting 
to the experimental data compared to Freundlich isotherm 
model. This condition might explain the monolayer coverage 
of Pb(II) ions on the ECFP surface.

Adsorption thermodynamics: To study the effect of dif-
ferent temperature on adsorption of Pb(II) ions, solutions 
ranged from 0 to 75 mg.L-1 was stirred with ECFP at 303, 
313 and 323 K for 90 min. Fig. 11 showed the isotherm plot 
for the adsorption of Pb(II) ions at 303, 313 and 323 K.  In 
general, adsorption of Pb(II) onto ECFP was more favourable 
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compared to Freundlich isotherm model. This condition might explain the monolayer coverage of 

Pb(II) ions on the ECFP surface. 
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Fig. 9: Langmuir plot for adsorption of Pb(II) ions onto ECFP (volume: 50 mL; pH: 4; shaking rate: 120  stroke min-1; adsorbent dosage: 0.02 g;  
temperature: 300 K).
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Fig. 10: Freundlich plot for adsorption of Pb(II) ions onto ECFP (volume: 50 mL; pH: 4; shaking rate: 120  stroke min-1; adsorbent dosage: 0.02 g; 
temperature: 300 K).

Table 2: Langmuir and Freundlich isotherm parameters for adsorption of Pb(II) ions onto ECFP.

Temperature
(K)

qe,exp
(mg.g-1)

Langmuir Freundlich

qmax (mg.g-1) b (L.mg-1) R2 Kf n R2
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at higher temperatures as the recorded adsorption capacities 
increased with increasing temperatures, which also suggested 
an endothermic adsorption behaviour. 

The thermodynamic parameters such as enthalpy (ΔH°), 
entropy (ΔS°), and Gibb’s free energy (ΔG°) were calculated 
to determine the adsorption process by using the following 
equations: 
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Where, Kc is the equilibrium constant, Cad is the con-
centration of Pb(II) ions adsorbed on solid at equilibrium 

(mmol.L-1), Ce is the equilibrium concentration of Pb(II) ions 
in the solution (mmol.L-1), R is the gas constant (8.314 J K-1 

mol-1) and T is the temperature in Kelvin. Fig. 12 showed the 
Van’t Hoff plot for the adsorption of Pb(II) ions onto ECFP 
at 303, 313 and 323 K. The calculated values for ΔH°, ΔS°, 
and ΔG° were listed in Table 3. In general, all ΔG° values 
for the adsorption of Pb(II) at 303, 313 and 323 K were 
negative, an indication of spontaneous adsorption process 
at those temperatures. The positive ΔH° value recorded in 
this study indicated that adsorption of Pb(II) ions onto ECFP 
was endothermic, where adsorption was more favourable at 
a higher temperature. Meanwhile, the positive ΔS° value 
suggested that this process was an entropy-driven process 
where a higher degree of freedom of the ions was obtained 
at a higher temperature. 



1473EDTA DIANHYDRIDE MODIFIED COCONUT FROND FOR REMOVAL OF LEAD 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

CONCLUSION

The current work revealed the potential application of ECFP 
as an adsorbent for removing Pb(II) ions from aqueous solu-
tions. The amount of Pb(II) ions adsorbed was reduced in a 
highly acidic condition and the optimum adsorption pH range 
was 4 to 5. The satisfactory adsorption capacity was recorded 
from the Langmuir isotherm model with the qmax value of 
84.03 mg.g-1 being recorded. The potential functional groups 
responsible for adsorbing Pb(II) ions as revealed by the FTIR 
spectra were hydroxyl, amino, carbonyl, aromatics and ether. 
Adsorption process could be considered rapid due to the short 

time taken to reach equilibrium stage for all concentrations of 
Pb(II) ions. Based on the thermodynamic study, Pb(II) ions 
were more favoured to be adsorbed at a higher temperature, 
suggesting an endothermic adsorption behaviour.   
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ABSTRACT
The evaluation of health level of land-use ecosystem provides important support for the regional health 
and social-economic sustainable development. To measure and study the granularity characteristics 
and spatial differentiation law of ecological health level of land-use in Yibin City, based on PSR model, 
taking kilometre grid as an evaluation unit, spatial exploration method was used to reveal its spatial 
differentiation law, and the decisive force of each factor was visualized through the factor detector. 
The results show that: (1) The health level of the land-use ecosystem in Yibin City is generally good, 
and the regional development is relatively balanced, but there are significant differences between the 
municipal districts and suburban counties. The average index of comprehensive health level of land-
use ecosystem fluctuates around 0.60, the land for health level accounts for 46.07% of the total area, 
the land for sub-health level accounts for 29.78%, the land for unhealthy level accounts for 24.15%. (2) 
The health level of land-use ecosystem had a strong spatial correlation, which was mainly positive, and 
there was a significant spatial agglomeration pattern, dominated by HH type or LL type clusters. (3) The 
difference of human activities was the main factor that affects the spatial differentiation of ecological 
health level of land-use in the whole city, followed by the difference of natural system resilience, and 
the other factors were soil properties, landform and policy regulation. Finally, it was concluded that 
tightening the upper limit of capacity, holding the ecological bottom line, insisting on the intensive 
utilization of land, optimizing the spatial layout of “production, life and ecology”, adjusting the industrial 
structure, and developing ecotourism will become the necessary measures for Yibin city to improve the 
ecological health level of land-use and build a famous ecological city of landscape culture. 

INTRODUCTION

The health level of land-use ecosystem refers to a state in 
which the land under the jurisdiction can maintain the nor-
mal operation of self-structure and functions when used by 
people. So that the symbiosis process among land, human, 
biology and external environment can be continuously de-
veloped (Zhang et al. 2011). In recent years, with prominent 
problems such as resource depletion and environmental 
pollution, the ecological health of land-use, as a new goal 
of land ecological environment protection and sustainable 
development, has attracted much attention. Therefore, it is an 
urgent task for regional health and sustainable development 
of the social economy to evaluate the ecological health of 
land-use and formulate reasonable control measures.

Since the end of the 20th century, there are few studies on 
the evaluation of health level of land-use ecosystem at home 
and abroad, mainly focusing on the connotation, mechanism, 
level and regulation of ecological health of land-use (Gao et 
al. 2017, Zhang & Shi 2010), based on single land ecosystem 

and basic administrative areas such as city, county (district), 
township (town, sub-district) (Wei 2017), involving cities 
(Ma et al. 2014), wetlands (Zhu et al. 2012) grasslands (Zhao 
et al. 2017) and rivers (Hao et al. 2014), using building an 
index evaluation system of land-use ecological health based 
on vitality-organization-resilience (VOR) theory from the 
aspects of vitality, organization, resilience and function 
(Liu et al. 2017). 

Yibin City, a hilly area in the upper reaches of the Yangtze 
River, was taken as the research object. Based on the PSR 
model of “human-land interaction” considering the interac-
tion between land ecosystem and human activities, the grid 
model was used to transform the remote sensing data, land-
use data and panel data in a unified way to expand the single 
ecosystem to a composite ecosystem while realizing the 
compatibility of multiple data and the refinement of spatial 
accuracy of evaluation, to establish an appropriate ecological 
health evaluation system for land-use. The ecological health 
level of land-use in each grid was measured taking kilometre 
grid as the basic measure unit; ESDA space exploration 

    2020pp. 1475-1482  Vol. 19
p-ISSN: 0972-6268 
(Print copies up to 2016) No. 4  Nature Environment and Pollution Technology 

  An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 18-03-2020
Revised:    17-4-2020
Accepted: 15-06-2020

Key Words:
Land-use
GIS grid model
Spatial exploratory analysis 
Geographic detector

Original Research Paperhttps://doi.org/10.46488/NEPT.2020.v19i04.013



1476 Wei He et al.

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

technology was used to reveal the spatial differentiation law 
of land-use ecological health level in grid scale, and factor 
detector was used to show the decisive power of each factor 
directly. The purpose of this paper is to enrich the research 
content of land-use ecological health evaluation and to pro-
vide targeted countermeasures for improving the ecological 
health level of regional land-use.

RESEARCH AREA, DATA SOURCES AND 
PREPROCESSING

Overview of Research Area

Yibin City, located in the southeast of Sichuan Province, 
between 103°36′E and 105°20′E, 27°50′N and 29°16′N, 
has two districts and eight counties, with a total area of 
13,000 km2 (Fig. 1). It is the transition from Sichuan basin 
to Yunnan-Guizhou Plateau, with the terrain dominated by 
middle and low mountains and hills, alternated valleys and 
flatlands, and the landscape distribution pattern, which is high 
in the southwest and low in the northeast (Liu et al. 2017, 
Zhao et al. 2015). In 2018, Yibin city’s population totalled 
5.5429 million, with a GDP of 152.594 billion yuan, the 
urbanization rate has reached 48.5%. With the development 
of social economy, also increases the pressure of regional 
resources and environment, and brings new challenges to the 
sustainable development of regional land ecology. Therefore, 
under the background of the planning strategy of regional 
land ecological development, it is of practical significance 

to carry out the research on the evaluation of health level 
of the land-use ecosystem in the city for the restoration and 
protection of the land ecological environment and the estab-
lishment of ecological protective screens.

Data Source and Pre-processing

Social and economic statistics in this study are mainly from 
the information published in Yibin Statistical Yearbook. The 
data of land-use status were interpreted by Landsat ETM + 
and OLI images downloaded from the data centre for re-
sources and environmental sciences of Chinese Academy of 
Sciences (http://www.resdc.cn), with a spatial resolution of 
30m × 30m. Considering the needs of research, the land-use 
types were determined as cultivated land, forest land, grass-
land, urban construction land, rural residential land, water 
area, independent industrial and mining district and land for 
transportation. DEM data came from ASTER-GDEMV2 
digital elevation data with a resolution of 30m provided 
by NASA (search.earthdata.nasa.gov). The tool of creating 
fishnet in ArcGIS 10.2 was used to generate the grid of 1km 
× 1km, and there were a total of 13,307 grids generated in 
Yibin City.

MATERIALS AND METHODS

Construction of PSR Evaluation Index System

The internal health of the land ecosystem is related to  
people’s survival and sustainable development of society. 
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when establishing the indicator system. Based on the PSR model (Zhao et al. 2015, Xu et al. 2010), build 
the evaluation index system for the health level of the land-use ecosystem in Yibin City. 
"Pressure" refers to the defect of land and resources and the impact of human activities on land and 
surrounding environment, which is measured by terrain fragmentation, soil erosion, population density and 
stress index of human activities (He et al. 2015). "State" refers to the energy and activity of land ecosystem 
(Jiang et al. 2009), which is measured by Landscape diversity index (Chen 2007), ecological resilience (Pan 
et al. 2004), ecosystem service values (Xie et al. 2008). "Response" refers to the policy measures taken by 
human beings for land ecological restoration, mainly including the amount of environmental protection 
investment and the proportion of the tertiary industry in GDP. Details are provided in Tables 1 and 2. 
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The interaction between land ecosystem and human activi-
ties must be considered comprehensively when establishing  
the indicator system. Based on the PSR model (Zhao et al. 
2015, Xu et al. 2010), build the evaluation index system  
for the health level of the land-use ecosystem in  
Yibin City.

“Pressure” refers to the defect of land and resources 
and the impact of human activities on land and surrounding 
environment, which is measured by terrain fragmentation, 
soil erosion, population density and stress index of human 
activities (He et al. 2015). “State” refers to the energy and 

activity of land ecosystem (Jiang et al. 2009), which is meas-
ured by Landscape diversity index (Chen 2007), ecological 
resilience (Pan et al. 2004), ecosystem service values (Xie 
et al. 2008). “Response” refers to the policy measures taken 
by human beings for land ecological restoration, mainly in-
cluding the amount of environmental protection investment 
and the proportion of the tertiary industry in GDP. Details 
are provided in Tables 1 and 2.

Spatial Exploratory Analysis

Spatial exploratory analysis is a kind of data spatial descrip-

Table 1: Ecosystem health evaluation index system.

Target layer Criterion 
layer

Index layer Formulas Safety trend Weight 

Land ecosys-
tem healthw

Pressure P1 Soil erosion - Negative 0.089

P2 Terrain fragmentation
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land-use; A =Total area of evaluation unit; S = Output value of the tertiary industry.  

 

Table 2: Comparison of relevant parameters of land-use type. 
             Types of 

land-

use         

Relevant 

index parameters 

Cultiva

ted 

land 

Forest 

land 

Grassla

nd 

Urban 

construction 

land 

Rural 

residential 

area 

Water 

area 

Independent industrial 

and mining district 

and land for 

transportation 

Stress intensity of human 

activities 
0.55 0.10 0.23 0.95 0.68 0.12 0.68 

Parameters of ecological 

resilience 
0.50 0.90 0.60 0.40 0.40 0.80 0.40 

Ecosystem service value (104 

yuan/ km2) 
7.93 173.00 20.00 0.00 0.00 732.00 0.00 

 
Spatial Exploratory Analysis 
Spatial exploratory analysis is a kind of data spatial description and visual analysis method which emphasizes 
the spatial correlation measure as the core and aims at revealing the spatial interaction mechanism of research 
objects, divided into global autocorrelation and local autocorrelation. Global spatial autocorrelation is mainly 
used to explore the distribution characteristics of attribute data values in the whole regional space. The global 
Moran’s I index is a desirable measure of response distribution, which is between -1 and 1. If it is greater 
than 0, it means positive correlation; if it is less than 0, it means a negative correlation. Local spatial 
autocorrelation is mainly used to analyze the distribution pattern of attribute values of each unit in the 
heterogeneous space, and measure the degree of local spatial correlation between each region and its 
surrounding regions. The larger local Moran’s I statistic represents the spatial agglomeration of regional 
units with similar observations, while smaller values represent spatial agglomeration of regional units with 
different values (Liu et al. 2018).  

The calculation formula of global Moran´s I index is as follows: 
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The calculation formula of local Moran’s I index is as follows: 
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Where, wij is the weight matrix based on the spatial adjacency principle; xi and xi are evaluation values 
of the ith and jth unit; x is the mean of the nth evaluation value. 
Geographical Detector Analysis 
The geographical detector is a kind of econometric statistical analysis method proposed by Wang et al. (2002) 
of Chinese Academy of Sciences to check the spatial differentiation of single-variable and to detect the 
causal relationship between two variables by checking the consistency of spatial distribution of two variables, 

 is the mean of the nth evaluation value.
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gle-variable and to detect the causal relationship between two 
variables by checking the consistency of spatial distribution of 
two variables, mainly including factor detector, risk detector, 
ecological detector and interaction detector. The factor detector 
was used to detect and identify the driving force of the spatial 
differentiation law of the comprehensive evaluation index of 
land ecosystem health in Yibin City, which was, in essence, 
comparing the total variance of the factor index in different 
categories and regions with the total variance in the whole 
region. The calculation formula is as follows: 
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Where, PD,F = Detection index of influence factor D on the spatial differentiation law of comprehensive 
health level of the land ecosystem in Yibin City.  

nD,i = Number of samples in the secondary area  
n = Number samples in the whole region;  
2F =Variance of spatial differentiation rule of comprehensive evaluation index of land ecosystem health;  
M = Number of samples in the secondary region; 
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PD,F is between 0 and 1, the larger the value is, the greater the influence of the index on the spatial 
differentiation of land-use ecological health level.  
RESULTS AND ANALYSIS 
Analysis of Health Level of Land-use Ecosystem 

To reflect the health level of the land-use ecosystem of each district and county in Yibin City, the health 
indexes of the land-use ecosystem within the grid were put on the ArcGIS platform, and the average index 
of the health level of each district and county was obtained by using the summary statistical data tool (Fig. 
2). Fig. 2 shows the comprehensive health status, as well as pressure, state and response subsystems of the 
land ecosystem of each district and county in Yibin City.  

In 2018, the average index of comprehensive health level of the land-use ecosystem in Yibin City 
fluctuated around 0.60. Junlian County, Pingshan County and Xingwen County exceeded the city's average, 
with the highest value of 0.65 (Pingshan County and Xingwen County); other districts and counties were 
slightly lower than the average level, with the lowest of 0.59 (Nanxi District). 

 
Fig. 2: Health level index of land-use ecosystem in each district and county of Yibin. 

It is necessary to deal with the differences in ecological health degree of land-use in the study area at 
different levels to clarify them. Natural breaks (Jenks) method in ArcGIS was used to divide the values of 
ecosystem health level into different discrete classes by comparing and analysing the GVF (the Goodness of 
Variance Fit) value. The comprehensive index of land-use ecosystem health level in Yibin City was divided 
into three levels, which respectively represent different health conditions, in order of healthy, sub-healthy 
and unhealthy. The regional characteristics of each level refer to the definitions of areas with different health 
level of the land ecosystem (Xu et al. 2010) (Table 3). 
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platform, and the average index of the health level of each 
district and county was obtained by using the summary statis-
tical data tool (Fig. 2). Fig. 2 shows the comprehensive health 
status, as well as pressure, state and response subsystems of 
the land ecosystem of each district and county in Yibin City. 
In 2018, the average index of comprehensive health level 
of the land-use ecosystem in Yibin City fluctuated around 
0.60. Junlian County, Pingshan County and Xingwen County 
exceeded the city’s average, with the highest value of 0.65 
(Pingshan County and Xingwen County); other districts and 
counties were slightly lower than the average level, with the 
lowest of 0.59 (Nanxi District).

It is necessary to deal with the differences in ecological 
health degree of land-use in the study area at different levels 
to clarify them. Natural breaks (Jenks) method in ArcGIS 
was used to divide the values of ecosystem health level into 
different discrete classes by comparing and analysing the 
GVF (the Goodness of Variance Fit) value. The comprehen-
sive index of land-use ecosystem health level in Yibin City 
was divided into three levels, which respectively represent 
different health conditions, in order of healthy, sub-healthy 
and unhealthy. The regional characteristics of each level refer 
to the definitions of areas with different health level of the 
land ecosystem (Xu et al. 2010) (Table 3).

According to the classification standard, the health level 
of the land-use ecosystem of Yibin City was classified and 
evaluated. 

It is observed from Fig. 4 that the areas with unhealthy 
land ecosystem were 6,131 km2, accounting for 24.15% of 
the total. These are mainly concentrated in the transition area 
between the plain and hilly area in the northeast of Yibin City 
and the plateau and basin in the south. Where there were 
unreasonable ecological structure and low vitality, large 
areas of abnormal ecological environment, and damaged 
ecosystem to some extent.

The area of regions in sub-healthy level was larger than 
that in unhealthy level, accounting for 29.78% of the total 
area, which was mainly distributed in Cuiping District, 
Nanxi district and Jiang’an County, indicating that although 

Table 3: Classification of the health status of land-use ecosystem.

Health 
status

Classification 
standard

Area km2 Area  
percentage (%)

Regional characteristics

Healthy [0.63，0.73] 6131 46.07 Reasonable ecological structure, strong system vitality, small external pres-
sure, no ecological abnormality, perfect ecosystem function, stable system and 
sustainable state

Sub-
healthy

[0.59，0.63) 3962 29.78 Relatively reasonable ecological structure, stable system, large external 
pressure, more ecologically sensitive areas, a small number of ecological 
abnormalities, basic ecological functions, and sustainable state

Unhealthy [0.38，0.59) 3214 24.15 Defects in the ecological structure, low system vitality, high external pressure, 
many ecological abnormalities, weak ecological function to meet the needs of 
maintaining the ecosystem, and degradation of the ecosystem

there were many sensitive areas in the land ecosystem of the 
city, they had normal ecological functions and sustainable 
ecological economy. 

The area of regions in healthy level was 6,131 km2, 
accounting for 46.07% of the total area, which was mainly 
distributed in the middle and west of Pingshan County, the 
middle and south of Junlian county and Xingwen County. 
The main work in these places is to maintain and prevent.

Spatial Exploratory Analysis on Health Level of Land-
use Ecosystem

Moran’s I was selected as the evaluation standard of the 
spatial difference law for the health level of the land-use 
ecosystem by using the spatial exploratory analysis method, 
revealing the characteristics of the spatial agglomeration 
pattern. The LISA cluster map was drawn at the signifi-
cance level of 5% (Fig. 4B) according to Moran’s I index 
of health level of the land-use ecosystem. The ecosystem 
by using the spatial exploratory analysis method revealed 
the characteristics of the spatial agglomeration pattern. The 
LISA cluster map was drawn at the significance level of 5% 
(Fig. 4B) according to Moran’s I index of health level of the 
land-use ecosystem. 

Fig. 4 A shows that Moran’s I value of health level of 
the land-use ecosystem in Yibin City was 0.447179 in 2015. 
According to the distribution of Moran scattered points, the 
relationship between each region and a geographical phe-
nomenon or attribute value in the surrounding region can be 
qualitatively determined. Points with strong spatial positive 
correlation will fall into the HH (“high-high”) and LL (“low-
low”) quadrants, i.e., the health level of the areas around 
those with high health level will be high, the same to areas 
with low level, which are homogeneous; points with strong 
spatial negative correlation will fall into the LH (“low- high”) 
and HL (“high-low”) quadrants, that is, the health level of 
the region is opposite to that of the surrounding areas, which 
are heterogeneous. According to the distribution of attribute 
values, the health level of the land-use ecosystem in Yibin 
City has a strong spatial correlation.
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It is observed from Fig. 4B that the health level of the 
land-use ecosystem in Yibin City was mostly non-significant 
in space, and those with spatial correlation were mainly posi-
tive, mainly high-value or low-value clusters. HH (high-high 
cluster) is distributed in the east and west of Pingshan County, 
the middle and south of Xingwen County, and the middle 
and west of Junlian County. In the future development, the 
ecological protection project should be put in the first place, 
to ensure the ecological non-degradation of the whole county.

LL (low-low cluster) is scattered in the northeast and 
south of Yibin City, mainly including Cuiping District, Nanxi 
District, Jiangan County, Yibin County and Gongxian Coun-
ty. The LL type area should develop new leading industries 
according to local conditions based on ecological economy 
and optimization of the land-use structure.

Analysis of the Influencing Factors of Spatial 
Differentiation of Health Level of Land-use Ecosystem

The ecological health level of land-use is the result of the 
combined action of regional natural factors and human fac-
tors. Resilience and function” index system was selected as 
the geographic exploration variables of the spatial differen-
tiation of the ecological health level of land-use, calculated 
the decisive power values of each influencing factor on the 
spatial differentiation of health level of land-use ecosystem 
respectively.

It is observed from Table 4 that value of the geographic 
detector of stress from human activities is 0.350, which is 
far greater than other factors, indicating that the difference 
of human activities is the main reason for the spatial dif-
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ferentiation of ecosystem health level. By the end of 2018, 
the area of cultivated land and construction land in Yibin 
City had reached 36.69% and 7.02% respectively, but there 
were significant differences among districts and counties. 
The different pressure of human activities on land leads to 
the destruction of regional ecological environment and the 
imbalance of the ecological system. Therefore, it is urgent 
to control the population, reduce the direct destruction of 
land by human activities.

The difference in resilience of the natural system is the 
secondary reason that affects the spatial differentiation of 
ecosystem health level. The values of ecological resilience, 
ecosystem service value and landscape diversity index were 
0.318, 0.315 and 0.296, respectively, indicating that the 
ecological health status was affected by the resilience of the 
system itself. Although Yibin has a large proportion of arable 
land and construction land, there are various types of land. In 
particular, the area of grassland and forest land accounts for 
41.74% of the total area of the region, which strong self-reg-
ulation and self-restoration capacity of the ecosystem. In the 
process of future development, should adjust the structure of 
land-use, optimize the spatial layout of “production, life and 
ecology”, activate the stock, strictly observe the “red line” 
of cultivated land, increase the ecological land, adhere to the 
road of sustainable development, and promote the internal 
resilience of the ecosystem.

Soil properties, terrain factors and policy regulation are 
the other reasons for the spatial differentiation of ecosystem 
health level. The hilly landform brings about different region-
al natural geographical characteristics, and different types of 
soil erosion and terrain fragmentation, as a consequence, the 
above factors lead to obvious differences in the feedback of 
land ecosystem. Therefore, the city must implement a strict 
ecological environment protection system, severely crack 
down on the destruction of the ecological environment, 

vigorously develop science and technology, actively adjust 
the industrial structure, increase the proportion of the tertiary 
industry, reduce the pollution and damage of the primary 
and secondary industries to the soil, to build the ecological 
protection barrier of the upper reaches of the Yangtze River.

DISCUSSION AND CONCLUSIONS 

Evaluating the health level of the land-use ecosystem is 
the premise and foundation of planning for land space 
renovation. For spatial exploratory analysis, geographical 
detector model was used to explore the spatial distribution 
characteristics of the ecosystem health status of land-use in 
Yibin City, and its spatial differentiation law was explained 
by combining quantitative and qualitative methods. Based on 
the existing research results, firstly, the PSR model and the 
theory of vitality, organization, resilience and function were 
organically combined and improved to establish a compre-
hensive health assessment index system of land ecological 
security in line with the actual situation of Yibin. Then, the 
health indexes were calculated by 1km × 1km grid, and the 
spatial differentiation law was revealed by ESDA method. 
Finally, the decisive power of each factor was displayed by 
factor detector. All the above is the inheritance and develop-
ment of previous research results. From the comparison of the 
results of this study, the temporal and spatial evolution law 
of health level of the land-use ecosystem is more in line with 
the regional reality (Huang et al. 2019), which also confirms 
that human activities are the important factors affecting land 
ecological security (Wei et al. 2020).

However, there are still many shortcomings: First, the 
evaluation index system is not perfect. The ecosystem is 
complex but was measured only by 10 indicators, neglecting 
NPP, soil pollution and other factors reflecting its attributes. 
At the same time, due to the availability of data, the response 
indexes were less, which needs to be further improved. 

Table 4: Geographical exploration results of spatial differentiation determination of health level of land-use ecosystem by various influencing factors.

Index level Threshold values P value

Level I areas Level II areas Level III areas

P1 Soil erosion [0,0.330) [0.330,0.667) [0.667,1] 0.208 

P2 Terrain fragmentation [0,0.842) [0.842,0.931) [0.931,1] 0.064 

P3 Population density (person / km²) [0,0.561) [0.561,0.769) [0.769,1] 0.184 

P4 Stress index of human activities [0,0.085) [0.085,0.500) [0.500,1] 0.350

S1 Normalized differential vegetation index [0,0.675) [0.675,0.916) [0.916,1] 0.032

S2 Landscape diversity index [0,0.210) [0.210,0.730) [0.730,1] 0.296 

S3 Ecological resilience [0,0.0017) [0.0017,0.110) [0.110,1] 0.318

S4 Ecosystem service value [0,0.028) [0.028,0.237) [0.237,1] 0.315 

R1 Investment in environmental protection (104 yuan) [0,0.225) [0.225,0.553) [0.553,1] 0.054 

R2 Proportion of tertiary industry in GDP (%) [0,0.364) [0.364,0.633) [0.633,1] 0.005
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Second, the stress intensity of human activities, ecological 
resilience and ecosystem service value were the factors de-
termined by reference to the existing research results. If the 
reference standards are different, the calculated values will be 
different. Therefore, it needs to be corrected according to the 
actual situation of Yibin City. Third, to facilitate the transfor-
mation and compatibility of multiple data, enrich the attribute 
dimensions of evaluation units, and refine the spatial accuracy 
of evaluation area, the grid of 1km × 1km was used as the basic 
evaluation unit, but the influence of administrative boundaries, 
data accuracy, and data processing convenience on the grid 
size was not considered. Fourth, adding the content of time 
series analysis may reveal the temporal and spatial evolution 
of health assessment of land-use ecosystem.

Following conclusions can be drawn from the study.

 1. The health level of the land-use ecosystem in Yibin 
City is generally good, and the regional development is 
relatively balanced, but there are significant differences 
between the municipal districts and suburban counties. 
The average index of comprehensive health level of 
the land-use ecosystem in Yibin City fluctuates around 
0.60, and the land for health level accounts for 46.07% 
of the total area, the land for sub-health level accounts 
for 29.78% of the total area, the land for unhealthy 
level accounts for 24.15% of the total area. The main 
reason is that the land-use structure of the central city 
and suburban counties is different, and the impact of 
human activities on the land ecosystem is also different. 
The large area of urban construction land and the small 
amount of ecological land lead to the poor ability of 
self-regulation and self-recovery in the ecosystem.

 2. The health level of the land-use ecosystem in Yibin City 
was mostly non-significant in space, and those with spa-
tial correlation were mainly positive, mainly high-value 
or low-value clusters. HH type was distributed in the 
east and west of Pingshan County, the middle and south 
of Xingwen County, the middle and west of Junlian 
County, and LL type was scattered in the northeast and 
south of Yibin City.

 3. The difference of human activities was the main factor 
that affects the spatial differentiation of health level 
of the land-use ecosystem in the whole city, followed 
by the difference of natural system resilience, and the 
other factors were soil properties, landform and policy 
regulation. Finally, it was concluded that tightening the 
upper limit of capacity, holding the ecological bottom 
line, insisting on the intensive utilization of land, opti-
mizing the spatial layout of production, life and ecology, 
adjusting the industrial structure, and developing eco-
tourism will become the necessary measures for Yibin 
City to improve the ecological health level of land-use 

and build a famous ecological city of landscape culture.
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ABSTRACT
Air is one of the precious natural resources which is essential for living beings. Pollution in the urban 
areas like Cairo, Delhi, Mexico and Dhaka far surpasses the acceptable limits set by the World Health 
Organization (WHO). Urban air pollution in the South Asian region is approximated to cause more than 
300,000 deaths and billions of cases of respiratory disease per year. In Bangladesh, about 200,000 
people die each year due to air pollution as the WHO estimates in 2018. The air in Dhaka city, the 
capital of Bangladesh, has worsened to a level that the city has been identified as one of the most 
polluted cities in the world. Taking the problem with utmost importance into consideration as it is related 
to public health, air pollution is being treated as one of the priority issues. The level of pollution in the 
roadside environment is deeply connected with the density of motor vehicles plying on the roads. This 
situation is expected to worsen further in the upcoming days due to the increasing number of motor 
vehicles resulted from rapid economic growth and industrialization. This paper aims to provide the 
present status of air pollution in Dhaka city and some specific recommendations for making the city a 
better living place by reducing its air pollution. 

INTRODUCTION

Man is responsible, in many ways, for the present status of the 
environmental disasters that are on the rise all over the world. 
It is a common scenario and true feature that air pollution is 
one of the most concerning and alarming issues in the present 
world among the variety of manmade disasters. Generally, air 
pollution can be described as a condition of the atmosphere 
where different elements are present at concentrations that 
are higher than the normal ambient concentrations produc-
ing an effect measurable on humans, animals, vegetation or 
materials (Alam 1999). Here the term ‘substances’ refers 
to any chemical compound or elements which are natural 
or manmade and may be airborne. Theses chemical com-
pounds or elements are nothing but exist as solid particles, 
liquid drops or gases. There are many substances in the  
atmosphere which may be harmful or benevolent. However, 
the term ‘measurable effect’ logically does not focus on those 
substances which cause unwanted effects. It is of no doubt 
that air is becoming more worsened day by day, and both 
human activities and natural phenomena are responsible 
for it. In Bangladesh, vehicular and industrial emissions 
are the two great sources of air contamination (EEA 2016). 
Particularly, the cities are subject to much air pollution as 
they have more vehicles plying on the road and industries 
than the rural areas. In the current years, air pollution has 
been given the best priority among environmental issues not 

only in Asian countries but also in the other countries of the 
world. In many parts of the world, exposure to air pollution, 
at present, has become the prime threat to human health. In 
particular, in cities, the urban population has been victimized 
of respiratory and other airborne diseases due to the emission 
issues that have increased the death rate significantly (WHO 
2018). Dhaka is the capital of Bangladesh and also the centre 
point of most of the commercial activity, and is facing this 
problem acutely. Being centre of the country, it has a vast 
number of industries in and around the city, i.e. ready-made 
garment (RMG) manufacturing industries, different types of 
mills, industries, factories along with chemicals industries, 
brickfields and so on (Mahmud 2011). Moreover, the city has 
too much population causing it polluted which is a matter 
of great concern. In contrast, other cities of Bangladesh like 
Rajshahi, Khulna, Bogura and Chattagram have much lesser 
health-related problems caused by air pollution. The increas-
ing numbers of motor vehicles, industrial development on 
a random basis and continuous housing have made ambient 
atmospheric conditions deteriorated. The result of this study 
will assist decision-maker in formulating national policies 
to combat air pollution.

MATERIALS AND METHODS

All the relevant data and information were collected and 
used from primary and secondary sources of air pollution. 
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The information from different books, journals, booklets, 
proceedings, newsletters, souvenirs, and consultancy report 
that are available in the libraries of Daffodil International 
University, Bangladesh was compiled for the study. Maxi-
mum necessary support was taken from internet searching. 
The study presents a synopsis of several monitoring and 
surveys conducted by the author on ambient concentrations 
of lead, black smoke, nitrogen oxides, (NOx), Ozone (O3) 
particular matters, carbon monoxide (CO) and sulphur di-
oxide (SO2). The selected data (collected from the selected 
stations between 2018 and 2019) reveal that the ambient air of 
the capital city of Bangladesh (Dhaka) is polluted more than 
55 per cent of the year. The Air Quality Index observed in 
different locations of the Dhaka city shows that the roadside 
environment of 70% areas is severely polluted while that of 
30% is heavily polluted as per the WHO’s standards. The 
level of pollution in the roadside environment is deeply con-
nected with the density of different types of motor vehicles 
moving on the roads regularly. This situation is expected to 
worsen further in the upcoming days due to the increasing 
number of motor vehicles resulted from rapid economic 
growth and industrialization. The present study provides 
some considerable recommendations to reduce air pollution 
in Dhaka, the capital city of Bangladesh. 

RESULTS AND DISCUSSION

Air pollution in Dhaka city: The industrial and vehicular 
emissions are the two main great sources of air pollution in 
Dhaka city. The industrial emission sources like thousands of 
ready-made garment factories (RMG), chemical industries, 
brick kilns, pharmaceutical industries, etc. produce not only 
an enormous amount of smokes but also dust, different types 
of gases, fumes, etc. which are mainly responsible for air 
pollution. Moreover, the tanneries at Hazaribag in Dhaka city 
emit ammonia (NH3), chlorine (Cl), hydrogen sulphide (H2S) 
and some other chemicals which are the highly poisonous 
and the cause of public health complaints. The number of 
vehicles is also increasing day by day in the capital city of 
Bangladesh as the population is increasing and the unabated 
urbanization is going on, all this lead to a rise in air pollution 
(Begum et al. 2011). The baby-taxies, tempos, mini-trucks, 
motorcycles and other vehicles with two-stroke engines are 
the prime source of air pollution in Dhaka city, which are 
recently observed by the scientific research conducted by 
the specialists of the Department of Environment (DoE), 
Bangladesh along with other relevant organizations in 
Bangladesh. Currently, more than 500000 motor vehicles 
including about 65,000 baby-taxies are plying in Dhaka city 
alone (Franchini 2019). In addition, a high number of trucks 
and mini-buses, which are overloaded, poorly maintained 

and very old are also plying on the streets emitting gases 
and smoke. Indeed, more than 80 % of vehicles playing 
on the streets of Dhaka city daily are defective and these 
types of vehicles emit black smoke far beyond the limits. 
Vehicles using petrol and diesel emit black smoke which 
contains unburned fine carbon particles. In particular, the 
quality standards of air vary from one place to another place 
due to its geographical location. Areas with more industrial 
and commercial institutions are highly contaminated than 
the residential areas. The areas Mohammadpur, Farmgate, 
Manik Mia Avenue, Tejgaon, Mohakhali, Gabtoli, Mirpur, 
Bonosree, etc. are the worst affected areas in Dhaka city. 
Generally, 400 micrograms/cubic meter is the allowable limit 
for the concentration of suspended particulars in air. But 
the concentration of suspended particulars goes up to 3,000 
micrograms/cubic meter (at the Farmgate area of the Dhaka 
city) as per the study conducted in 2019. This study found 
that the presence of SO₂ in the air at the Farmgate area of 
Dhaka city is more than three times than the usual permissible 
limit. The presence of 100 micrograms SO₂ in the air is the 
maximum permissible limit for per cubic meter. However, 
the presence of 385 microgram sulphur-dioxide was found 
in the air of Farmagte area. Correspondingly, in the Tejgaon 
Industrial area, the similar picture of the air pollution was 
also found where the maximum concentration of suspended 
particles was 1,849 micrograms/cubic meter (in January of 
2018) though the permissible limit is 500 micrograms/cubic 
meter. Generally, the months from December to March are 
considered as the dry months in Bangladesh and during this 
period the capital city Dhaka has the highest concentration 
of air pollution.   

Air pollutants level in 2018 in Dhaka city: In March 2018, 
the average emission of air pollutants at Bangladesh Agri-
cultural Research Council, Farmgate, Sangsad Bhaban and 
Darussalam Road, Mirpur in association with Standard Air 
Quality in Bangladesh are presented in Fig. 1.

Traffic volume in Dhaka city: Currently, Dhaka city is the 
most polluted city in the world as per the report released by 
Switzerland-based IQ Air and the seventh most populated 
city in the world (Fig. 3). More than 20 million people live 
here and the population is increasing randomly as people 
are coming here from different parts of Bangladesh for jobs 
and work. This overpopulated city has been declared as the 
most polluted urban city worldwide, and its traffic volume 
is the largest relative to other cities of Bangladesh. Fig. 2 
and Fig. 4 show how the number of vehicles is increasing in 
Dhaka each year. The non-motorized vehicles in particular 
in road intersections, are significantly responsible for the 
severe congestion and thus enhance emission problems. 
Of total trips, the contribution of non-motorized transport 
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Fig.1: Average ambient of air pollutants in Dhaka City (Source: Department of Environment, Bangladesh).  
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Fig.1: Average ambient of air pollutants in Dhaka City. 
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Fig. 2: Traffic jam in Dhaka city. 
   
Air particulate matter and gaseous pollutants: The continuous air quality monitoring station was first 
set-up in 2018 by the Department of Environment at the premises of the Parliament Building, the most 
important public institution in the country which is located in the centre of the city, in an attempt to monitor 
air quality and control air pollution in Dhaka city. It was observed that concentration of pollutants in the 
air was high during October to April and the PM was mostly constituted of PM10 and PM2.5.  
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(NMT) is 80% while that of motorized transport (MT) is 
only 5.9%. 

Air particulate matter and gaseous pollutants: The con-
tinuous air quality monitoring station was first set-up in 2018 
by the Department of Environment at the premises of the 
Parliament Building, the most important public institution 
in the country which is located in the centre of the city, in 
an attempt to monitor air quality and control air pollution in 

Dhaka city. It was observed that concentration of pollutants 
in the air was high during October to April and the PM was 
mostly constituted of PM10 and PM2.5. 

Over the period from November 2019 to January 2020, 
the author found the presence of the Pb in the air of Dhaka 
city at 14.6 µg/m3, though the maximum allowable limit 
for Pb in air, as per the WHO guideline (1 year average), is 
0.51 µg/m3. 
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Dhaka city air quality index: According to an article 
published in the Dhaka Tribune on January 30, 2020, 
air is graded as “hazardous” in nature. The article states 
that the Dhaka city has earned the top position among 
the cities with worst air in the Air Quality Index. United 
News of Bangladesh in another report terms the city to be 
‘dangerous’ with an AQI score of 408. Around 301 and 
500, an AQI level includes emergency health alarms and 

is much more likely to affect the community as a whole.

To make the public anticipation about the air pollution 
problems clear, some calculations have been carried out as 
per the collected data as well as the projected air quality 
standards, to provide some AQI numbers. On the basis of 
Air Quality Rating, the index is measured for every single 
pollutant. For a number of pollutants, AQI is obtained from 
the geometric mean of the Air Quality Ratings. The findings 

 
                 Fig. 3: Map of the Dhaka City (The area of Dhaka is 1,353 km2, of which Dhaka City Corporation occupies 276 km2. The 
                               city is situated between 23°42' and 23°54' north latitude and 90°20' and 90°28' east longitude). 
 
 
 
 

 
 

Fig. 4: Number of vehicles is increasing in Dhaka each year.  
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are abridged in Table 1. It has been found in the observation 
that the roadside environment of 70% areas, if we take the 
WHO’s standards into consideration, is severely contaminat-
ed while that of 30% is heavily contaminated. Even, if we 
take the standards set by the Government of Bangladesh into 
consideration, severe contamination is found in all areas. As 
per the guidelines of WHO, Mohakhali, Jatrabari and Pan-
thopath are the most polluted areas where the AQI is above 
200. The AQI is above 100 even at roads besides residential 
areas like Dhanmondi and Jigatola. 

Suspended particulate matters (SPM) in Dhaka city air: 
With the increasing industrialization, urbanization and 
infrastructure construction, the air is becoming more  
polluted day by day. In dry season, air pollution reaches 
its peak. The vehicular emissions, the industrial emis-
sions and the waste burning are highly responsible for 
air pollution. Particulate matters PM10 refer to those 
substances which are of 10 µm in size and these are 
considered as the rigorous health exposures (Flossmann 
et al. 2018). Brick kilns, cement, steel and ceramic fac-
tories are the sources from where PM10 is emitted. Per 
year, among the sources, a cement factory emits most 
contributing 130 tones PM10 while a brick kiln adds 
83 tons. Along with this, a steel re-rolling mill and a 

ceramic factory also contribute 17 tons and 20 tons of 
PM10 every year. As per the report of the State of Global 
Air 2019, approximately 72% of domestic households 
use solid fuels that also leads to air pollution. A survey 
was carried out at several places including those of busy 
roads of Dhaka city where the department took 8 hours 
measurements. The survey shows SMP concentrations of 
660-2450 µg/m3 at the area of Farmgate of Dhaka city though 
the minimum SMP concentrations, as fixed for the Standard 
for Commercial Area, is 400 µg/m3. During the dry season 
(from December to March), the SMP trends are highly el-
evated because of increment in dust and the open burning.

THE VARIOUS AIR POLLUTANTS AND THEIR 
EFFECTS ON HUMAN HEALTH

Air is one of the natural resources that are essential for 
animals and human beings. It is impossible to survive 
for human beings without air. So, the pollution of air can 
interfere with human health, and it is only in recent times 
that mankind has realized to what extent this interference 
is sustainable (Chafe et al. 2014). Mr. Md Shahab Uddin, 
the Environment, Forests and Climate Change Minister of 
Bangladesh said on 25 November 2019 to the journalists that 
Dhaka city has the most polluted air in the world because 

Table 1: Air quality levels in the roads of Dhaka City.

Standard Category of Air 
Quality

Range  of  the Estimated 
Value of AQI

Average AQI for 
the Category

Number of Locations  
in Category

AQI Calculated on the basis of Bangladesh Standard Severely Polluted 209-454 318 49 (100%)

Calculated AQI on the basis of WHO Standard Severely Polluted 131-215 167 34 (70%)

Heavily Polluted 102-124 114 14 (30%)

Polluted 99 - 1

Source: Biswas (2020).

Air 2019, approximately 72% of domestic households use solid fuels that also leads to air 
pollution. A survey was carried out at several places including those of busy roads of Dhaka city 
where the department took 8 hours measurements. The survey shows SMP concentrations of 660-2450 
µg/m3 at the area of Farmgate of Dhaka city though the minimum SMP concentrations, as fixed for the 
Standard for Commercial Area, is 400 µg/m3. During the dry season (from December to March), the SMP 
trends are highly elevated because of increment in dust and the open burning. 
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An epidemiological study shows that air pollution is liable for the tens of thousands of extra deaths as well 
as the billions of dollars of loss of productivity each year in the developing countries like Bangladesh 
(Faiz et al. 1996). As per the recent estimates of the World Bank, more than 450000 people die and billions 
of cases of respiratory diseases occur in the South Asian region along with Dhaka due to the urban air 
pollution where the children and old men are the most vulnerable to the air pollution. In 2018, WHO 
estimated that about 200000 people died in Bangladesh each year due to the polluted air. Moreover, indoor 
and outdoor air pollution killed more than one lac people in 2017 in South Asia, as per the study report 
conducted by the US-based Institute for Health and Evaluation as well as the Health Effects Institute. As 
per a medical report, in Bangladesh perspective, four of the top 10 death-causing diseases are directly 
related to air pollution, i.e. stroke (5%); lung cancers (13%); chronic obstructive pulmonary disease 

Fig. 5: The common scenario of air pollution in Dhaka city.
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the level of air pollution has been increasing here day by day 
(The Independent, 27 November 2019). Taking the problem 
with utmost importance into consideration as it is related 
to public health, air pollution is being treated as one of the  
priority issues. Contamination in the urban areas like the New 
Delhi of India, Linfen of China, Faisalabad of Pakistan and 
Dhaka far surpasses the acceptable limits set by the WHO. 
An epidemiological study shows that air pollution is liable 
for the tens of thousands of extra deaths as well as the billions 
of dollars of loss of productivity each year in the developing 
countries like Bangladesh (Faiz et al. 1996). As per the recent 
estimates of the World Bank, more than 450000 people die 
and billions of cases of respiratory diseases occur in the South 
Asian region along with Dhaka due to the urban air pollution 
where the children and old men are the most vulnerable to 
the air pollution. In 2018, WHO estimated that about 200000 
people died in Bangladesh each year due to the polluted 
air. Moreover, indoor and outdoor air pollution killed more 
than one lac people in 2017 in South Asia, as per the study 
report conducted by the US-based Institute for Health and 
Evaluation as well as the Health Effects Institute. As per a 
medical report, in Bangladesh perspective, four of the top 10 
death-causing diseases are directly related to air pollution, 
i.e. stroke (5%); lung cancers (13%); chronic obstructive 
pulmonary disease (7%); chemic heart disease (6%), 
and the lower respiratory tract infections (7%). Besides, 
the effects of different types of air pollutants on human 
health are as below.

 i. Carbon dioxide: CO2 plays an important role in 
the planetary temperature structure as it is the major  
absorber of infrared radiation. 

 ii. Carbon monoxide: The high concentration of CO in 
blood makes it difficult for our heart to pump blood 
through the blood vessel that takes blood away from 
the heart to all parts of our body. 

 iii. Hydrocarbons: HCs cause convulsion of the central 
nervous system and may also form O3 (ozone) with the 
oxides of nitrogen.

 iv. Lead: Pb is liable for the kidney and irreversible brain 
damage. Pb is more dangerous for young children. 

 v. Sulphur dioxide: Sulphur dioxide is a colourless gas 
having a sharp odour. It irritates the eyes (Gonzalez et 
al. 2013). It also affects the functions of the lungs along 
with the respiratory system (Li et al. 2015). Moreover, 
it also causes cough, aggravation of asthma and mucus 
secretion (Padula et al. 2013).

 vi. Ozone: The excess O3 in the air affects human health in 
different ways. It is responsible for asthma, premature 
birth and the lung malfunctioning (Zaidi et al. 2011, 
Yamamoto et al. 2014). Ozone also affects cardiac 

development (Kannan et al. 2007). It is increasing the 
hospital admissions for asthma in children, especially in 
the South Asian countries along with Bangladesh (Lin 
et al. 2017). 

 vii. Oxides of nitrogen: NOx affect directly and indirectly 
human health and cause eye irritation, headache and 
breathing problems, and chronically reduce the function 
of our lungs and corrode teeth (Nishimura et al. 2013). 
Besides, NOx can affect human beings indirectly by 
damaging the ecosystems as they rely on the land and in 
water harming the plants and animals (Mc et al. 2007). 
An estimated 70,000 deaths occur from exposure to NO2 
whereas in Bangladesh it is estimated that 3000 premature 
deaths occur each year from exposure to PM and NOx 
(Faruque 2017). As per the study conducted in Hong 
Kong, 10 µg/m3 increase in NOx corresponded to an 
adjusted OR of 1.25 (95% CI 1.16 to 1.36) for diagnosed 
asthma in 6 to 13 years old babies (Liu et al.2014).

STEPS TO REDUCE AIR POLLUTION IN 
DHAKA CITY

Among the 17 Sustainable Developments Goals (SDGs), 
there are two specific goals related to the air and environment 
and these two SDGs are SDG 3 and SDG 11 that must be 
addressed if we want to materialize the importance of the 
air control management because a clear reference has been 
made in the duo goals about the air pollution. This issue 
not only mentioned the duo goals but it has multiple drivers 
and related sustainability impacts linking around 14 out of 
United Nations 17 SDGs. These goals, related objectives 
and indicators are linked with multiple drivers, while the 
best outcome to ensure the clean air can be achieved via the 
integrated approach of air quality management. Otherwise, 
the dream behind the SDGs will remain quite meaningless 
and unfulfilled. The Bangladesh government along with 
the Dhaka City Corporations can consider the following 
recommendations to reduce the air pollution in Dhaka city. 

 ● The air of Dhaka city usually becomes severely polluted 
in December-March. Therefore, air pollution varies 
from one season to another season. So, the air control 
strategy needs to be unique and it will not be like the 
other overall management policies of the government. 

	 ●	 For the developing strategy for air quality control, 
the priority pollutants need to be determined soon.  
Determining pollutants and health hazards resulting 
from poor air quality of a particular area or location can 
help form a solution to that area or location. 

	 ●	 Along with other pollutants in the air, the increasing 
level of dust pollutants is gradually becoming a serious 
health threat to the residents of Dhaka city which is of 
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great concern nowadays. For that reason, a cost-ef-
fective control system should be set-up immediately 
that includes assimilating control measures in light of 
reducing the sources of dust and waste points. To meet 
the SDG objectives and indicators, other dominant 
source points like construction sites, brickfields, the 
total transportation system of Dhaka city, etc. should 
be taken into consideration.

	 ●	 To reduce air pollution, the citizens of Dhaka city can 
play an important role individually or unitedly. People 
can play a vital role to reduce air pollution by driving 
less and driving wisely; using fuel-efficient vehicles, 
public transport, walking, cycling and so on. 

	 ●	 However, to ensure a better response in city air qual-
ity management, it is must to develop an integrated 
system. Regarding the air quality management, the 
Bangladesh government has some effective strategies 
and guidelines but there is no adequate monitoring and 
implementation programs. But these are very important 
not only to mitigate the air pollution but also to allow 
the owners of source points for getting the information 
they need to monitor and improve and upgrade their 
system further.

	 ●	 Generally, the decision-makers of Bangladesh typically 
follow a traditional method to the air control system. In 
the manufacturing fields, this system primarily lays a 
set of standards for polluters. This could be a positive 
achievement for just only industrial sector, but the 
government can extend the process towards punishing 
all kinds of polluters and provide economic stimuli to 
mitigate emissions.  

	 ●	 While a limited incentive system is currently in 
operation, it may be extended to involve numerous 
initiatives and activities such as tax incentives related 
to pollution, waste-treatment subsidies, waste disposal 
rebate schemes, etc. 

	 ●	 It is true that the air control management policy mostly 
depends on the regulatory authorities of Bangladesh 
working within the missions-visions and network of 
the SDGs, declared by the UN and we should promote 
greater public involvement in the system. 

	 ●	 The Bangladesh government, different types of mass 
media along with environmental activists and organ-
izations should encourage the mass people of Dhaka 
city along with the other people of the country to con-
tribute something good from their positions to make 
the Dhaka city as the green city, as the living city as 
well as air-pollution free city. The proper direction, 
counselling and motivation from the government level 

and other concerned levels can motivate the people of 
Dhaka city to reduce less air pollution. 

	 ●	 Finally, the Bangladesh government should identify 
the real causes of air pollution in Dhaka city as per 
the given directions of the Supreme Court of Bangla-
desh. On 27 November 2019, the High Court Bench 
of Bangladesh Supreme Court directed the authorities 
concerned to identify the causes of air pollution. 

CONCLUSION

Air is one of the precious natural resources and it is impos-
sible for human beings to live without it. It is well known 
that fresh air is good to improve blood pressure and heart 
rate; it makes us happier; fresh air strengthens our immune 
system; it cleans our lungs; it gives us more energy and a 
sharper mind. But the pollution of air can interfere with 
human activities, and it is only in recent times that mankind 
has realized to what extent this interference is sustainable. 
All the air pollutants are hazardous to health; for instance, 
short-term exposure to SO2 to humans causes aggravation 
of asthma and chronic bronchitis. Moreover, different types 
of air pollutants affect human health in different ways. 
Those pollutants are also responsible for the lung infection, 
pulmonary infection and sometimes increase death rate. So, 
air pollution in Dhaka city has become the most important 
issue in the present context. The present study reveals that 
70 per cent of the city’s roadsides are severely polluted. 
Consequently, its impacts on the health of the city dwellers 
are very alarming. The presence of PM, SO2 and Pb levels 
in the air of Bangladesh exceeds the acceptable limits set by 
WHO resulting pollution. The ambient level of NO2 is, as 
defined by the air quality standard, regularly lower than the 
acceptable limit. Though the available time-series data are 
insignificant, accessible air quality indicators suggest that 
air of Dhaka city is getting worse day by day. Some posi-
tive measures, such as replacement of 2-stroke 3-wheelers 
with 4-stroke and the introduction of unleaded gasoline, 
have improved air quality but are still insufficient to track 
and control motor vehicles’ pollution. Limited capacity of 
roads in comparison with growing traffic volumes and lack 
of traffic management have also hampered the air quality.
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ABSTRACT
Waste disposal and management is a serious concern especially in most of the developing countries. 
Both big and small business holders may influence the quality of their immediate environment. 
The present study investigated the nature of waste and attitude of different business units towards 
waste disposal practices around the industrial area of Rosslyn, Pretoria, South Africa. Mixed method 
approach was used to carry out the research. 138 questionnaires were administered to owners of 
small and medium-sized business units and managers of big companies. Questionnaires were used 
to collect information on the nature of waste and attitude towards waste disposal and management. It 
was noted that the industrial area in Rosslyn is dominated largely by small and medium-sized business 
enterprises. The level of education of most of the small-sized business units was below matric level. The 
most common types of waste generated were papers, plastics and discarded food in some disposable 
materials. The small business holders did not consider waste separation as an important issue and 
also the purchase of different waste bins for wastes separations. The small business holders believed 
that it is the responsibility of the government to provide different waste bins. From the companies that 
render services to big companies, metals are separated for recycling mainly because they can be 
sold to other companies. Concern for the environment or human did not have any impact on waste 
management. The study concluded that though there are waste bins in the study area, these seem 
inadequate thus leading to improper waste management systems around the industrial area in Rosslyn. 
Workers and small companies’ holders did not see any reason why they should be concerned about 
proper waste management. Campaigns and education on waste management should be intensified to 
change attitudes towards proper waste management. 

INTRODUCTION

Municipal solid waste disposal has become one of the major 
challenges both in developed and developing countries all 
over the world (Wang et al. 2018). This is as a result of urban-
ization and various developmental projects embarked upon in 
these countries (Harris-Lovett et al. 2018). Nyakaana (2012) 
reported that the increase in urban, economic and industrial 
activities, as well as the resultant population increase, has 
led to an increase in the quantity of solid waste generated.

In most of the urban city centres, discarded materials 
such as papers, glasses, bottles and leftover food items in 
disposable plates littering the roads that tend to accumulate 
over a prolonged period if not collected have become a per-
manent feature of most of these cities (Banjo et al. 2009).  
Hazra & Goel (2009) and Moghadama et al. (2009) also noted 
that improper bin collection systems, poor route planning, 
insufficient bins, poor roads and unwillingness to pay for 
the removal services have accounted for this phenomenon. 

In general, if wastes are not properly collected, trans-
ferred and disposed at an approved waste disposal sites, they 

may decompose, produce methane or pollute both the water 
and soil within the area (Oyelola et al. 2009).  Improper 
waste disposal may also lead to unsanitary conditions such as 
leaching of the waste, the spread of odours thereby increasing 
the risk and spread of diseases and reduction in the aesthetic 
value of the urban city centre (Edjabou et al. 2012). In some 
countries, solid wastes are disposed of in open dumpsites 
creating environmental and community health issues (Singh 
2019). Studies have shown that pathogenic bacteria such as 
Salmonella dysenteriae, Citrobacter freundii, Proteus vul-
garis and Escherichia coli have been found in solid waste 
in major cities when waste is not disposed of (Kirama & 
Mayo 2016).

Waste production and management is now considered a 
serious problem in urban areas, especially from developing 
countries. Different countries have developed different ap-
proaches to address the problems associated with municipal 
waste management and disposal. In China, fees are attached 
to the disposal of solid waste which is payable by an individu-
al or the company involved in the generation of waste (Zhang 
et al. 2012). Also in China, there is a ‘polluter pay principle’ 
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that has been known to influence the generation and disposal 
of municipal solid waste. In Nigeria, individuals may buy 
waste bins and contact privately-owned companies which are 
paid for to assist in the disposal of waste. Waste collected 
is later disposed of in a dumpsite. Some have also resorted 
to burning of the wastes. In South Africa, registered houses 
and companies are supplied with waste bins and are billed 
at the end of the month for waste management and disposal. 

There is a general belief that disposal and management of 
waste is the sole responsibility of the government (UN-Hab-
itat 2010, Vidanaarachchi et al. 2006). However, if wastes 
are properly disposed of and managed, it may provide not 
only job opportunities especially in developing countries but 
also means of livelihood (Vergara & Tchobanogious 2012). 
Medina (2007) had earlier reported that over 2% of the 
world’s population depends on waste collection, processing 
and recycling as a means of livelihood. 

Over the years, research on waste disposal and man-
agement was conducted largely on households within the 
residential areas with a focus on the nature of waste, family 
income and the effect of education on waste generation and 
disposal (Sujauddin et al. 2008, Ekere et al. 2009). Minimum 
attention has been paid to waste generation and management 
around industrial areas (Singh 2019, Chu et al. 2019). South 
Africa like any other developing countries in the world is fac-
ing rapid urbanization and more than half of South Africa’s 
population is urbanised. This may increase the generation of 
waste in South Africa as noted in other developing countries.  
In South Africa, wastes are usually collected on a specific day 
of the week depending on the location and area. However, it 
is not uncommon to see waste littering the streets, especially 
around the industrial areas. Waste bins are provided and 
collected around these areas on some specific days just as 
noted within the residential areas. 

The study proposed three hypotheses, Hypothesis 1: 
Knowledge regarding waste separation and its economic ben-
efit has a positive effect on different business units handling 
waste.  The American Oxford dictionary 2010 edition defines 
knowledge as “skills acquired by a person through experience 
or education; the theoretical or practical understanding of a 
subject”. Van Kien (2015) further added that knowledge may 
also be received through experience leading to contextual 
information which will assist in providing insight for eval-
uating and integrating new information through experience. 
Thus, it is assumed that, the higher the knowledge, the higher 
the changes in behaviour (Van Kien 2015). Prior knowledge 
will include appropriate information and importance of waste 
separation.  Dijk et al. (2015) noted that effective education 
of workers would improve the working conditions of work-
ers and when the educated, the trained worker becomes an 

integral part of workplace safety programs. We, therefore, 
assumed that those that are educated or well informed about 
waste disposal practices will tend to adhere to proper waste 
management options.

Hypothesis 2: Health and environmental concerns have 
a positive and significant effect on business units’ disposal 
of waste. Concerns over the overall impact of the work  
environment may influence attitudes towards safety practices.

Hypothesis 3: Financial implication of waste manage-
ment and disposal may adversely affect people’s behaviour 
about waste management. The additional cost implication 
of managing and disposing of waste may influence people’s 
decision on waste management.

The focus of the present study is therefore to investigate 
both the small business owners and big business owners’ 
attitudes towards waste generation, management and dis-
posal. The study will also attempt to determine factors that 
may bring about a change in the attitude of business holders 
in supporting waste disposal and management methods pre-
scribed by the government. 

MATERIALS AND METHODS

Study Site

The study was conducted around the industrial area of 
Rosslyn, Pretoria, South Africa. Rosslyn is an industrial 
area best known for its automotive industries such as BMW 
and Nissan and also the South African Breweries. There are 
other smaller industries (formal and informal) operating in 
this area providing subsidiary services to these big industries. 
These include roadside food vendors, roadside mechanics 
and several other retail shops among others. The area usu-
ally witnesses an influx of people coming from surrounding 
areas working and seeking for a job or buying items from 
the small retail shops around the area. The area was chosen 
because of the observed presence of different types of waste 
that are usually noticed when passing through the area (Fig. 
1). Business owners were observed in their natural setting on 
their self-consciousness among others towards proper waste 
disposal (Kawulich 2005).  Yusuf et al. (2019) also noted that 
population, economic activities and areas are factors that 
may account for waste generation. The study also checked 
these factors among the different business units in this area. 

In the present research work, business units having more 
than 25 employees are referred to as big companies (28), 4-9 
employees as medium-sized companies (46) and those with 
3 or less employee are regarded as small size business units 
(64). Some of the small-sized business units are using illegal 
structures to carry out their businesses around the industrial 
area used for the study.
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A mixed-method approach was used for the study (Cress-
well & Plano Clark 2011). The method assisted in gaining a 
deeper and broader understanding of the rationale underlying 
their attitudes towards waste disposal and management (Cre-
swell 2015).  Different business units (Small, medium-sized 
and big units) were invited to participate in the study around 
the industrial area of Rosslyn, Pretoria, South Africa. These 
included food vendors by the roadside, mechanics, retail 
shops, firms providing services to bigger industries and the 
big sized companies. This was done to ascertain the percep-
tion of these small and “informal” business owners on the 
importance of proper waste disposal and management. A total 
of 138 questionnaires were administered to all the business 
units that agreed to participate in the study. 

The questionnaire was designed to understand the 
perceptions and attitudes of different business units on 
waste disposal methods and their involvement in managing 

and disposing of waste correctly. To do this effectively, the 
questionnaire contained information on the educational 
level of the business owner, prior information on waste 
management,  awareness and importance of recycling, types 
of waste that can be reused, nature of waste generated, type 
of waste generated, attitude towards waste management, the 
importance of sorting waste,  issues around waste and the 
environment, waste and human health, willingness to pay for 
additional waste bins and the use of waste bins among others.

RESULTS AND DISCUSSION

Type of Wastes Generated by the Different Small 
Business Holders

The data gathered during the study showed that paper was 
the most generated waste followed by plastic, metals and 
construction waste (Fig. 2). Other types of waste generated 
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Fig. 2: Different types of waste generated from the study area by all the industries interviewed.  
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around this area include glasses, decomposing food items 
(leftover food items), textile, wood and used tyres. The use 
of paper in offices and communication may account for the 
reason why the paper was the most generated waste from all 
the companies. In addition, most of the companies around 
the industrial area in Rosslyn that agreed to participate in this 
study were more of medium to low size business units and 
they may not be able to afford the use of modern communi-
cation gadgets at their workplaces. The use of an electronic 
method for communication and transaction seems to be low 
or unacceptable in some of the industries. Our results are in 
agreement with the findings of Casares et al. (2005) where it 
was observed in a study from Spain that paper and cardboard, 
plastic, wood, and metals were the most common types of 
waste. Koolivand et al. (2017) also noted in a separate study 
conducted in Iran that metals, organic waste and paper and 
cardboard constituted about 80.9% of total waste generated 
while paper accounted for 49.53% of the total solid waste 
generated. The type of wastes generated by different indus-
tries as observed in our study depends on the type of industrial 
processing activities (Salihoglu 2010). 

However, there are differences in the type and volume of 
wastes generated by the different business units interviewed 
in our study. This is mainly due to the nature of their work. 
For instance, the small business units generated more waste in 
terms of organic waste, disposable materials, plastic bags and 
leftover food items. From the small business units, paper as a 
form of waste generation was not common when compared 
to the middle and big sized industries. As noted in our study, 
the medium-sized industries generated more waste in terms of 
paper than the big sized industries except for some restaurants. 
Similar to the food vendors, the waste from the restaurants 
are plastic bags, disposable plates and leftover food items. 
All the restaurants interviewed are forced to dispose of their 
waste properly due to the impression that this may have on 
their customers. However, other medium-sized industries like 
those providing services to the big sized industries have papers 
as the most dominant waste from their businesses. The nature, 
size and quantity of waste generated by small business holders 
might have affected their attitudes towards waste separation. 
In most cases, it is generally assumed that only recyclable 
waste should be separated for recycling purposes. However, 
in some other countries, organic wastes are also purchased 
from household for organic farming thus favouring increased 
participation in waste separation from all stakeholders. The 
study of Vicente & Reis (2008) indicated among other that 
factors that affect recycling habits include the composition 
of household material and disposal method.

Waste Management System from the Companies and 
Small Business Holders

Most of the companies and both the medium and small-
sized business units surveyed (72.9%) admitted that they do 

not separate their waste or follow any waste management 
system.  However, 85% of the big companies such as metal 
smelting companies that usually provide services to other 
big companies such as BMW and Nissan do separate their 
waste. The remaining 15% that do not separate their waste 
mentioned that they do not deal with metals or anything that 
can be recycled and therefore have no reason to separate their 
wastes. Those that separate their waste have different types 
of bin properly labelled for a specific type of waste. Afroz 
et al. (2008) in a study of factors affecting willingness to 
recycle which was carried out in Dhaka, Bangladesh showed 
that willingness to participate in waste recycling was as a 
result of economic benefits and awareness. This is similar to 
our findings where it was noted that companies that separate 
their waste did so for the economic profit and the information 
they had received about recycling. 

From the companies that are willing to separate their 
waste, it was noticed that they had prior information about 
waste recycling and since these are registered companies 
they may be compelled to follow certain environmental law 
that indicates compliance. 

The small and medium business holders that were in-
terviewed had little or no knowledge about recycling and 
believed that they do not generate waste that can affect the 
environment and the type of waste they generate cannot be 
used for other purposes. Kamara (2006) had earlier reported 
that participation in domestic waste disposal and recycling 
in the Tshwane metropolitan area was low due to the level 
of awareness as regards sorting, recycling and disposal of 
domestic waste. Mohai (1985) noted that decisions and at-
titudes towards the environmental protection effort depend 
on degrees of personal efficacy and resource availability. 
The report of the findings of Kumar & Nandini (2013) from 
a study conducted in Karnataka, India also noted that most 
individuals are not willing to separate their waste because 
they have enough spaces either on the road or open spaces 
where it can be deposited and it is largely the duty of the 
municipality or the government.

Furthermore, on waste separation, all the medium and 
small business units are not willing to buy different bins for 
waste separations. 

However, since the questionnaire shed more light on the 
importance of waste separation the respondents from medi-
um-sized companies are willing to do it, if the government 
can provide bins for this purpose. 

Separation of wastes was also considered as labour 
intensive especially from food vendors and those with 
small businesses. Most of those interviewed argued that it 
will generally be difficult for them to separate waste while 
trying to attend to their customers or when they are tired 
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in the evening and about to go home.  One of the respond-
ents said, “It is easier to just put it all in a waste plastic 
and throw it in the big bin outside”. Another respondent 
replied, “Government should employ people that will help 
us to separate the waste and by so doing will provide job 
opportunities for the other”.

This view is similar to those reported by Li (2003) in 
a study carried out in China where it was reported that 
households with more family member have more time to do 
recycling because they can distribute the household works 
between the household members while larger family size, 
households may face more waste and are therefore more 
willing to recycle.

On the other hand, most of the smaller companies report-
ed that once the waste bin provided by the government is full, 
wastes are usually discarded in a black or green plastic bag 
and deposited next to the already full waste bins (Fig. 3). The 
food vendors and others selling perishable goods reported 
that they do not have a waste bin rather a waste plastic bag 
which is usually deposited next to government waste bin 

when it is full. They reported that due to stealing of the 
government waste bin, most of the business owners around 
the area have resulted to the use of black or green plastic 
waste bags and are usually placed in a conspicuous place 
for removal by the responsible authorities (Figs. 3a and 3b). 

Except for some big companies that are involved in 
the waste separation, none of the small business holders 
is willing to buy a big waste bin, hence the deposition and 
littering of the business area around this area (Figs. 4a and 
4b). It was also observed and reported that, if the waste that 
littered the environment are not collected on time, some of 
the small business units have resorted into illegal burning 
of these wastes (Figs. 5a and 5b).  The unavailability of 
waste bin provided by the government may be a serious 
cause for concern if wastes are to be properly deposited in 
this area. Dauda et al. (2015) noted in a study from Berekun 
Municipality, Ghana that inadequate bins and long distance 
are major factors for solid waste management in the area. 
Scharfe (2010) mentioned that solid waste disposal and 
management have been neglected and given low priority 
from most African countries.
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Fig. 3a and b: Waste wrapped properly on the streets of Rosslyn when the waste bin was full and not collected. 
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Fig. 3a and b: Waste wrapped properly on the streets of Rosslyn when the waste bin was full and not collected.
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Fig. 4a and b: Waste deposited around the waste bin provided by the government and (b) littered waste around the industrial area of Rosslyn 
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Fig. 4a and b: Waste deposited around the waste bin provided by the government and (b) littered waste around the industrial area of Rosslyn
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Willingness to Pay for Waste Removal from Individual 
Business Centres

Those operating and providing services to big companies 
mentioned that they are levied monthly for waste removal 
and management. They are not willing to pay an extra amount 
for the service they’ve paid for. None of the small business 
owners interviewed is willing to pay more on waste removal. 
Some of those interviewed reiterated that “We are currently 
struggling to make a living, we cannot pay anything, and 
government must remove the waste”. 

The major reason for not willing to pay according to the 
small business owners interviewed was that they have low 
income and have big families to cater for. A similar obser-
vation was noticed in the study conducted by Dauda et al. 
(2015) in Ijebu Ode, Nigeria where respondent indicated 
that it is the responsibility of the government to pay for the 
collection and management of waste. 

CONCLUSIONS

The present study investigated the attitudes of different busi-
ness units on the disposal and management of waste around 
an industrial area of Rosslyn in Pretoria, South Africa. Three 
hypotheses were formulated to understand the attitude towards 
waste disposal and management. It was noted from the study 
that knowledge about waste disposal did not have any influence 
on small business units because most of the small business 
units believed that proper waste disposal was not their duty. 
Concerns for health and environment was of no issue from all 
the groups studied but some considered it important to dispose 
of waste properly just because of the health implication. None 
of the business units will accept an increase or introduction of 
fees for proper waste disposal. Improper waste management is 
a major problem in the area used for the present study. Most 
of the small business units termed as either small or medium 

in the present study constructed illegal structures and are not 
registered hence the difficulty on the part of the government 
to either charge them for waste management or provide waste 
bins for them individually. Papers were seen littering the entire 
area with several illegal burning of waste. It was discovered 
from the study that the type and composition of waste depend 
largely on the type, size and their processes. Papers and lefto-
ver food were common forms of waste generated in the area. 
Knowledge and awareness on the reuse of waste especially the 
organic waste is still very low among those interviewed. The 
area is largely dominated by both the small and medium-sized 
companies that are without waste bins hence the littering of the 
areas with different types of waste. Small company’s holders 
did not see any reason why they should be concerned about 
proper waste management. The government should intensify 
effort on producing enough waste bins that are properly locked 
or chained to an object to prevent theft. Campaigns and edu-
cation on proper waste management, disposal and recycling 
(organic and inorganic) should be intensified to change atti-
tudes towards proper waste management.
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ABSTRACT
Temporal and spatial analysis of air particulates sampling collection from the in and outside the 
Al-Tuwaitha, south of Baghdad, was carried out to measure daily gross alpha and beta activity 
concentrations (AAC and BAC) during the period from January to April of 2017. The results show that 
most frequencies are within the interval 1-1.49 Bq/m3 for AAC and 3-3.49 Bq/m3 for BAC. Also, the 
radioactivity levels within the site for both AAC and BAC were found to be higher than those around 
the outside. Across all air samples at the studied site, the monthly arithmetic means were 3.0 ± 0.5 and 
6.7 ± 0.9 Bq/m3 for both AAC and BAC. It was found that a hotspot for both AAC and BAC in air layer 
with values of 4.0 and 8.5 Bq/m3 respectively situated at ITR-5000 reactor northwest of the site, which 
is a major source of radioactive contamination, but with wind action. This contamination disperses 
according to its prevailing direction that is southeast.  6.7 ± 0.9

INTRODUCTION

In air near the surface, most of the radioactive materials (e.g. 
uranium and thorium series and the isotope of potassium) 
at nuclear locations, nuclear weapons testing, or nuclear  
accidents are continuously emitting harmful ionizing radia-
tions containing energetic charged particles such as alpha and 
beta. One of these common locations is Al-Tuwaitha nuclear 
research centre, which was used for nuclear activities, so 
contains significant amounts of radioactive materials. Alpha 
and beta particles have adverse health effects on human and 
animals (somatic and genetic) (Peirce et al. 1998).  

Knowledge of the radioactivity levels in the surface air 
of Al-Tuwaitha site is an important prerequisite for planning 
work areas and for anticipated future uses of the remediated 
site when inhaled or ingested (Chesser et al. 2009).

In recent years, several local and international studies 
about the contaminated location for Al-Tuwaitha have been 
carried out by many Iraqi researchers. They investigated the 
radioactivity in analysing the different soil samples (Zaboon 
et al. 2013, Jarjies et al. 2013) taken from various places at 
the site and also an assessment of radiation hazards for plants 
species growth (Mansour et al. 2017). For example, Zaboon 
et al. (2013) analysed 201 soil samples collected by the  
Ministry of Science and Technology and then using geo-
graphical information system (GIS) they presented maps 
of radioactive doses contamination. They determined the 

highest radiation dose rate with 140 mrad/hr as a hotspot 
in the site.

Unfortunately, there are a few studies that investigate 
the analysis of measurements of gross alpha and beta ac-
tivity concentration (will be symbolled as AAC and BAC,  
respectively) in the surface air layer at Al-Tuwaitha site. 
Salih et al. (2018) presented the results of AAC and BAC for 
selected places within and around the site, which showed that 
it has natural nuclides that are the daughters of the thorium 
and the uranium series. These radioactive decays are radon 
isotope escaping from the soil and ascending into the air. 
While in the present study, a further attempt to reanalyse the 
measurements published in this reference with absolutely dif-
ferent analysis from the scope of its objective aims. Here the 
purpose of this paper is to present the (1) spatial analysis of 
both AAC and BAC, (2) frequency distributions for specified 
intervals of these concentrations, (3) AAC and BAC roses, 
(4) daily variation during the study period, (5) comparison 
between AAC inside and outside of the studied site as well as 
for BAC, and finally (6) finding a simple empirical relation 
between AAC and BAC.

MATERIALS AND METHODS

Air Radioactivity

Radioactivity is the term used to describe the disintegration of 
atoms. Some materials are unstable. Therefore, their nuclides 
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disintegrate or decay, the atom can release energy in the 
form of radiation (Eisenbud & Gesell 1997). We frequently 
receive internal exposure from these elements taking into our 
bodies through the air we breathe. Continuous particulate 
air monitors are used for measuring releases of airborne  
particle radioactivity (APR) from the facility, for protection 
of plant personal, monitoring the air in the reactor contain-
ing structure to detect leakage from the reactor systems and 

to control ventilation fans when the APR has exceeded the 
defined threshold. 

The activity concentration of a radionuclides alpha and 
beta is the activity of these in a radioactive substance in an 
air divided by the volume of the air. The change in counting 
and background rates represents the number of spontaneous 
nuclear transformations taking place in the relevant number 
of radionuclides in a time interval (Δt) divided by this time.

                                                                  

                                                                                …(1)

Where, Ef is the filter efficiency. Thus, the unit of activity 
concentration in SI is the Becquerel per cubic meter (Bq/m3), 
whereas 1 Bq = 1 disintegration/sec. Bq is a unit to express 
the strength of radioactivity.

Al-Tuwaitha Site

Al-Tuwaitha site as the foundation of Iraq’s nuclear research 
centre is located about 18 km southeast of Baghdad and 1 km 
east of the Tigris river, which covers an area about 1.3 km2. 
Geographically, it is situated at latitude 33°10"-33°15" N, lon-
gitude 44°29"-44°35" E and 32 m above mean sea level (Fig. 1). 

The site was established in 1967 for legitimate nuclear 
activities until its final closure in 2003. Large earthen beams 
(approximately 2.6 km length and 30 m high) were placed 
around the key distinct nuclear key facilities to fortify them. 
These facilities were comprised of 90 buildings dedicated 
to two reactors (Osiraq and IRT-5000), fuel fabrication, 

plutonium separation uranium enrichment, radioactive waste 
treatment and storages, several research laboratories and 
many others (Chesser et al. 2009) as shown in Fig. 2. Most 
of these were seriously bombarded during the Gulf War in 
1990 in Iraq and then subjected to subsequent looting.

Material and Data

The data used in this study can be broadly classified into 
two types: counting alpha/beta rates and wind directions. 
Observational data for alpha and beta particles were achieved 
through several steps: first, collection of air samples drawn 
from the ambient atmosphere in and out the site using high 
volume particulate sampling (HVPS) 3000 fixed at 1 m 
high. This device was operated with a typical airflow rate of 
between 10 and 15 m3/hour. The instrument was put 20 m 
away from the building with a sampling period of 1 hour with 
collection efficiency 99%. The process of aspiration was done 

3 

background rates represents the number of spontaneous nuclear transformations taking place in 
the relevant number of radionuclides in a time interval (Δt) divided by this time.  

              AAC/BAC =  counting rate (alpha/beta)− background rate (alpha/beta)
∆t∗V∗Ef
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Fig. 1: Map of Al-Tuwaitha site showing some measurement locations (●) plotting by ArcGIS. 
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using an air filter type no. 373030, glass fibre with radius 2.75 
cm. The number of samples is 50 taken at various places to 
cover inside (45) and outside (5), which can be considered 
as background levels of alpha and beta particles. Second, 
the above filters were analysed by alpha-beta sample coun-
ter Ludlum (model 3030, American originated) to measure 
simultaneous alpha and beta particles. The feature of this 
instrument with its other structures can be found in reference 
(Ludlum measurements 2020) for more details. Before using 
the device, calibration and quality control check were done 
using standard sources supplied by the manufacturer. 

After ending the aspiration time (1 hour) by HVPS, all 
filters removed and put in Ludlum for 1 minute to count 

alpha and beta rates. This step was repeated 3 times and 
then the average value was calculated. Mean of these rates 
were substituted in Equation (1) to compute AAC and BAC. 

RESULTS AND DISCUSSION

Frequencies for AAC and BAC

Daily activity concentrations of alpha and beta measured in 
the atmosphere of Al-Tuwaitha site are classified to several 
intervals with constant length of 0.5 and 1 Bq/m3 for alpha 
and beta reported in X-axis of Figs. 3a and 3b respectively, 
which show the frequency distributions for the AAC and BAC 
values. Highest frequencies are found at the third interval 
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Fig. 2: Aerial satellite image for Al-Tuwaitha nuclear research site.  
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RESULTS AND DISCUSSION 

Frequencies for AAC and BAC 

Daily activity concentrations of alpha and beta measured in the atmosphere of Al-Tuwaitha site 
are classified to several intervals with constant length of 0.5 and 1 Bq/m3 for alpha and beta 
reported in X-axis of Figs. 3a and 3b respectively, which show the frequency distributions for the 
AAC and BAC values. Highest frequencies are found at the third interval (1-1.49) Bq/m3 with 13 
times for AAC (Fig. 3a) while at fourth one (3-3.9) Bq/m3 for BAC (Fig. 3b). Other intervals have 
lower frequencies at the beginning and ending of the intervals with a time. Finally, values of 
intervals for BAC are larger than that of AAC. 

 

 

 

 

 

 

 

 

 
 

Fig. 3: Frequency distributions for (a) alpha and (b) beta activity concentrations at Al-Tuwaitha. 
 

Temporal Analysis of AAC and BAC 

Daily variations of AAC and BAC during the study period for both in and outside the site are 
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(1-1.49) Bq/m3 with 13 times for AAC (Fig. 3a) while at 
fourth one (3-3.9) Bq/m3 for BAC (Fig. 3b). Other intervals 
have lower frequencies at the beginning and ending of the 
intervals with a time. Finally, values of intervals for BAC 
are larger than that of AAC.

Temporal Analysis of AAC and BAC

Daily variations of AAC and BAC during the study period 
for both in and outside the site are presented in Fig. 4a and 
Fig. 4b, respectively. Most of the measurements were taken 
in the site, so the data points are connected by a line while 
plotting scatter for data measuring out of the site. At some 
days, two measures were made for two places on the same 
day at different times. Thus, their values were averaged 
to be one. Generally, these figures have some interesting 
indications: first, values of both AAC and BAC measured at 
the site are larger than those for outside along the recording 
period. Another is that all AAC and BAC across the whole 
site have large values in January and gradually decrease to 
be minimum in April. Lastly, the behaviours of AAC and 
BAC are approximately similar but with different magni-
tudes, whereas BAC has large values. The same results were 
also recorded in the air of Tehran nuclear research centre 
(Arkian et al. 2006).

Now we are going to analyze these results by taking 
averages of AAC and BAC values over each month with 
calculating standard deviation as illustrated in Table 1. 
Winter months represented by January and February have 
large AAC/BAC values for both in and outside comparing 
to spring months (March and April). Large AAC and BAC 
values in the site across all months are fair respect to those 
recorded around the site. As shown in the last row of Table 
1, the total average of all months of AAC and BAC in the site 
1.84±0.5 and 4.0±1.1 Bq/m3 are larger than those of outside 
(1.2±0.4 and 2.7±0.8 Bq/m3), respectively.

According to the above discussion, the AAC and BAC 
behaviours are almost the same, and therefore now trying to 
examine the relationship between their values. Fig. 5 shows 
the linear relation between them which is very good in the 
air layer with correlation coefficient (R2 Δ 0.9). This implies 
that radionuclides (alpha and beta) present due to man-made 
sources in the site might be responsible for radioactive con-
tamination of the air at the site. The results obtained above 
show that AAC and BAC values in the site are mostly higher 
than those of values surrounding the site.

Spatial Analysis

To execute spatial analysis, digital map layers including 
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Fig. 4: Daily variations of (a) alpha and (b) beta activity concentrations in- and outside Al-Tuwaitha site. 
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Table 1: Monthly averages of AAC and BAC with their standard deviations within and outside of Al-Tuwaitha nuclear site.

Months Alpha activity concentration (Bq/m3) Beta activity concentration (Bq/m3)

Inside St. dev. Outside St. dev. Inside St. dev. Outside St. dev.

January 2.4 1 1.5 0.2 5.2 2.3 3.3 0.4

February 2.1 0.7 - - 4.6 1.5 - -

March 1.4 0.4 0.9 0.3 3.0 0.9 2.1 0.6

April 1.3 0.6 - - 2.9 1.3 - -

Average 1.8 0.5 1.2 0.4 4.0 1.1 2.7 0.8
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contours for AAC and BAC were created by GIS. The 
mapping procedure had started by converting geographic 
coordinates for all sample locations to universal transverse 
Mercator coordinates. These samples were indicated by 
point shapefile (vector), so it was converted to raster through 
interpolation using Kriging methods in ArcGIS version 
10.4.1 software. Kriging technique is the most relevant 
method compared to other interpolation techniques in which 
the process of using points with known values to predict 
values at other unmeasured points as well as it aims to 
minimize the variance of the error (Al-Timimi et al. 2012). 

However, data are interpolated to display a continuous 
surface as a visual display. 

The spatial interpolation maps of both AAC and BAC in the 
study area are shown in Fig. 6a and Fig. 6b, respectively. The 
patterns of contours in these two figures appear almost the same. 
There is a clear hotspot with the value of 4.0 Bq/m3 for AAC  
(Fig. 6a) and 8.7 Bq/m3 for BAC (Fig. 6b) centred over contam-
inated facility (e.g. Osiraq and IRT-5000), while a small value of 
both AAC and BAC to the west and moderate values to the east. 
Highest values of them are concentrated in the northwest. The lo-
cation of the contaminated hotspot has serious problem especially 
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when the prevailing wind direction is frequently coming from the 
northeast as will be shown in the next subsection.

ACC and BAC Roses

A contamination rose is a graphical presentation of alpha 
and beta activity concentrations associated with each wind 
direction. This was drawn on a circular plot using eight 
directional sectors resolution. From these plots, it can be 
used to find the wind directional AAC and BAC, major 
source regions of the contamination of interest and help in 
identifying the direction associated with higher or lower 
concentrations (Said 2011).

Daily data of wind directions associated with measured 
AAC and BAC were drawn to depict the frequencies of the 
times that contamination levels exceeded background lev-
els. The AAC and BAC roses were created with WRPOLT 
View-version 8.0.2 (Lakes Environmental 2018), as shown 
in Fig. 7a and Fig. 7b, respectively. These figures were gen-
erated by the frequency of AAC and BAC for each direction 
of wind some particular concentration. Thus, the western 
area of Al-Tuwaitha site has higher frequencies of high AAC 
and BAC as illustrated in Fig. 7a and Fig. 7b respectively, 
while low frequencies are from outside the site with north 
and northwest. This indicates that the areas associated with 
northwest and north directions, which have major sources of 
the radioactivity of alpha and beta, have a great impact on the 
southeast areas. Inversely, areas on the southwest direction 
have relatively low AAC and BAC.

CONCLUSIONS

The gross alpha and beta activity concentrations were detect-
ed in the collected aerosol samples. The primary conclusion 
is that AAC and BAC in Al-Tuwaitha nuclear site show high 
levels with hotspot over ITR 5000 compared to the sur-
rounding areas of the site. Across all sampling collections, 
values of BAC are larger than AAC. Monthly means of AAC 
and BAC in winter were higher than in spring because of 
the atmospheric stability on the radioactive nuclides. Wind 
directions have an important role in distribution and disper-
sion aerosols as carriers of these nuclides. To the best of our 
knowledge is to investigate the influences of meteorology 
in the dispersion and transport of radioactivity. 

National and international standards considering sam-
pling sites and measuring laboratories should be accurately 
applied to provide high quality assurance and quality control 
of the air radioactivity monitoring system.
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ABSTRACT
The occurrence of heavy metals into the environment through various natural and anthropogenic 
sources is inevitable due to their persistent nature. This study investigated the concentration of heavy 
metals lead (Pb), zinc (Zn) and chromium (Cr) in liver, kidney, muscle and bones of three different 
species of owls namely Indian Eagle Owl (Bubo bengalensis), Barn Owl (Tyto alba) and Spotted Owlet 
(Athene brama) from Visakhapatnam, Andhra Pradesh, India. Given their sentinel role, birds can be 
used as suitable and reliable indicators in monitoring the quality of the environment. From the study, 
it was observed that Bubo bengalensis accumulated the highest concentration of metals followed by 
Athene brama and Tyto alba. On an average, the concentration of Zn (1.67±1.40 μg/g) was higher than 
Pb (0.079±0.05 μg/g) and Cr (0.99±1.11 μg/g). Among all the species, Spotted Owlet (Athene brama) 
recorded the highest concentration of Zn in bone (3.98 μg/g) whereas in the bone of Indian Eagle Owl 
(Bubo bengalensis) 2.44 μg/g of chromium (Cr) was reported. Pearson’s correlation of the data showed 
significant positive correlations in the absorption of metals by the tissues. Kruskal-Wallis ANOVA was 
applied to validate the results and check whether the groups originated from the same population. 
Additionally, Principle Component Analysis (PCA) revealed that Pb showed a strong relationship with 
both Zn and Cr and might be due to the differences of sources of these elements in the environment.   

INTRODUCTION

Over the past few years, heavy metals have been accumulat-
ing in our environment due to the various anthropogenic point 
and non-point sources. Heavy metals are persistent and tend 
to accumulate in living forms. In some cases, heavy metals 
can change into a more toxic form through biochemical 
processes (Grúz et al. 2018). Due to the biomagnification 
properties of certain elements like organic forms of arsenic 
and mercury, when they get biomagnified over the food-
chain, they jeopardize the health of living forms (De Luca et 
al. 2001, Grúz et al. 2018). It was reported by Denneman & 
Douben (1993) that birds were first used for monitoring the 
environmental conditions in the early 1960s because birds are 
more susceptible and tend to react to environmental changes. 
Battaglia et al. (2005) reported that using sentinel species 
aids in producing significant data to monitor environmental 
quality. They also stated that the prolonged exposure to the 
contaminants in certain species is due to their biological 
habits which if analysed would generate relevant data apart 
from that originating from water and soil. Tertiary consumers 
are good indicators in determining the extent of environ-
mental contamination in the ecosystem across the food web 
(Sanchari et al. 2016, Biswas et al. 2019). It stated that birds 

have been used as bioindicators for monitoring environmen-
tal pollutants (Gragnaniello et al. 2001, Muralidharan et al. 
2004) specifically heavy metals (Mochizuki et al. 2002) 
since they are easy to access, broadly distributed in ecosys-
tems, sensitive to toxins and on higher trophic level of food 
chains. Guitart et al. (2010) concluded that when compared 
to wild animals, wild birds like waterfowl and raptors were 
the victims of poisoning. Additionally, apart from buzzards, 
little owls (Battaglia et al. 2005) and Indian Eagle Owls, 
which feed on a wide range of prey, can provide sufficient 
information regarding biomonitoring of the environment 
(Kim & Koo 2007). Different birds including Eagle Owls 
have been frequently used as biomonitors to monitor heavy 
metal burden in the environment (Nighat et al. 2013, Guitart 
et al. 2010, Grúz et al. 2018).

Heavy metals can accumulate in different tissues in-
cluding liver, kidney and feathers of the birds (Deng et al. 
2007, Jayakumar & Muralidharan 2011, Biswas et al. 2019). 
Birds can excrete metals via different routes like feathers and 
excreta (Furness 1996, Boncompagni et al. 2003, Mustafa 
et al. 2015) or into eggs (Burger et al. 1993, Grúz et al. 
2018). Studies by various authors suggest that heavy metals 
influence reproductive health of some birds (Janssen et al. 
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2003, Dauwe et al. 2004) increased chances of diseases and 
increased reproductive failure (Furness 1996) and shifts in 
behaviour patterns. Therefore, monitoring of heavy metals in 
the environment not only provides species-specific informa-
tion but can also aid in providing area-specific information 
about the changes in contaminant levels in the environment 
(Jayakumar & Muralidharan 2011). Studies done in the 
Indian context are limited. However, some of the studies 
carried out have recorded important levels of metals from 
various areas in southern and northern India (Jayakumar & 
Muralidharan 2011, Kaur et al. 2014, Sharma & Vashishat 
2017, Gaba & Vashishat 2018, Manjula et al. 2015, Biswas 
et al. 2019). Visakhapatnam, Andhra Pradesh, India is home 
to diversified avifauna but is presently facing the conse-
quences of development and urbanisation. Owls belong to 
the Strigidae family and are regarded as birds of prey which 
usually prey on rodents or small mammals. Due to their 
foraging habits, owls can fly up to long distances to search 
for food. The present study was carried out to investigate 
the concentration of certain heavy metals in three species 
of owls and establish some data because studies done in the 
region remain limited.

MATERIALS AND METHODS

Study area and sampling: In India, owls are protected 
species under The Wildlife Protection Act 1972 (Schedule 
IV). As per bioethical concerns, domesticating or killing 
of any protected species is a strictly punishable offence. 
Hence, the present study involved the collection of dead 
birds (Owls) as reported by locals from residential areas and 
opportunistic findings of electrocution kill. Visakhapatnam 
is a situated along the Eastern Ghats which hosts a variety 
of flora and fauna. At the same time, it is also a fast-growing 

hub, budding with development and urbanization. A total of 
27 samples including adults, sub-adults and juveniles were 
collected from Simhachalam, (17.7664° N, 83.2508° E), 
Kambalakonda (17.7664° N, 83.3496° E) and old post office 
or port area, (17.6940° N, 83.2922° E) on an opportunistic 
basis represented in Fig. 1. The samples collected were 
transported to the lab in ice box.

Necropsy of specimens: The samples were removed from 
ice storage and thawed for an hour. Necropsy of all samples 
were carried out individually. Birds (owls) in which rigor 
mortis had set in were also considered for post-mortem. The 
specimen was placed on the post mortem tray in the dorsal 
position and external observations were made in order to 
find discharges from mouth and cloaca if any. The breast 
feathers were plucked gently in order to reveal the epidermis 
where incision lines were made with scalpel and the breast 
tissue was cut open. On reaching the sternum, the abdom-
inal tissue was further cut to reveal the visceral contents. 
Observations were carried out to check clots, exudate and 
fluids. The liver and pair of kidneys were procured after 
removing them with help of forceps and scissors. A small 
amount of breast tissue was also removed from the bird. 
The femur bone was cut with the help of stout scissor and 
all the contents were wrapped in aluminium foil, labelled 
respectively and stored in deep freezer at -20°C for the next 
experimental procedures.

Apparatus and reagent: All the laboratory apparatus used 
in the experiment were cleansed with Millipore Sigma ex-
tran® MA 03 solution to decontaminate them. All chemicals 
and reagents used in the present study were of Merck grade 
which included nitric acid, HNO3 (69% Emplura Merck), 
perchloric acid, HClO4 (60% Emparta ACS) and hydrogen 
peroxide H2O2 (30% Emplura Merck).

Mustafa, I., Ghani, A., Arif, N., Asif, S., Khan, M. R., Waqas, A. and Malik, I. U. 2015. Comparative metal 
profiles in different organs of house sparrow (Passer domesticus) and black kite (Milvus migrans) in Sargodha 
District, Punjab, Pakistan. Pakistan Journal of Zoology, 47(4). 

Nighat, S., Iqbal, S., Nadeem, M.S., Mahmood, T. and Shah, S.I. 2013. Estimation of heavy metal residues from 
the feathers of Falconidae, Accipitridae, and Strigidae in Punjab, Pakistan. Turk. J. Zool., 37: 488-500. 

Outridge, P.M. and Scheuhammer, A.M. 1993. Bioaccumulation and toxicology of chromium: Implications for 
wildlife. Rev. Environ. Contam. Toxicol., 130: 31-77. 

Sanchari, B., Ramakrishna, C.H. and Maruthi, Y.A. 2016. Extent of heavy metal accumulation in house crows of 
coastal zone. Life Sciences International Research Journal, 3(2): 158-161. 

Sharma, C. and Vashishat, N. 2017. Assessment of heavy metals in excreta of house crow (Corvus splendens) 
from different agroecosystems of Ludhiana. Journal of Entomology and Zoology Studies, 5(4): 1891-1895. 

Ullah, K., Hashmi, M. Z. and Malik, R.N. 2014. Heavy-metal levels in feathers of cattle egret and their 
surrounding environment: A case of the Punjab Province, Pakistan. Archives of Environmental Contamination 
and Toxicology, 66(1): 139-153. 

US Fish and Wildlife Service. 1986. Chromium Hazards to Fish, Wildlife, and Invertebrates: A Synoptic Review. 
(Biological Report). Washington, USA: R. Eisler.  

 

 

 

 

 

 

Fig. 1: Map showing sampling points and study area (source: https://earth.google.com/web)  Fig. 1: Map showing sampling points and study area (source: https://earth.google.com/web)



1509ASSESSMENT OF HEAVY METALS IN TISSUES OF OWL

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

Acid digestion procedure: All tissues were thawed initially 
and then oven-dried at 80°C for 24 hours. With the help of 
mortar and pestle, each tissue was then powdered. The acid 
digestion process was initiated by following the procedure 
suggested by Muralidharan et al. (2004). After weighing, 1-5 
g of powdered sample was transferred to Teflon beakers to 
which 10 mL HNO3 was added slowly. The mixture was then 
placed on a hot plate and heated for about 30 min until a thin 
solution was obtained. This was followed by pipetting 5 mL 
of HClO4. The mixture was further heated for 15 mins until 
the solution turned clear. After cooling the solution, finally 
2 mL of H2O2 was added and reheated till a final transpar-
ent solution was obtained. The Hydrogen peroxide (H2O2) 
was added to result in digestion of excessive organic matter 
present if any. All samples were finally digested and filtered 
using Whatman No. 1 filter paper. Millipore water (18.2 
Ohms, Elga PURE Waterlab) was used to fill up the volume 
till 25 mL. All solutions obtained were stored in pre-cleaned 
polythene vials and refrigerated for analysis.

Analysis of heavy metals: The Inductively Coupled Plasma 
Mass Spectrometry (ICPMS), Agilent 770s, Agilent Technol-
ogies, Japan was employed to analyse heavy metals namely 
Pb, Zn and Cr. Calibration standards manufactured by NIST 

(National Institute of Standard Technology), U.S were used for 
calibration of each metal. The standards of the elements (Pb, 
Zn, Cr) were prepared according to 0.5 ppb, 1 ppb, 5 ppb, 10 
ppb, 25 ppb, 50 ppb, 100 ppb respectively. To obtain accuracy in 
results, the samples were run in triplicates and mean (±SD) was 
considered. The results obtained were expressed in ppm (μg/g).

RESULTS

Opportunistically, a total of 27 Owls were collected from 
Simhachalam, Kambalakonda and Old post Office (Port 
Area) which are represented in Table 1 along with their cur-
rent conservation status according to IUCN (2019). Heavy 
metal concentrations of Pb, Zn and Cr were determined 
and the results have been expressed in dry weight (because 
dry weight values are more consistent compared to wet 
weight) (Adrian & Steven 1979, Biswas et al. 2019). Metal 
concentrations differed among various tissue of birds and 
among the species which are represented in Table 2 and 
Fig. 2 respectively. Among all the species studied, Indian 
Eagle Owl (Bubo bengalensis) was recorded to have the 
highest metal content (1.33±1.10 μg/g) followed by Spotted 
Owlet (Athene brama) (1.21±1.63 μg/g) and Barn Owl (Tyto 
alba) (0.19±0.15 μg/g) as represented in Fig. 3 and Fig. 4. 

 

Fig. 2: Concentration of all metals (expressed in μg/g) in various tissues of owls. 

 

Fig. 3: Metal accumulation among species.  

 

Fig. 4: Mean concentrations of all metals expressed in μg/g). 

 

Fig. 5: Mean metal accumulation by organs (concentration expressed in μg/g).  
 

 
Fig. 6: Mean metal concentration (expressed in μg/g). 

0
0.5

1
1.5

2
2.5

3
3.5

4

Li
ve

r
M

us
cl

e
K

id
ne

y
B

on
e

Li
ve

r
M

us
cl

e
K

id
ne

y
B

on
e

Li
ve

r
M

us
cl

e
K

id
ne

y
B

on
e

Bubo
bengalensis

Tyto alba Athene brama

Pb Zn Cr

0

0.5

1

1.5

Bubo
bengalensis

Tyto Alba Athene
brama

0
1
2
3
4

Pb Zn Cr

Bubo bengalensis Tyto Alba Athene brama

0

0.5

1

1.5

Liver Muscle Kidney Bone

0

1

2

Pb Zn Cr

Fig. 2: Concentration of all metals (expressed in μg/g) in various tissues of owls.

Table 1: Sampling locations of owls and their current population trend (IUCN 2019).

Common
Name

Scientific Name Sampling 
Area & GPS
Location

Sample
Size

Population Trend,  
IUCN 2019

Indian
Eagle Owl

Bubo bengalensis Simhachalam 
17.7664° N, 83.2508°E

 
7

 
Stable

 
Barn
Owl

 
Tyto alba

Old Post  
Office (Port area) 
17.6940° N, 83.2922° E

 
9

 
Stable

Spotted
Owlet

Athene brama Kambalakonda 
17.7664° N, 83.3496° E

 
11

 
Stable
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The accumulation of metals in organs followed the order 
muscle>kidney>bone>liver which are represented in Fig. 5. 
Within metals, Zn was reported to be the highest (1.67±1.40 
μg/g) compared to Cr (0.99±1.11 μg/g) and Pb (0.58±0.05 
μg/g) which are represented in Fig. 6. Between species, the 
accumulation of metals by the organs was highest in Bubo 
bengalensis followed by Athene brama and Tyto alba. 

Statistical analysis: In the PCA analysis, 3 PCAs for 3 dif-
ferent species were computed, and the variances explained 
by them were 67.35%, 97.83% and 100% for Athene brama 
(Table 3) respectively, 85.77%, 100% and 100% in Tyto alba 
(Table 4) followed by Bubo bengalensis as 68.66%, 97.53% 
and 100% (Table 5). In Tyto alba, Cr falls in component I, 

Zn and Pb showed a strong relationship and falls in compo-
nent II. Whereas in Bubo bengalensis, Pb and Cr showed a 
strong relationship which falls under component I. Zn does 
not show any relationship with remaining metals and falls 
under Component IV.  In Athene brama, it was observed that 
Cr did not show any relationship with the other heavy metals 
and falls under component I, and Zn and Pb show a strong 
relationship and falls under Component II.

Pearson’s Correlation Coefficient (r) analysis was 
conducted in order to understand the relation between two 
variables namely organs (tissues) and metals accumulated 
by them. Significant positive correlations were obtained 
between the metals and organs (Table 6; Table 7; Table 8) 

 

Fig. 2: Concentration of all metals (expressed in μg/g) in various tissues of owls. 

 

Fig. 3: Metal accumulation among species.  

 

Fig. 4: Mean concentrations of all metals expressed in μg/g). 

 

Fig. 5: Mean metal accumulation by organs (concentration expressed in μg/g).  
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Table 2: Concentration of heavy metals in different organs of Bubo bengalensis, Tyto alba and Athene brama (expressed in μg/g).

Bird Organs Zn Cr Pb

Indian Eagle Owl (Bubo bengalensis) Muscle 1.84±0.87 1.88±0.95 0.09±0.03

Liver 1.48±1.32 2.21±0.93 0.08±0.03

Kidney 1.58 2.56±1.34 0.16±0.07

Bone 1.63±1.44 2.44±1.25 0.11±0.06

Barn Owl (Tyto alba) Muscle 0.068±0.87 0.071±0.95 0.029±0.03

Liver 0.91±1.32 0.87±0.93 0.034±0.03

Kidney 0.098±1.44 0.092±1.34 0.008±0.07

Bone 0.089±1.95 0.086±1.25 0.007±0.06

Spotted Owlet (Athene brama) Muscle 1.98±0.87 0.440.95 0.08±0.03

Liver 3.44±1.32 0.41±0.93 0.11±0.03

Kidney 2.98±1.44 0.38±1.34 0.12±0.07

Bone 3.98±1.95 0.49±1.25 0.13±0.06
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respectively. In case of Lead, significant positive correlations 
were observed between muscle and kidney, (r=0.99), muscle 
and bone (r=0.98), and kidney and bone (r=0.98). For Zinc, 
significant positive correlations were obtained between liver 
and kidney (r=0.94), liver and bone (r=0.98), muscle and 
kidney (r=0.90), muscle and bone (r=0.83) and kidney and 
bone (r=0.99). In case of Chromium, significant positive 
correlations were obtained between liver and kidney (0.90), 
liver and bone (0.93), muscle and kidney (0.91), muscle 
and bone (0.99), kidney and bone (0.99) and where p<0.05 
suggests that kidney and liver are the organs where most of 
the metals were absorbed. According to Kirubhanandhini et 
al. (2019), liver and kidney are good indicators for providing 
us with data about the metal contaminated environment. 

To check the level of metal contamination among the 
tissues of various species in the present study, Kruskal-Wallis 
Test and Principal Component Analysis (PCA) using Origin 
Lab 2019 were conducted to understand the differences 
of metal accumulation among the 3 different species. The 
Kruskal-Wallis test was used to determine whether three or 
more independent samples originate from the same popula-
tion and is a nonparametric test. When significant test results 
are obtained, it means that at least one sample differs from 
another. The p-value for Indian Eagle Owl (Bubo bengalen-
sis) was 0.91 and for Spotted Owlet (Athene brama) was 0.86 

which confirmed that groups are not significantly different 
(Fig. 7, Fig. 8). The p-value was 0.45 for Barn Owl (Tyto 
alba) which confirmed that groups are significantly different 
(Fig. 9). The graphical form of Principal Component Anal-
ysis (PCA) obtained for three different Owl species are also 
represented in Fig.10, Fig.11 and Fig.12. 

DISCUSSION

Zinc: Being the 23rd abundant element found naturally on 
Earth’s crust, zinc is naturally found in soils and sediments 
(Ullah et al. 2014). Zinc is an essential element required 
in the human body for growth and protection from renal 
toxicosis (Malik & Zeb 2009, Grúz et al. 2018). Zn also 
plays a role in the activation of enzymes and gene regulation 
expression but higher levels of zinc can impart physiological 
changes leading to decline in the population of birds (Gaba 
& Vashishat 2018, Kushwaha 2016). Zinc mobility into the 
environment is from manmade as well as natural sources 
(Ullah et al. 2014, Mustafa et al. 2015). 

The average concentration of Zn when compared to 
other metals in the study was found to be highest 1.67 μg/g 
and Spotted Owlet (Athene brama) recorded the maximum 
accumulation of Zn content in bone (3.98 μg/g) followed by 
liver (3.44 μg/g), kidney (2.98 μg/g) and muscle (1.98 μg/g) 
when compared to Barn Owl and Indian Eagle Owl. Indian 

Table 4: Explanation for the variation of elements in Barn Owl (Tyto alba).

Component Variance 
%

Cumulative 
%

1 85.77% 85.77%

2 14.22% 100.00%

3 0.00% 100.00%

Table 3: Explanation for the variation of elements in Spotted Owlet (Athene 
brama).

Component Variance 
%

Cumulative 
%

1 67.35% 67.35%

2 30.47% 97.83%

3 2.17% 100.00%

Table 5: Explanation for the variation of elements in Indian Eagle Owl 
(Bubo bengalensis).

Component Variance 
%

Cumulative 
%

1 68.66% 68.66%

2 28.87% 97.53%

3 2.47% 100.00%

Table 6: Correlation among the different organs for lead (Pb), p <0.05.

 Liver Muscle Kidney Bone

Liver 1

Muscle 0.135324 1

Kidney 0.113724 0.999763 1

Bone 0.278397 0.989305 0.985895 1

Table 7: Correlation among the different organs for zinc (Zn), p<0.05.

 Liver Muscle Kidney Bone

Liver 1

Muscle 0.721359 1

Kidney 0.948101 0.904135 1

Bone 0.982437 0.837917 0.990781 1

Table 8: Correlation among the different organs for chromium (Cr), p<0.05.

 Liver Muscle Kidney Bone

Liver 1

Muscle 0.903585 1

Kidney 0.937505 0.99619 1

Bone 0.917254 0.999453 0.998528 1



1512 Sanchari Biswas et al.

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

 

 

Fig. 7: Kruskal-Walis ANOVA of Indian Eagle Owl (Bubo bengalensis). 

 

Fig. 8: Kruskal-Walis ANOVA of Spotted Owlet (Athene brama). 
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Fig. 8: Kruskal-Walis ANOVA of Spotted Owlet (Athene brama). 
 

 
 

Fig. 8: Kruskal-Walis ANOVA of Spotted Owlet (Athene brama).

Eagle Owl (Bubo bengalensis) recorded higher Zn content in 
the muscle (1.84 μg/g) followed by bone (1.63 μg/g), kidney 
(1.58 μg/g) and liver (1.48 μg/g). Compared to these two 
species of owls, Barn Owl (Tyto alba) recorded the lowest 

Zn levels (0.91-0.068 μg/g) in its organs. In India, studies 
done on same species of birds namely Barn Owl and Spotted 
Owlet by Gaba & Vashishat (2018) in Punjab yielded much 
higher concentrations of Zn (189.33-48.83 μg/g) in excreta 

 

Fig. 9: Kruskal-Walis ANOVA of Barn Owl (Tyto alba). 

 

Fig. 10: Principal Component Analysis (PCA) of metals in Barn Owl (Tyto alba). 

 
Fig. 11: Principal Component Analysis (PCA) of metals in Spotted Owlet (Athene brama). 
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Fig. 12: Principal Component Analysis (PCA) of metals in Indian Eagle Owl (Bubo bengalensis). 

Table 1: Sampling locations of owls and their current population trend (IUCN 2019).  

 

Common 
Name 

Scientific 
Name 

Sampling 
Area & GPS 

Location 

Sample 
Size 

Population 
Trend,  
IUCN 
2019 

Indian 
Eagle 
Owl 

Bubo 
bengalensis 

Simhachalam 
17.7664° N, 
83.2508°E 

 
7 

 
Stable 

 
Barn 
Owl 

 
Tyto alba 

Old Post  
Office (Port 

area) 
17.6940° N, 
83.2922° E 

 
9 

 
Stable 

Spotted 
Owlet 

Athene 
brama 

Kambalakonda 
17.7664° N, 
83.3496° E 

 
11 

 
Stable 

 

Table 2: Concentration of heavy metals in different organs of Bubo bengalensis, Tyto alba and Athene brama 
(expressed in μg/g). 

 
Bird Organs Zn Cr Pb 

Indian Eagle Owl  
(Bubo bengalensis 

Muscle 1.84±0.87 1.88±0.95 0.09±0.03 
Liver 1.48±1.32 2.21±0.93 0.08±0.03 
Kidney 1.58 2.56±1.34 0.16±0.07 
Bone 1.63±1.44 2.44±1.25 0.11±0.06 

Barn Owl  
(Tyto alba) 

Muscle 0.068±0.87 0.071±0.95 0.029±0.03 
Liver 0.91±1.32 0.87±0.93 0.034±0.03 
Kidney 0.098±1.44 0.092±1.34 0.008±0.07 
Bone 0.089±1.95 0.086±1.25 0.007±0.06 

Spotted Owlet  
(Athene brama) 

Muscle 1.98±0.87 0.440.95 0.08±0.03 
Liver 3.44±1.32 0.41±0.93 0.11±0.03 
Kidney 2.98±1.44 0.38±1.34 0.12±0.07 
Bone 3.98±1.95 0.49±1.25 0.13±0.06 

 

Fig. 12: Principal Component Analysis (PCA) of metals in Indian Eagle 
Owl (Bubo bengalensis).
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samples of Spotted Owlet, and 111.07 μg/g (Zn) in Barn Owl. 
Denneman & Douben (1993) reported a much higher level of 
Zn (535 μg/g) in feathers of Barn Owls from the Netherlands 
whereas (Grúz et al. 2018) reported 157.21-110.64 μg/g of 
Zn in owls from Hungary. A study done in Korea (Kim & 
Koo 2007) recorded 120 μg/g of Zn in Indian Eagle Owl, 
225 μg/g Zn in Brown Hawk Owl and 66.4 μg/g in Collared 
Scoops Owl. A study done in Punjab province of Pakistan 
by Nighat et al. (2013) detected 90.74 μg/g of Zn in Spotted 
Owlet feathers whereas, in case of Indian Eagle Owl, no Zn 
content was detected. The present study was in agreement 
with the findings of Mustafa et al. (2015) who reported 1.10-
13.26 μg/g of Zn in Black Kite (Milvus migrans) tissues from 
Sargodha district, Punjab, Pakistan. Black Kites belong to 
the Family Accripiridae and also falls under birds of prey or 
raptors which make them similar to Owls in feeding habits.

Chromium: Chromium is a trace element and an essential 
microelement for animals (Kirubhanandhini et al. 2019), but 
tissue concentration exceeding 4 μg/g dry weight is a warning 
for growing contamination (Outridge & Scheuhammer 1993, 
Boncompagni et al. 2003). Usually, Cr enters the body of 
the birds by nutrition (Grúz et al. 2018). Studies by various 
workers have reported that concentration of Cr more than 
2.80 mg/kg in feathers of birds can lead to adverse effects 
(Burger & Gochfeld 2000, Grúz et al. 2018) and also can 
affect the development of the foetus and reproductive failure 
in mallards (Kertész & Fáncsi 2003). Some of the sublethal 
effects of Cr in birds include retarded growth, anaemia and 
male gonad damage which might also claim the life of an 
organism (US Fish & Wildlife Service 1986). 

The mean concentration of chromium (Cr) was reported 
to be 0.994 μg/g and Indian Eagle Owl (Bubo bengalensis) 
recorded the highest concentration of Cr content in kidneys 
(2.56 μg/g) followed by bone (2.44 μg/g), liver (2.21 μg/g) 
and muscle (1.88 μg/g) in comparison to Spotted Owlet and 
Barn Owl. Spotted Owlet (Athene brama) recorded 0.49 
μg/g in bone, followed by 0.44 μg/g in muscles, 0.41 μg/g 
in liver and 0.38 μg/g in kidney. The content of Cr recorded 
in Barn Owl was the lowest (0.086-0.87 μg/g) in its organs 
compared to the other two species of owls. In India, various 
studies have been carried out with respect to Cr in birds. 
Gaba & Vashishat (2018) have reported Cr in the range of 
3.52-12.05 μg/g in excreta of Barn Owl and Spotted Owlet 
from Punjab, India. Another study by Kirubhanandhini et al. 
(2019) reported Cr concentrations in the range from 10.83-
18.10 μg/g in muscle, liver and kidney tissues of Cattle 
Egret. Manjula et al. (2015) have reported an even higher 
level of Cr in Black Kite from Tiruchi, Chennai. However, 
the present study reported high levels of Cr compared to 
the study done by Grúz et al. (2018) who reported Cr in the 

range of 0.76±0.42 μg/g in owls (Long-eared Owl, Barn Owl 
and Tawny Owl) from Hungary. The present study was also 
in agreement with the findings of Deng et al. (2007) which 
reported Cr concentrations (0.96±0.34 μg/g) in liver tissues 
of Green Finch and 0.94±0.07 μg/g in the kidney of Green 
Finch and 0.69±0.06 μg/g in brain of the same. The present 
study also agreed with the findings of Boncompagni et al. 
(2003) who reported 0.94 μg/g Cr in feathers of Little Egret 
from Karachi and 0.47 μg/g Cr in feathers of Little Egret 
from Taunsa, Pakistan.

Lead: Grúz et al. (2018) stated that lead has the tendency 
to accumulate in calcium-rich tissues, bones, feathers and 
hair (Metcheva et al. 2006) and is not degradable. Studies 
by Burger et al. (1993) suggest that lead level above 4 mg/
kg leads to reproductive failure and feeding behaviour in 
species like gulls. Lead affects the well-being of an organism 
directly by influencing procreation, circulatory and nervous 
systems (Gochfeld 2000, US Fish & Wildlife Service 1986, 
Kirubhanandhini et al 2019). However, Beyer et al. (1988) 
stated that symptoms of lead poisoning in birds vary among 
species.

The average concentration of lead recorded in the present 
study was 0.58±0.05 μg/g and Spotted Owlet (Athene brama) 
recorded the highest Pb content (0.13 μg/g) in bone followed 
by kidney (0.12 μg/g) and liver (0.11) μg/g. Compared to 
this, Indian Eagle Owl (Bubo bengalensis) recorded 0.16 
μg/g in kidney and 0.11 μg/g in bone. The level of Pb in 
Barn Owl (Tyto alba) was found comparatively much lower 
(0.007-0.034) μg/g compared to the other two species. Stud-
ies carried out by Gaba & Vashishat (2018) on heavy metal 
content in excreta of Barn Owl and Spotted Owlet from 
Punjab district depicted quite high and alarming levels of 
lead (Pb) 25.91 μg/g which was under the toxic range and 
above the normal range as stated by the authors. Grúz et al. 
(2018) from Hungary have reported Pb in owls (Long-eared 
Owl, Tawny Owl and Barn Owl) in the range from 1.71-2.47 
μg/g. In a similar study done by Kim & Koo (2007) in Korea 
in Eagle Owl, Brown Hawk Owl and Collared Scoops Owl 
has reported Pb in the range of 1.64-5.06 μg/g respectively. 
Whereas in a study done by Nighat et al. (2013) in Indian 
Eagle Owl (Bubo bengalensis), Pb was reported to be 17.9 
μg/g, and in Spotted Owlet (Athene brama) to be 6.44 μg/g. 
Denneman & Douben (1993) reported quite high concen-
tration (170 μg/g) of Pb in primary feathers of Barn Owls 
from Netherlands. However, the findings of the present study 
were in agreement with the levels of lead (Pb) reported by 
Kirubhanandhini et al. (2019) in muscles of Cattle Egret 
(0.28 μg/g), and with Gushit et al. (2016) in Red Cheeked 
Cordon Blue tail feathers (0.28 μg/g). When compared to 
similar investigations outside India, the present findings 
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agreed with that of Deng et al. (2007) (0.45±0.06 μg/g) in 
Greenfinch liver and (0.27± 0.06 μg/g) in Greenfinch brain 
and with that of Battaglia et al. (2005) who reported 0.35 
μg/g Pb in liver, 0.50 μg/g in kidney, 0.88 μg/g in bone, 
and 0.10 μg/g in muscles. As the literature suggests, the Pb 
levels in the present findings were below the levels capable 
of imparting toxicity. 

CONCLUSION

As the results suggest, the Zn, Pb and Cr reported in the 
present study were at background levels which have been 
established for birds in the wild, and were definitely below 
the concentration of metals capable of imparting toxicity. 
However, differences in the concentration of heavy metal 
among the three species of owls throw light on the fact that 
environmental contamination is taking place in the envi-
ronment which is inhabited by these owls.  Differences in 
the metal contents among the 3 species of owls might have 
resulted due to differences in feeding habits and the availa-
bility of food resources based on the type of environment. 
A detailed study on their feeding guilds might be sufficient 
enough to provide further details in determining the source 
of environmental pollutants. Based on the results, it is un-
likely to conclude that the extent of metal contamination 
threatens the life of the birds. However, owing to the fact 
that Visakhapatnam has many industries including petroleum 
industry, the presence of heavy metals in the environment is 
thus eminent (Biswas et al. 2019). Besides this, the presence 
of the heavy metals in the tissues of wild birds can also be 
contributed to the various point and non-point sources of 
pollution, which can be either natural or anthropogenic in 
origin and might continue to multiply through food chain 
leading to biomagnification. 
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ABSTRACT
Rapid depletion of fossil fuels and escalating crude oil prices led the researchers to ascertain 
alternative feedstock as a substitute for mineral diesel. Biodiesel produced from non-edible sources 
was one among them. In the present investigation, palm stearin wax, a residue of palm oil extraction 
was used as a value-added feedstock for the production of biodiesel. Palm stearin biodiesel (PSBD) 
was derived from this feedstock using single stage transesterification process involving methanol and 
sodium hydroxide as a catalyst. PSBD was blended with mineral diesel at 20% (D80PSBD20) and 
50% (D50PSBD50) in volume basis. The effect of variable compression ratios on the performance and 
emission phenomena of direct injection CI engine was analysed for test fuel blends. The tests were 
carried out for compression ratios 17:1, 17.5:1 and 18:1. Among all the fuel blends, D80PSBD20 blend 
showcased better performance characteristics along with reduced exhaust emissions at compression 
ratio of 18:1. 

INTRODUCTION

The increase in usage of internal combustion engine based 
automobile vehicles led to a dramatic increase in the demand 
for fossil fuels. Due to the escalating crude oil price and re-
duced availability of the fossil fuels led to explore the usage 
of vegetable-based bio-oil as a substitute fuel for compression 
ignition (CI) engine in the mid-1930s. The use of straight 
vegetable oil in CI engine created drastic deterioration on the 
engine’s performance due to enlarged molecular size, higher 
density and increased kinematic viscosity (Arcaklioglu & 
Celikten 2005). Detailed investigations were conducted to re-
duce the kinematic viscosity of vegetable oils which includes 
heating, thermal cracking, transesterification, pyrolysis and 
others. Among these approaches, transesterification process 
emerged as a feasible and cost-effective methodology. Ac-
cording to pollution and renewable sources, the production 
capacity of biodiesel was getting increased day by day. Bio-
diesel was extracted from the feedstocks of either edible or 
non-edible oils. As the demand for edible oil for the cooking 
purpose already exists, non-edible oils were seen as the prime 
source for the production of biodiesel (Hariram et al. 2018). 
In the transesterification process, the mono-alkyl esters are 
converted into fatty acid methyl esters. Biodiesel produced 
from waxes is classified into two, such as animal waxes and 

plant waxes. Therefore, the palm stearin biodiesel extracted 
from the feedstock of the palm stearin wax obtained from 
palm oils is grouped as a plant wax. Based on the free fatty 
acid (FFA) content, the transesterification process is grouped 
into single-stage transesterification and double stage trans-
esterification. As the FFA content of the palm stearin bio-oil 
was below two, single-stage transesterification was carried 
out to produce palm stearin biodiesel (Canakci et al. 2006). 
In general, three parameters influence the yield of biodiesel 
namely catalyst concentration, methanol to oil molar ratio, 
and reaction duration and these parameters were optimized to 
produce optimal yields. Ahmad et al. (2019) reported on the 
biodiesel production by transesterification process from flax-
seed oil with a yield of 99.5%. The yield was determined at 
an optimum catalyst concentration, molar ratio and reaction 
duration of 0.51% catalyst, 5.9:1 and 33 minutes respectively. 
Anand et al. (2019) reported an optimum yield of biodiesel 
using Indian sardine fish as feedstock. The yield was 96.57% 
for process parameters namely, 20 vol. % methanol, 1.25 wt 
% KOH and reaction duration of 25 minutes. The character-
ization was also done using the GC-MS analysis.

Compression ratio (CR) is one of the key performance 
parameters for the CI engine. CR is responsible for the peak 
in-cylinder pressure and temperature during the combustion 
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of the hydrocarbon fuel. The variation of CR from the factory 
set value significantly affects the combustion, performance 
and emission phenomenon of the CI engine. Rosha et al. 
(2019) reported the combustion, performance and emission 
characteristics on CI engine with varying compression ratio 
using the palm-biodiesel blend. Palm-biodiesel B20 blend 
gave an optimal performance characteristic on increasing 
the compression ratio up to 18CR. The increase in CR re-
duced the CO, HC and smoke emissions to 47.8%, 41.0% 
and 35.7% respectively but increased the NOx emission to 
41.1%. Mustafa et al. (2009) observed that the performance 
and emission of an engine fuelled with frying palm oil led to a 
better performance and emission values as predicted by ANN. 

Ganesh et al. (2018) studied the emissions of palm stearin 
biodiesel involving six different blends namely, B20, B40, 
B60, B80 and B100. Palm stearin biodiesel reported lesser 
emissions (HC, CO, CO2, NOx and smoke) compared to 
diesel. Hosamani & Katti (2018) studied the combustion, 
performance and emission characteristics of variable com-
pression ratio (VCR) direct injection (DI) CI engine fuelled 
with Simarouba and Jatropha oil at various compression 
ratios and load conditions. Saravanan et al. (2019) analysed 
the performance and emission characteristics of VCR DI CI 
engine fuelled with rapeseed and Madhuca biodiesel blends. 
Anantha Kumar et al. (2016) investigated the performance 
and emission characteristics of VCR engine fuelled with 
diesel, waste plastic oil blended fuels with three blends such 
as 2.5%, 7.5% and 12.5%. The brake thermal efficiency 
enhanced by increasing the CR from 12CR to 20CR. 

Raheman & Ghadge (2007) investigated the emission 
and performance characteristics of Madhuca indica biodiesel 
blends fuelled in Ricardo E6 engine. The investigation re-

vealed that B20 blend was a suitable alternative to control air 
pollution. Praveena et al. (2020) analysed the performance 
and emission characteristics of DI CI engine fuelled with 
the grapeseed biodiesel blends. The test was conducted with 
various load conditions to predict the emissions of CO, NOx, 
CO2, HC and smoke. The UBHC got reduced by 20.7% 
compared to diesel fuel. 

On reviewing the literature, it was observed that fuel 
sourced from non-edible feedstocks proved to be a promising 
substitute for the mineral diesel fuel. Numerous researchers 
have proved the utility on the usage of vegetable-based 
biodiesel in CI engines, but its effect on varied compression 
ratio needs exploration. In this study, palm stearin wax, 
derived as a residue during the extraction of palm oil, was 
used as a potential feedstock for biodiesel production. The 
palm stearin wax oil was subjected to a single stage transes-
terification process to transform it as palm stearin biodiesel 
(PSBD). PSBD was blended with mineral diesel in various 
proportions and its effect on the performance and emission 
phenomenon was analysed. Furthermore, the influence of 
the variations of the compression ratio on the emission and 
performance characteristics was studied.

MATERIALS AND METHODS

Materials

Palm stearin wax residue obtained after palm oil extraction 
was purchased from a local vendor in near Ambattur in the 
city of Chennai, Tamil Nadu, India. To carry out transester-
ification process, 99% pure sodium hydroxide and labora-
tory-grade methanol were procured from Praxor Scientific 
Corporation, Chennai and Hydrova Chemical and Systems, 

Using titration method, the acid value of palm stearin wax oil was found to be 1.72. Therefore, 
single stage transesterification process using sodium hydroxide and methanol was adopted as it 
was widely reported by many researchers for the conversion of bio-oil with lower free fatty acid 
content into biodiesel. The transesterification process was carried out at Antonin Lavoisier 
Laboratory, Hindustan Institute of Technology and Science, Chennai, India. Initially, the palm 
stearin wax oil (Fig. 1A) was preheated upto 60°C and allowed to react with known concentrations 
of methanol and sodium hydroxide. The chemical reaction and the catalytic change in the reaction 
chamber were recorded carefully. On analysing the obtained data, it was noticed that the optimum 
conditions for biodiesel formation were 6:1 methanol to oil molar ratio, 62°C reaction temperature 
and 70 minutes of reaction time. The transesterification process was initiated using two litres 
inverted round bottom conical flask with holder arrangement. 
 

 
Fig 1: Bio-oil feed stock and PSBD. 

 
Firstly, 0.72% of sodium hydroxide was thoroughly mixed with 400 mL of methanol for 20 
minutes and kept at an agitation speed of 350 rpm for the formation of sodium methoxide solution. 
500 mL of palm stearin wax oil heated up to 65°C for 45 minutes and later blended with sodium 
methoxide solution. The solution was agitated for 60 minutes at 450 rpm during which the reaction 
temperature was maintained between 65°C and 70°C. Then, the entire mixture was transferred into 
an inverted conical flask and a settling period of 12 hours was allowed. After six hours of settling, 
a ring formation appeared which separated the palm stearin biodiesel from glycerol. After 12 hours, 
the lower knob of the settling flask was opened to remove the glycerol (Hariram et al. 2015). The 
palm stearin biodiesel (PSBD) thus obtained was washed thoroughly with distilled water to remove 
the presence of methanol and glycerol. Later, the PSBD solution was heated up to 75°C to remove 
any moisture content. By the approach, 92.5% of palm stearin biodiesel was obtained (Fig. 1C). 
 
Physio-chemical Properties of Test Fuels 
 
Table 1: Comparison of test fuel properties. 

Fig 1: Bio-oil feed stock and PSBD.
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Chennai respectively. Mineral diesel was purchased from a 
local petrol refilling station. All the chemical reagents pro-
cured were of analytical grade. Whatman’s filter paper was 
procured from Swastik Scientific Company, Chennai, India 
to filter the biodiesel obtained during the transesterification 
process.

Biodiesel Production

Using titration method, the acid value of palm stearin wax 
oil was found to be 1.72. Therefore, single stage transester-
ification process using sodium hydroxide and methanol was 
adopted as it was widely reported by many researchers for 
the conversion of bio-oil with lower free fatty acid content 
into biodiesel. The transesterification process was carried 
out at Antonin Lavoisier Laboratory, Hindustan Institute of 
Technology and Science, Chennai, India. Initially, the palm 
stearin wax oil (Fig. 1A) was preheated upto 60°C and al-
lowed to react with known concentrations of methanol and 
sodium hydroxide. The chemical reaction and the catalytic 
change in the reaction chamber were recorded carefully. On 
analysing the obtained data, it was noticed that the optimum 
conditions for biodiesel formation were 6:1 methanol to oil 
molar ratio, 62°C reaction temperature and 70 minutes of 
reaction time. The transesterification process was initiated 
using two litres inverted round bottom conical flask with 
holder arrangement.

Firstly, 0.72% of sodium hydroxide was thoroughly 
mixed with 400 mL of methanol for 20 minutes and kept at 
an agitation speed of 350 rpm for the formation of sodium 
methoxide solution. 500 mL of palm stearin wax oil heated 
up to 65°C for 45 minutes and later blended with sodium 
methoxide solution. The solution was agitated for 60 min-
utes at 450 rpm during which the reaction temperature was 
maintained between 65°C and 70°C. Then, the entire mixture 
was transferred into an inverted conical flask and a settling 
period of 12 hours was allowed. After six hours of settling, 
a ring formation appeared which separated the palm stearin 
biodiesel from glycerol. After 12 hours, the lower knob of the 
settling flask was opened to remove the glycerol (Hariram et 
al. 2015). The palm stearin biodiesel (PSBD) thus obtained 

was washed thoroughly with distilled water to remove the 
presence of methanol and glycerol. Later, the PSBD solution 
was heated up to 75°C to remove any moisture content. By 
the approach, 92.5% of palm stearin biodiesel was obtained 
(Fig. 1C).

Physio-chemical Properties of Test Fuels

Palm stearin biodiesel and its fuel blends were assessed for 
its physicochemical properties namely density, calorific 
value, kinematic viscosity, flash and fire point (Table 1). The 
density of PSBD was reduced to 0.882 g/m3 from 0.941 g/m3 

at 15°C through transesterification process. The kinematic 
viscosity also showcased a significant reduction from 5.27 
mm2/s to 2.41 mm2/s at 35°C. The calorific value showed 
a substantial increase up to 37122 kJ/kg from 21543 kJ/kg. 
The high flash and fire point values as 164°C and 242°C 
respectively reduced volatility of the PSBD. Table 1 lists the 
properties of PSBD which was compared with mineral diesel 
and other test fuel blends to understand its suitability in CI 
engine and all met the expected ASTM D6751 standards 
(Hariram et al. 2016).

Experimental Procedure 

The experimentations were conducted at the standard op-
erating condition and the average of three trials was used 
to analyse the test results. The test fuel blends used in this 
experiment were mineral diesel (100% commercial diesel), 
D80PSBD20 (mixture of 80% mineral diesel and 20% of 
PSBD) and D50PSBD50 (mixture of 50% mineral diesel 
and 50% PSBD). All the test fuel blends were prepared on 
the volume basis in a separate conical flask with almost care 
and agitated for 20 minutes to ensure thorough mixing of 
the test fuels. 

Fig. 2 represents the layout of the experimental setup. 
Table 2 portrays the technical specification of the test engine. 
The performance and emission test of various fuel blends 
were carried out using Kirloskar 240 PE, 4-stroke, constant 
speed (1500rpm), water-cooled, computerized DI CI engine 
equipped with an eddy current dynamometer. Calibrated 
transmitters were used to restrain the air and fuel flow. Cali-

Table 1: Comparison of test fuel properties.

Properties Palm stearin wax oil Palm stearin  biodiesel 
(PSBD)

Mineral die-
sel

D80 PSBD20 D50 PSBD50

Density @ 15°C (g/m3) 0.941 0.882 0.832 0.841 0.879

Kinematic viscosity @ 35°C (mm2/s) 5.27 2.41 2.57 2.45 2.54

Calorific value (kJ/kg) 21543 37122 42955 40329 41243

Flash point (°C) - 164 48 127 135

Fire point (°C) - 242 140 168 181
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brated thermocouples were used to measure the temperature. 
Load on the engine was measured using a load cell. Rotam-
eter was used to measure the flow of water. The tests were 
performed on three parameters namely compression ratios, 
fuel blends and various loads. Initially, the investigation was 
carried out using diesel as fuel at different load conditions. 

The outcomes obtained by diesel fuel at different com-
pression ratios and load conditions formed the baseline for 
further tests using different test fuels. The engine was run 
for 5 minutes to accomplish a constant operating condition 
which was the pertinent condition to run the engine. The 
load test was conducted by changing the loads from no load 
to full load (i.e., no load, low load, part load and full load 
conditions). Moreover, the test was conducted at various 
compression ratios, i.e. 17:1, 17.5:1 and 18:1 with varied fuel 
blends and diesel at various load conditions. The compression 
ratio was changed using the tilting block arrangement during 
the engine operation. Engine load was increased from low 
load to high load and then decreased from high load to low 
load to maintain the compression ratios and investigations of 
repeatability. The exhaust gas analyser was used to analyse 
emissions namely, CO, HC, CO2, and NOx and the smoke 
meter was used to measure smoke opacity. The square root 
technique was used to predict the overall uncertainty of the 
experiments conducted and it was 1.89% as shown below.

Overall uncertainty (UC) = square root of (un-
certainty of BSFC)2 + (uncertainty of BTE)2 +  

(uncertainty of BP)2 + (uncertainty of CO)2 + (uncertainty 
of NOX)2 + (uncertainty of HC)2 + (uncertainty of smoke)2 

= 1.89%

RESULTS AND DISCUSSION

Performance Characteristics 

Brake thermal efficiency: Fig. 3 depicts variations of 
brake thermal efficiency at various compression ratios for 
different load conditions involving fuel blends D80PSBD20, 
D50PSBD50 and mineral diesel. The brake thermal efficien-
cy (BTE) of all test fuels was observed to be low at no-load 
conditions for the case 17.5CR. As the load is increased to 
part load, the BTE of all the blends increased. This may be 
due to an increase in the prevailing combustion temperature 
inside the combustion chamber. Fig. 3 portrayed that 17.5CR 
showed a higher value of BTE for all blends at full load 
conditions in comparison with other compression ratios. At 
17.5CR, the maximum BTE (41.8%) was produced by diesel 
fuel at full load condition. This is due to its high calorific 
value (45.5MJ/kg), lower density, high viscosity and good 
air-fuel mixture ratio leading to complete combustion within 
the combustion chamber. At 17.5CR, the D50PSBD50 fuel 
blend showed a lower BTE value which was due to its fuel 
density, viscosity and calorific value phenomenon. Later, the 
compression ratio was reduced to 17CR and the BTE values 
of all fuel blends decreased at no-load conditions with respect 
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Fig. 2: Experimental setup. 

 
Fig. 2 represents the layout of the experimental setup. Table 2 portrays the technical specification 
of the test engine. The performance and emission test of various fuel blends were carried out using 
Kirloskar 240 PE, 4-stroke, constant speed (1500rpm), water-cooled, computerized DI CI engine 
equipped with an eddy current dynamometer. Calibrated transmitters were used to restrain the air 
and fuel flow. Calibrated thermocouples were used to measure the temperature. Load on the engine 
was measured using a load cell. Rotameter was used to measure the flow of water. The tests were 
performed on three parameters namely compression ratios, fuel blends and various loads. Initially, 
the investigation was carried out using diesel as fuel at different load conditions.  
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Model and Make 240 PE / Kirloskar make 
Stroke 110 mm 
Bore 87.5 mm 
Factory set Compression ratio  17.5 
Loading Eddy current dynamometer 
Rated power 3.5 kW @ 1500 rpm 
Injection timing 23obTDC 
Swept volume 661.45 cc 

 
The outcomes obtained by diesel fuel at different compression ratios and load conditions formed 
the baseline for further tests using different test fuels. The engine was run for 5 minutes to 
accomplish a constant operating condition which was the pertinent condition to run the engine. 
The load test was conducted by changing the loads from no load to full load (i.e., no load, low 
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to 17.5CR. This demonstrated the incomplete combustion 
phenomena with lower combustion temperature at low load 
conditions. Augmentation of the engine loading led to an 
increase in the combustion temperature and D80PSBD20 
blend produced peak BTE. Similarly, BTE of all fuel blends 
at all load conditions increased on increasing the compression 
ratios to 18CR. This may be due to a decrease in combustion 
chamber volume leading to an increase in temperature within 
the combustion chamber. At 18CR, BTE of the D80PSBD20 
and D50PSBD50 increased at low load with other CR ratios. 
At full load conditions, D80PSBD20 blend gave a better 
BTE at 18CR as 41.79% which was due to high combustion 
temperature within the combustion chamber. Higher blend 
(D50PSBD50) possessed low calorific value, lower combus-
tion temperature, lower atomization and high density leading 
to poor brake thermal efficiency (Cenk et al. 2011).

Brake specific fuel consumption: The variations of brake 
specific fuel consumption (BSFC) at various engine loads 

for test fuels namely mineral diesel, D80PSBD20 and 
D50PSBD50 are presented in Fig. 4. Irrespective of the 
compression ratios, the BSFC were higher for all fuel blends 
at low load conditions. BSFC was inversely proportional 
to the brake thermal efficiency. Upon increasing the load 
condition up to the part load, the BSFC of biodiesel blends 
decreased significantly. D80PSBD20 gave the least BSFC 
(0.27 kg/kWh) among blended fuel for 17.5CR at all load 
conditions. This may be due to lower density and complete 
combustion in the combustion chamber. D50PSBD50 blend 
showed high BSFC values at all load conditions which may 
be due to low combustion temperature within the combustion 
chamber. Also, its density was high and calorific value was 
low compared to D80PSBD20 blend. Upon increasing the 
load to part load and later to full load condition, the BSFC 
values decreased representing an increase in the combustion 
temperature inside the combustion chamber. At 17CR, the 
mineral diesel gave a better BSFC value of 0.27 kg/kWh. 
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Fig. 3: Variation of BTE at various compression ratios. 

 
 
 

 
Fig. 4: Variation of BSFC at various compression ratios. 

 
Brake specific fuel consumption: The variations of brake specific fuel consumption (BSFC) at 
various engine loads for test fuels namely mineral diesel, D80PSBD20 and D50PSBD50 are 
presented in Fig. 4. Irrespective of the compression ratios, the BSFC were higher for all fuel blends 
at low load conditions. BSFC was inversely proportional to the brake thermal efficiency. Upon 
increasing the load condition up to the part load, the BSFC of biodiesel blends decreased 
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Fig. 3: Variation of BTE at various compression ratios.

Table 2: Test engine specification.

Model and Make 240 PE / Kirloskar make

Stroke 110 mm

Bore 87.5 mm

Factory set Compression ratio 17.5

Loading Eddy current dynamometer

Rated power 3.5 kW @ 1500 rpm

Injection timing 23obTDC

Swept volume 661.45 cc
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Later, as the compression ratio was changed to 18CR, the 
whole process showed a significant effect. At low load condi-
tions, BSFC of blended fuels were lesser compared to similar 
blends at other CRs. At full load condition, D80PSBD20 
blend gave the low BSFC value as 0.25 kg/kWh which 
was achieved with low calorific value and low density of 
D80PSBD20 fuel as listed in Table 1. D50PSBD50 blend 
consumed more fuel at full load conditions involving various 
compression ratios. This is due to lower calorific value and 
higher density leading to poor atomization resulting in poor 
performance of BSFC.

Emission Characteristics 

CO emission: Carbon monoxide emission relates to the 

product of incomplete combustion. The pattern of CO 
emission under various compression ratios at different 
load condition is depicted in Fig. 5. At low load conditions, 
irrespective of the compression ratios, high CO emissions 
were observed which indicated the incomplete combustion 
process in the combustion chamber. The CO emission was 
lowered when increasing the load conditions up to part 
and full load condition. At 17.5CR, lowest CO value was 
observed as 0.025% for D80PSBD20 blend. D50PSBD50 
had a slightly higher CO emission compared to D80PSBD20 
blend at full load condition. All the CO emissions were 
still lesser compared to mineral diesel. On the other hand, 
at 17CR, the values of CO were comparatively higher at 
all load conditions. This was due to higher combustion 
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Fig. 3: Variation of BTE at various compression ratios. 

 
 
 

 
Fig. 4: Variation of BSFC at various compression ratios. 
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various engine loads for test fuels namely mineral diesel, D80PSBD20 and D50PSBD50 are 
presented in Fig. 4. Irrespective of the compression ratios, the BSFC were higher for all fuel blends 
at low load conditions. BSFC was inversely proportional to the brake thermal efficiency. Upon 
increasing the load condition up to the part load, the BSFC of biodiesel blends decreased 
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Fig. 5: Variation of CO emission at various compression ratios. 

 
UBHC emission: Due to low combustion temperature and nature of fuel mixture, i.e. lean or rich, 
unburned hydrocarbons are released from the VCR DI CI engine. The unburned hydrocarbon 
(UBHC) emission of all tested blends under various compression ratios at different load conditions 
is presented in Fig. 6. In general, it was observed that irrespective of compression ratios, 
D80PSBD20 blend gave the lowest UBHC emissions at varied loading conditions. At 17.5CR, 
D50PSBD50 blend had a higher UBHC value which represents insufficient combustion due to low 
combustion temperature inside the combustion chamber. Higher UBHC emission was observed 
for mineral diesel which may be due to poor atomization and volatility nature of the fuel. At 17CR, 
all fuel blends had a higher value of UBHC emissions compared to 17.5CR at all load conditions 
which again portrayed the insufficient combustion temperature prevailing inside the combustion 
chamber. The UBHC emissions were higher at low load conditions for all three fuel blends. By 
increasing the loading conditions, the UBHC emissions reduced. Similarly, by increasing the 
compression ratios to 18CR, the UBHC emissions reduced at all loading conditions. This was due 
to high combustion temperature, high cylinder pressure, high atomization and perfect air-fuel 
mixture. D50PSBD50 blend achieved lower UBHC emission as 78ppm at 18CR. But still was 
higher compared to D80PSBD20 blend UBHC emission. This was due to higher density and lower 
viscosity of the D50PSBD50 fuel blend.  
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volume available in the combustion chamber leading to 
poor combustion (Hariram et al. 2016). At 18CR, the 
minimum CO emission recorded was 0.023% at full load 
condition fuelled with D80PSBD20 blend. This is due to 
a comparatively effective combustion process within the 
cylinder. Other fuel blends reported higher CO values 
compared to D80PSBD20 blend. This was due to higher 
fuel density, oxygen shortage at high speed condition, 
insufficient heat in cylinder along with lesser time available 
to ensure complete combustion.

UBHC emission: Due to low combustion temperature and 
nature of fuel mixture, i.e. lean or rich, unburned hydrocar-
bons are released from the VCR DI CI engine. The unburned 
hydrocarbon (UBHC) emission of all tested blends under 
various compression ratios at different load conditions is 
presented in Fig. 6. In general, it was observed that irre-
spective of compression ratios, D80PSBD20 blend gave the 
lowest UBHC emissions at varied loading conditions. At 
17.5CR, D50PSBD50 blend had a higher UBHC value which 
represents insufficient combustion due to low combustion 
temperature inside the combustion chamber. Higher UBHC 
emission was observed for mineral diesel which may be due 
to poor atomization and volatility nature of the fuel. At 17CR, 
all fuel blends had a higher value of UBHC emissions com-
pared to 17.5CR at all load conditions which again portrayed 
the insufficient combustion temperature prevailing inside the 
combustion chamber. The UBHC emissions were higher at 
low load conditions for all three fuel blends. By increasing the 
loading conditions, the UBHC emissions reduced. Similarly, 
by increasing the compression ratios to 18CR, the UBHC 

emissions reduced at all loading conditions. This was due 
to high combustion temperature, high cylinder pressure, 
high atomization and perfect air-fuel mixture. D50PSBD50 
blend achieved lower UBHC emission as 78ppm at 18CR. 
But still was higher compared to D80PSBD20 blend UBHC 
emission. This was due to higher density and lower viscosity 
of the D50PSBD50 fuel blend. 

NOx emission: The NOx emissions for all compression 
ratios at different load conditions are represented in Fig. 7. 
Nitrogen oxide was produced due to oxidation inside the 
cylinder as a result of high temperature. Oxygen content and 
in-cylinder temperature were the main factors to produce 
NOx. Irrespective of the loading conditions, D80PSBD20 
produced the highest NOx emissions among the tested fuel 
blends. NOx emission increased from no load to full loading 
conditions as the combustion chamber temperature increased 
due to complete combustion. NOx emission was observed 
to increase with an increase in CRs. The reason for lower 
emissions at 17CR was due to fall in combustion pressure 
and temperature inside the combustion chamber. The reason 
for mineral diesel and D50PSBD50 producing lower NOx 
was lack of oxygen content present inside the combustion 
chamber. The NOx emissions increased with increase in CR 
as prevailing conditions in the combustion chamber increased 
temperature. But, D80PSBD20 blend displayed a significant 
increase in NOx emissions due to increased compression 
ratio leading to better combustion resulting with an increase 
in in-cylinder temperature. On the other hand, D50PSBD50 
blend produced the minimum NOx emissions (at part load 
765ppm and full load condition 758ppm) as higher density 
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Fig. 6: Variation of UBHC emission at various compression ratios. 

 
 

 
Fig. 7. Variation of NOx emission at various compression ratios. 

 
NOx emission: The NOx emissions for all compression ratios at different load conditions are 
represented in Fig. 7. Nitrogen oxide was produced due to oxidation inside the cylinder as a result 
of high temperature. Oxygen content and in-cylinder temperature were the main factors to produce 
NOx. Irrespective of the loading conditions, D80PSBD20 produced the highest NOx emissions 
among the tested fuel blends. NOx emission increased from no load to full loading conditions as 
the combustion chamber temperature increased due to complete combustion. NOx emission was 
observed to increase with an increase in CRs. The reason for lower emissions at 17CR was due to 
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Fig. 7. Variation of NOx emission at various compression ratios. 
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Fig. 7. Variation of NOx emission at various compression ratios.
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fall in combustion pressure and temperature inside the combustion chamber. The reason for 
mineral diesel and D50PSBD50 producing lower NOx was lack of oxygen content present inside 
the combustion chamber. The NOx emissions increased with increase in CR as prevailing 
conditions in the combustion chamber increased temperature. But, D80PSBD20 blend displayed a 
significant increase in NOx emissions due to increased compression ratio leading to better 
combustion resulting with an increase in in-cylinder temperature. On the other hand, D50PSBD50 
blend produced the minimum NOx emissions (at part load 765ppm and full load condition 758ppm) 
as higher density along with slightly lower calorific value resulted with reduced the in-cylinder 
temperature (Anand et al. 2011). 
 
CO2 emission: The variations of CO2 emission for various compression ratios at different load 
conditions are highlighted in Fig. 8. CO2 emission was derived as a product of complete 
combustion in the combustion chamber. 

 
Fig. 8. Variation of CO2 emission at various compression ratios. 

 
Significantly at 17.5CR, the CO2 emission was investigated at low load, part load and full 

load fuelled with mineral diesel, D80PSBD20 and D50PSBD50. At low load condition, the diesel 
produced high CO2 emission compared to other fuel blends. Upon increasing the load, CO2 
emissions of these three blends increased in the same pattern and the diesel fuel produced the 
maximum CO2 emission as 580g/kWh. The escalation of CO2 emission for the diesel fuel was due 
to prevailing high temperature inside the cylinder and perfect air supplied into the combustion 
chamber. On decreasing the compression ratio to CR17, the CO2 emission of all tested fuels 
lowered at all load conditions. At low and part load conditions, CO2 emission was low due to 
insufficient oxygen content present inside the combustion chamber leading to incomplete 
combustion. But, higher CO2 emission was observed at full load condition for diesel fuel as 
520g/kWh. Lack of oxygen content, higher density and poor atomization process led the 
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Fig. 8. Variation of CO2 emission at various compression ratios.

along with slightly lower calorific value resulted with reduced 
the in-cylinder temperature (Anand et al. 2011).

CO2 emission: The variations of CO2 emission for various 
compression ratios at different load conditions are high-
lighted in Fig. 8. CO2 emission was derived as a product of 
complete combustion in the combustion chamber.

Significantly at 17.5CR, the CO2 emission was investi-
gated at low load, part load and full load fuelled with mineral 
diesel, D80PSBD20 and D50PSBD50. At low load condition, 
the diesel produced high CO2 emission compared to other 
fuel blends. Upon increasing the load, CO2 emissions of 

these three blends increased in the same pattern and the 
diesel fuel produced the maximum CO2 emission as 580g/
kWh. The escalation of CO2 emission for the diesel fuel 
was due to prevailing high temperature inside the cylinder 
and perfect air supplied into the combustion chamber. On 
decreasing the compression ratio to CR17, the CO2 emis-
sion of all tested fuels lowered at all load conditions. At 
low and part load conditions, CO2 emission was low due to 
insufficient oxygen content present inside the combustion 
chamber leading to incomplete combustion. But, higher 
CO2 emission was observed at full load condition for diesel 
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fuel as 520g/kWh. Lack of oxygen content, higher density 
and poor atomization process led the D50PSBD50 blend 
to produce lower CO2 emission. In general, D80PSBD20 
fuel blend produced higher CO2 emissions at all maximum 
load conditions irrespective of compression ratios. At 
18CR, the CO2 emission reached the maximum value for 
D80PSBD20 fuel blend due to higher pressure created in 
the combustion chamber by this compression ratio leading 
to complete combustion.

Smoke emission: Fig. 9 denotes the smoke opacity for var-
ious compression ratios at different load conditions and fuel 
blends. In general, the smoke opacity declined with increase 
in compression ratios for biodiesel blends as well as diesel. 
Also, the soot emissions reduced with increase in loading 
conditions for all CRs. At 17.5CR, high smoke opacity was 
observed for mineral diesel at all load conditions.

On the other hand, D80PSBD20 showed the lowest smoke 
opacity values at all load conditions. The lower smoke opac-
ity value was due to the availability of oxygen content in the 
cylinder leading to perfect combustion. At 17CR, the smoke 
opacity values were higher for all fuel blends with respect to 
17CR. Similarly, smoke opacity values of all fuel blends were 
lesser at 18CR at all load conditions compared to other CRs. 
At 18CR, the volume of the combustion chamber decreased 
resulting with increased pressure in combustion chamber 
leading to better combustion. Diesel fuel produces high soot 
emissions at various load conditions and increasing the CR led 
to a slight reduction in soot formation. D80PSBD20 reduced 
the smoke emission significantly at all conditions and various 

compression ratios. D50PSBD50 blend produced compara-
tively a higher soot formation with respect to D80PSBD20. 
This was due to the blend’s physiochemical property in terms 
of having a higher density and poor volatility leading to a high 
smoke emission from the engine (Hariram et al. 2017).

CONCLUSION 

An attempt was made in the present experimental investiga-
tions to understand the capability of using palm stearin wax as 
a value-added feedstock for producing palm stearin biodiesel 
(PSBD). Single stage transesterification process was adopted 
based on the FFA content which yielded 92% of PSBD. The 
fuel blends namely D80PSBD20 and D50PSBD50 were 
tested in the CI engine and benchmarked with mineral die-
sel at CR17.5 at all loads. Investigations were carried out at 
compression ratios 18 and 17 under similar conditions and 
conclusions drawn from this study were listed below.

	 •	 D80PSBD20 showcased a higher BTE value as 40.3% 
for CR18 tested at full load condition whereas mineral 
diesel exhibited BTE as 41.8% at part load conditions 
for CR17.5. D50PSBD50 blend exhibited poor BTE at 
all load conditions as well as at all compression ratios. 

	 •	 Increase in engine load reduced the BSFC of all test 
fuels at all compression ratios. At full load condition, 
D80PSBD20 exhibited lower BSFC (0.25 kg/kW hr) 
for CR18 which was 10.72% lower than diesel. At part 
load, D80PSBD20 showcased BSFC as 0.35 kg/kWh 
for CR17.5.
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D50PSBD50 blend to produce lower CO2 emission. In general, D80PSBD20 fuel blend produced 
higher CO2 emissions at all maximum load conditions irrespective of compression ratios. At 18CR, 
the CO2 emission reached the maximum value for D80PSBD20 fuel blend due to higher pressure 
created in the combustion chamber by this compression ratio leading to complete combustion. 
 
Smoke emission: Fig. 9 denotes the smoke opacity for various compression ratios at different load 
conditions and fuel blends. In general, the smoke opacity declined with increase in compression 
ratios for biodiesel blends as well as diesel. Also, the soot emissions reduced with increase in 
loading conditions for all CRs. At 17.5CR, high smoke opacity was observed for mineral diesel at 
all load conditions. 

 
Fig. 9: Variation of CO2 emission at various compression ratios. 

 
On the other hand, D80PSBD20 showed the lowest smoke opacity values at all load 

conditions. The lower smoke opacity value was due to the availability of oxygen content in the 
cylinder leading to perfect combustion. At 17CR, the smoke opacity values were higher for all fuel 
blends with respect to 17CR. Similarly, smoke opacity values of all fuel blends were lesser at 
18CR at all load conditions compared to other CRs. At 18CR, the volume of the combustion 
chamber decreased resulting with increased pressure in combustion chamber leading to better 
combustion. Diesel fuel produces high soot emissions at various load conditions and increasing 
the CR led to a slight reduction in soot formation. D80PSBD20 reduced the smoke emission 
significantly at all conditions and various compression ratios. D50PSBD50 blend produced 
comparatively a higher soot formation with respect to D80PSBD20. This was due to the blend’s 
physiochemical property in terms of having a higher density and poor volatility leading to a high 
smoke emission from the engine (Hariram et al. 2017). 
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	 •	 UBHC emission reduced significantly with an in-
crease in compression ratios. D80PSBD20 exhibited 
lower UBHC emission (65ppm) for CR18 at full load 
condition. D80PSBD20 showcased a notable increase 
in UBHC emission around 6% to 8% as the CR was 
increased from 17 to 18.

	 •	 Smoke and carbon-monoxide emissions showed a de-
creasing trend with the increase in compression ratios. 
At full load, D80PSBD20 emitted 0.025% of CO at 
CR17.5 whereas it reduced to 0.023% at CR18. On the 
other hand, reducing the compression ratio to CR17 
increased the CO emission up to 0.030%.    

	 •	 NOx emission was observed at a higher level for all test 
fuels at CR18. D50PSBD50 produced lower NOx for 
CR17 at low and part load conditions.
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ABSTRACT
To evaluate the green performance of Chinese new energy enterprises, a performance evaluation 
system entailing four dimensions of social responsibility, management of liabilities, market-related 
responsibility, safety, and environmental responsibility was constructed. This system was subsequently 
applied to analyze and assess the green performances of 18 energy enterprises in China with their 
social responsibility. Results show that the green performances of most of the energy enterprises with 
social responsibility are hierarchically based. Specific countermeasures were proposed for promoting the 
health of energy enterprises and their sustainable development. These measures to be implemented by 
energy enterprises include establishing and perfecting systems for managing liabilities, sustaining the 
market, strengthening responsibility for security, and making diligent efforts to fulfil their environmental 
responsibilities. 

INTRODUCTION

In recent years, from the 18th National Congress of the 
Communist Party of China, the first proposed “beautiful 
China”, the integration of ecological civilization into the 
overall layout of “five in one”, to the concept of “green 
mountains and green waters are golden mountains and silver 
mountains” entered the United Nations. The construction of 
ecological civilization has been elevated to an unprecedented 
height. Green development measures are taking root across 
China. Since the 19th National Congress of the Communist 
Party of China, China has entered a new era of socialism 
with Chinese characteristics. The economy has shifted from 
a high-speed growth stage to a high-quality development 
stage. The development concept of innovation, coordination, 
green, openness, and sharing is deeply rooted in the hearts 
of the people, and corporate social responsibility has also 
been included in the overall situation of deepening reform. 
The modern energy system is the essential requirement of 
the new era of energy development, and the new energy  
industry is also the main engine that promotes the high-qual-
ity development of China’s economy.

As the economy enters the stage of high-quality devel-
opment in China, stakeholders have higher expectations for 
the quality of social responsibility reports. Enterprises also 
need a standard to improve the quality of report compilation. 
The quality rating of social responsibility reports has become 
an important issue. The energy industry differs from other  
industries. The particularity of energy industry entails more 
risks relating to safety and security, with frequent occurrences 

of accidents (Yongtae & Meir 2010). The energy industry 
supports China’s economic and social development. However, 
environmental problems, wastage of resources, and security 
issues are common during the process of developing energy 
enterprises, leading to great security risks (Berman & Bui 
2001). Therefore, an evaluation of the green performance of 
energy enterprises with social responsibility will contribute 
to the promotion of sustainable development of energy en-
terprises and providing measurable indicators for evaluating 
corporate social responsibility (Nahyun et al. 2015). When 
energy enterprises promise to protect the environment and staff 
safety and save resources (Christopher et al. 2015), it will have 
great practical benefits to promote economic development, 
social stability and sustainable development.

This study takes China’s new energy companies in the 
economic development transition stage as the research  
object and aims to establish a performance evaluation system 
that includes four dimensions of social responsibility, i.e. 
responsibility management, market-related responsibility, 
and safety and environmental responsibility. The system 
was subsequently used to analyze and evaluate the relation-
ship between the green performance of China’s 18 energy  
companies and their social responsibilities.

PAST STUDIES

The Academy of Management Journal devoted a thematic 
issue to corporate social responsibility and its editors  
identified research trends according to the papers published 
in this leading management journal (Wang et al. 2016). 
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They observed an increase in the number of articles on 
corporate social responsibility over recent decades and 
how works examining a non-U.S. context or data have 
gained significance to the point that they are comparable 
in scale to those in the U.S. setting. Amos (2018) reviewed 
scholarly papers focused on corporate social responsibility in 
developing countries in international journals and found that 
those applied empirical research methodologies increased 
steadily in the period 2006–2014. Specifically, attention to 
corporate social responsibility is slowly gaining traction in 
the Middle East (Al-Abdin et al. 2018) and is a very highly 
probable topic in the literature of transition economies and 
emerging markets (Piepenbrink & Nurmammadov 2015). 
Additionally, there was a noticeable concentration of papers 
in corporate social responsibility related journals, with the 
Journal of Business Ethics publishing as many articles as the 
nonspecialized journals.

At present, due to the differences in the understanding of 
the concept of corporate social responsibility by scholars, the 
academic circles mainly have two views on the connotation 
of corporate social responsibility. In general, there are two 
kinds of social responsibility in a broad sense and social 
responsibility in a narrow sense.

Most scholars believed that corporate social responsibility 
should be social responsibility in a broad sense. Carroll 
(1979) designed the corporate social responsibility pyramid. 
He divided corporate social responsibility into economic 
responsibility at the bottom level, legal responsibility at 
the second level, ethical responsibility at the third level, 
and charity responsibility at the final level. In 2010, the 
International Organization for Standardization (ISO) issued 
the ISO26000 Social Responsibility Guide, which covers 
nine aspects of social responsibility. The guide proposes 
that social responsibility should be fully integrated into the 
organization and integrated with the organization’s strategy, 
philosophy, and planning. Lu & Abeysekera (2014) also 
believed that the content of corporate social responsibility 
is multifaceted, but there are differences in corporate social 
responsibility in different industries in terms of legislative 
provisions. The Shenzhen Stock Exchange’s Guidelines for 
Social Responsibility of Listed Companies issued in September 
2006 pointed out that social responsibility in a broad sense. It 
refers to the comprehensive development of the country and 
society, the natural environment and resources, as well as 
shareholders, creditors, employees and customers.

In terms of corporate social responsibility evaluation 
research, most of the existing studies are limited to the evalu-
ation process, and it is rare to discuss the corporate behaviour 
decision-making based on corporate social responsibility 
performance. The reason may be that it is difficult to obtain 
evaluation data, and the challenge of quantitative indicators 

(Oliveira et al. 2018). Ferramosca & Verona (2019) applied 
the combination of bibliometric analyses on a sample of 
2,583 corporate social responsibility studies derived from 
Scopus (1973–2018). First, it is found that the interdisci-
plinary character of corporate social responsibility. Second, 
it recognized numerous topics in the history of corporate 
social responsibility research and demonstrated how these 
topics emerge, vanish, or become steady over time. Third, 
the patterns of evolution in terms of topics are reflected in 
scientific journal specialization and coauthorship collab-
orations. Finally, it provided the latest evaluation on the 
state of the art in this field, highlighting the hottest topics. 
Imed et al. (2020) re-examined this issue using a newly 
available comprehensive innovation database on 20 coun-
tries and found support for the view that corporate social 
responsibility performance fosters innovation. This effect 
of corporate social responsibility is reflected in corporate 
innovation through its environmental and social dimensions. 
Jesús et al. (2020) used the 101 projects as a reference and 
analyzed the application of sustainability and other factors in 
the corporate social responsibility index. He found that the 
commitment to corporate social responsibility can also be 
achieved by improving shareholders’ profitability or return 
on equity and investors consider not only financial risks but 
also sustainability factors.

The study on the field of new energy has begun to 
increase, but the study on the social responsibility of new 
energy enterprises has only appeared in recent years. Tan 
(2015) took Longyuan Wind Power New Energy listed 
company as an example to analyze the current status of the 
corporate social responsibility, focusing on three aspects, 
i.e. social responsibility performance, social responsibility 
management and social responsibility reporting. The study 
on the level of corporate social responsibility information 
disclosure in the electricity, coal, water, food and beverage, 
petrochemical and plastic industries found that a sound gov-
ernance environment, corporate scale, and profitability have a 
significant positive impact on corporate social responsibility 
information disclosure (Liu & Zhang 2017). Han (2015) 
explored the impact of capacity utilization changes brought 
about by capacity reduction on the efficiency of industrial 
investment in China and found that the increase in capacity 
utilization has a positive effect on industrial investment  
efficiency, and it can also bring about non-surplus industries 
positive externalities.

MATERIALS AND METHODS

Green performance is evaluated based on externally 
conducted assessments of green development and its 
task index. Stakeholders of energy enterprises include 
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shareholders, creditors, employees, the government, 
customers, the ecological environment, and communities (Du 
et al. 2020). This study drew on stakeholder theory applied 
to the actual situations of 18 energy enterprises listed in 
November 2016. A system for evaluating green performance 
was constructed based on the following four dimensions of 
social responsibility: liability management, market-related 
responsibility, safety, and environmental responsibility.

The system for evaluating the green performances of 
energy enterprises with their social responsibility com-
prised 4 level-one indicators, 12 level-two indicators, and 
20 level-three indicators. The level-one indicators were the 
management of liabilities (A), market-related responsibility 
(B), security-related responsibility (C), and environmental 

responsibility (D). The level-three indicators were related 
to the basic score index. Each three-level indicator entailed 
either a score of five points or a score of zero, with 100 
being the highest mark. The details of the indicators are 
shown in Table 1.

RESULTS ANALYSIS

The Dimension of Liability Management

Out of the 18 surveyed energy companies, 11 had estab-
lished separate social responsibility management agencies. 
Therefore, each of these companies (PingZhuang Energy, 
Jizhong Energy, Xishan Coal and Electricity, Yanzhou 

Table 1: The green performance evaluation index of social responsibility.

Level-one 
indicators

Level-two 
indicators

Level-three indicators Scoring criteria

Liability 
management 
(A)

Institutions;
Report  
continuity;
Report content

Organization of social responsi-
bility management (A1)

A score of 5 for the establishment of a special administrative agency; 
otherwise, a score of 0

The number of pages of the social 
responsibility report (A2)

A score of 5 for numbers more than or equal to the average of 33 
pages; otherwise, a score of 0

Disclosure of the social responsi-
bility report for three consecutive 
years (A3)

A score of 5 for continuously issuing social responsibility reports for 
3 consecutive years

Complete disclosure with inclu-
sion of negative information (A4)

A score of 5 for disclosure of both positive and negative informa-
tion; otherwise, a score of 0

Comprehensibility of the social 
responsibility report (A5)

A score of 5 if the social responsibility report is comprehensible and 
comparable; otherwise, a score of 0

Market- 
related 
responsibility 
(B)

Responsibility 
score;
Employees’ 
basic rights and 
interests;
The govern-
ment’s respon-
sibility

Earnings per share (B1) A score of 5 for earnings more than or equal to average earnings for 
the industry; otherwise, a score of 0

HeXun social responsibility report 
score (B2)

A score of 5 for a rating that is more than or equal to the overall 
rating of the industry

Safeguarding of employees’ basic 
rights and interests (B3)

A score of 5 for a labor contract and social security coverage rate 
equal to 100%

Taxes paid on schedule (B4) A score of 5 for taxes paid on schedule; otherwise, a score of 0

Disclosure of relevant data to 
stakeholders (B5)

A score of 5 for more detailed data disclosure; otherwise, a score of 
0

Security-re-
lated respon-
sibility (C)

Security  
certification;
Safety concept;
Accident rate

Certification of safety system 
(C1)

A score of 5 for passing authentication; otherwise, a score of 0

Occupational safety training (C2) A score of 5 for occupational safety training; otherwise, a score of 0

Mortality rate per million tons 
(C3)

A score of 0 for a rate that is above the average rate of the industry; 
otherwise, a score of 5

Safety administration (C4) A score of 5 for investments in rectification; otherwise, a score of 0

Disclosure of relevant information 
on safe production (C5)

A score of 5 for detailed disclosure on safe production, investments, 
and other relevant information

Environmen-
tal  
responsibility 
(D)

Environmental 
certification;
Conservation of 
resources;
Environmental 
protection

Environmental management 
system certification (D1)

A score of 5 for certification; a score of 0 for failure to obtain certifi-
cation or lack of disclosure.

Environmental protection con-
sciousness (D2)

A score of 5 for green initiatives and investments; otherwise, a score 
of 0

Coal gangue utilization rate (D3) A score of 5 if this rate exceeds the average rate for the industry; 
otherwise, a score of 0

Mine water utilization rate (D4) A score of 5 if this rate exceeds the average rate for the industry; 
otherwise, a score of 0

Recovery rate (D5) A score of 5 if this rate exceeds the average rate for the industry; 
otherwise, a score of 0
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Coal, Shanghai Datun Energy, Shanxi Coal International, 
Yunnan Coal Energy, China Shenhua Energy, Haohua En-
ergy, Shanxi Lu’an Environmental Energy, and China Coal 
Energy) scored 5 points. The remaining seven companies 
each obtained a score of 0 because they had not established 
an agency for managing social responsibility. 

The average number of pages in social responsibility 
reports for the 18 energy enterprises was 34. Seven of these 
companies issued reports that were more than 34 pages in 
length. These companies were Jizhong Energy, Yanzhou 
Coal, Shanxi Coal International, Yunnan Coal Energy, China 
Shenhua Energy, Shanxi Lu’an Environmental Energy, and 
China Coal Energy whose social responsibility reports were 
respectively 49, 88, 47, 36, 116, 57, and 53 pages long. Con-
sequently, these companies each scored 5 points, whereas 
the remaining 11 companies each scored 0.

All 18 energy companies released social responsibility 
reports for three consecutive years 2013, 2014, and 2015. 
Consequently, all of the companies scored 5 points.

Whereas all 18 companies announced positive develop-
ments, few enterprises released any negative information. 
However, the social responsibility reports of three compa-
nies contained both positive news as well as more detailed 
negative information relating to their productive and oper-
ational processes, such as accidents in coal mines and the 
death toll from accidents. These three companies, namely 
China Shenhua Energy, Haohua Energy, and Shanxi Lu’an 
Environmental Energy each scored 5 points, whereas the 
remaining 15 companies each scored 0.

Eight of the enterprises produced social responsibility 
reports that were relatively easy to understand compared 
with those of other companies because they contained a large 
number of tables and charts and provided comparisons and 
analyses of extensive historical data (Claudiu et al. 2014). 
These eight companies were Jizhong Energy, Yanzhou Coal, 
Shanxi Coal International, Yunnan Coal Energy, China Shen-
hua Energy, Haohua Energy, Shanxi Lu’an Environmental 
Energy, and China Coal Energy. Therefore, each of these 
companies scored 5 points, while the remaining 10 compa-
nies each scored 0.

The Dimension of Market-Related Responsibility

EPS, which refers to the ratio of the after-tax profit to the 
total number of shares, is an important financial indicator 
for measuring the profitability of enterprises. In 2015, the 
average EPS value in the energy industry was 0.29 RMB. 
Of the 18 companies, six demonstrated EPS values that were 
above the industry’s average. These companies were Jizhong 
Energy, Lanhua Sci-Tech Venture, China Shenhua Energy, 
Haohua Energy, Shanxi Lu’an Environmental Energy, and 

Yitai Coal, and their respective EPS values were 0.32, 0.46, 
2.26, 0.31, 0.52, and 1.06. Whereas each of these companies 
scored 5 points, the remaining 12 companies, with lower than 
average EPS values, each scored 0.

The Hexun social responsibility report score is a relative 
authority score developed by HeXun that depends on the 
responsibility of an enterprise’s shareholders, employees, 
suppliers, customers, and the environment. The shareholders’ 
responsibility encompasses corporate profitability, solvency 
and returns and is measured using a series of financial and 
accounting indicators. In 2015, the energy industry’s average 
social responsibility score was 16.05. The scores of five com-
panies, namely Lanyan Holding, Xishan Coal and Electricity, 
Yanzhou Coal, China Shenhua Energy, and Shanxi Lu’an 
Environmental Energy were above the industry’s average 
score at 51.49, 17.10, 16.10, 27.89, and 16.07, respectively. 
Therefore, these companies each scored 5 points, whereas 
the remaining 13 companies, whose scores were below the 
industry average, each scored 0.

The labour contract signing rate and the social security 
coverage rate for all 18 companies were at the 100% level. 
Consequently, all of the enterprises scored 5 points. All 
of the 18 energy companies paid their taxes on schedule. 
Therefore they all scored 5 points. Four out of the 18 
companies disclosed relevant data to stakeholders. These 
companies, namely Jizhong Energy, Yanzhou Coal, China 
Shenhua Energy, and Shanxi Lu’an Environmental Energy 
each scored 5 points, whereas the remaining 14 companies 
each scored 0.

The Dimension of Security Responsibility

Out of the social responsibility reports issued by the 18 
surveyed energy companies, only that of China Shenhua 
Energy disclosed that the company’s security system was 
certified. Therefore, this was the only company that scored 
5 points, whereas each of the 17 other companies scored 0.

All 18 energy companies scored 5 points for occupational 
safety training. In 2015, the mortality rate per million tons 
of coal was 0.162 within the energy industry. All 18 of the 
energy enterprises demonstrated mortality rates below this 
average and therefore scored 5 points.

Only two companies, the Shenhuo Group and Yitai 
Coal did not disclose information on their security costs and  
rectification of security risks. Therefore, these companies both 
scored 0, whereas all of the remaining 16 companies, which 
disclosed security governance information, scored 5 points.

Ten companies, namely Pingzhuang Energy, Jizhong  
Energy, Lanyan Holding, Xishan Coal and Electricity, 
Yanzhou Coal, Shanxi Coal International, Yunnan Coal 
Energy, China Shenhua Energy, Shanxi Lu’an Environmental 
Energy, and China Coal Energy disclosed more detailed 
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information than other companies regarding the management 
of safe production, safe production inputs and other safety-
related data. Each of these 10 companies scored 5 points, 
whereas the remaining eight companies each scored 0.

The Dimension of Environmental Responsibility

The social responsibility reports of the 18 companies revealed 
that five companies, namely Jizhong Energy, Xishan Coal 
and Electricity, Yanzhou Coal, China Shenhua Energy, and 
Shanxi Lu’an Environmental Energy had obtained certifica-
tion of their environmental management systems. Therefore, 
these five companies each scored 5 points, whereas the re-
maining 13 companies each scored 0, as their environmental 
management systems had not been certified. 

Only one company, Yitai Coal, scored 0, as it did not 
disclose its environmental philosophy or any investments 
relating to environmental protection. The other 17 compa-
nies, which provided information on their environmental 
protection concepts, and also disclosed the purposes and 
quantities of their environmental investments, all scored 5 
points. Data on the utilization of coal gangue and mine water, 
and recovery rates, were extracted from the companies’ social 
responsibility reports as well as from their annual financial 
reports and official websites. The specific data compiled are 
shown in Table 2.

For coal enterprises within China’s energy industry, the 
standard rate of coal gangue utilization is 75%. The coal 
gangue utilization rates of seven out of the 18 energy com-
panies were below 75%. Therefore, these companies, namely 
Pingzhuang Energy, the Shenhuo Group, Lanhua Sci-Tech 
Venture, Shanghai Datun Energy, China Shenhua Energy, 
Shanxi Lu’an Environmental Energy, and Yitai Coal, each 
scored 0. All of the remaining 11 companies evidenced ratios 
above 75% and therefore scored 5 points.

Again taking the example of coal enterprises, the stand-
ard rate of mine water utilization was 70%. Five of the 
companies (Pingzhuang Energy, China Shenhua Energy, 
Shanxi Lu’an Environmental Energy, Xinji Energy, and Yitai 
Coal) evidenced mine water utilization rates below 70% and 
accordingly scored 0. The remaining 13 companies, which 
evidenced rates over 70%, each scored 5 points.

The standard recovery rate for the coal industry is 75%. 
Among the 18 energy companies, the Shenhuo Group, Lan-
yan Holding, Shanghai Datun Energy, and Kailuan Clean 
Coal had recovery rates below the industry’s standard and 
their scores were therefore 0. The rates of the remaining 
14 companies were above this standard, so they all scored 
5 points.

Tables 3 and 4 show the specific index scores of the 18 
surveyed energy enterprises. Whereas Table 3 shows the 

Table 2: Utilization ratios for coal gangue and mine water and recovery rates.

S . 
No.

Company 
code

Corporate name
Coal gangue utilization 
ratio (%)

Mine water utilization ra-
tio (%)

Recovery rate (%)

1 000780 Pingzhuang Energy 60.00 30.03 77.14

2 000933 The Shenhuo Group 71.50 91.00 45.00

3 000937 Jizhong Energy 80.50 77.40 94.00

4 000968 Lanyan Holding 86.38 83.00 68.00

5 000983 Xishan Coal and Electricity 76.00 100.0 91.13

6 600123 Lanhua Sci-Tech Venture 74.00 72.00 78.90

7 600188 Yanzhou Coal 100.0 92.35 81.62

8 600508 Shanghai Datun Energy 49.60 76.00 57.00

9 600546 Shanxi Coal International 80.00 80.00 83.00

10 600792 Yunnan Coal Energy 92.00 90.50 75.00

11 600997 Kailuan Clean Coal 79.15 84.10 50.47

12 601088 China Shenhua Energy 20.14 67.50 89.19

13 601101 Haohua Energy 95.30 87.00 85.63

14 601666 Pingdingshan Tianan Coal Mining 100.0 80.00 85.00

15 601699 Shanxi Lu’an Environmental Energy 56.00 68.00 100.0

16 601898 China Coal Energy 98.80 75.40 89.10

17 601918 Xinji Energy 97.00 66.52 79.60

18 900948 Yitai Coal 66.40 41.00 80.00
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Table 3: Green performance scores of the top-ranked nine surveyed companies.

Evaluation 
indicator

Ping-
zhuang 
Energy

Shen-
huo 
Group

Jizhong 
Energy

Lanyan 
Holding

Xishan Coal 
and
Electricity

Lanhua 
Sci-Tech 
Venture

Yanzhou 
Coal

Shanghai 
Datun  
Energy

Shanxi 
Coal Inter-
national

A1 5 0 5 0 5 0 5 5 5

A2 0 0 5 0 0 0 5 0 5

A3 5 5 5 5 5 5 5 5 5

A4 0 0 0 0 0 0 0 0 0

A5 0 0 5 0 0 0 5 0 5

B1 0 0 5 0 0 5 0 0 0

B2 0 0 0 5 5 0 5 0 0

B3 5 5 5 5 5 5 5 5 5

B4 5 5 5 5 5 5 5 5 5

B5 0 0 5 0 0 0 5 0 0

C1 0 0 0 0 0 0 0 0 0

C2 5 5 5 5 5 5 5 5 5

C3 5 5 5 5 5 5 5 5 5

C4 5 0 5 5 5 5 5 5 5

C5 5 0 5 5 5 0 5 0 5

D1 0 0 5 0 5 0 5 0 0

D2 5 5 5 5 5 5 5 5 5

D3 0 0 5 5 5 0 5 0 5

D4 0 5 5 5 5 5 5 5 5

D5 5 0 5 0 5 5 5 0 5

Total score 50 35 85 55 70 50 85 45 70

Table 4: Green performance scores of the nine lower-ranked surveyed companies.

Evaluation 
indicator

Yunnan 
Coal 
Energy

Kailuan 
Clean 
Coal

China 
Shenhua 
Energy

Haohua 
Energy

Pingdin-gshan 
Tianan Coal 
Mining

Shanxi Lu’an 
Environmental 
Energy

China 
Coal 
Energy

Xinji 
Energy

Yitai Coal

A1 5 0 5 5 0 5 5 0 0

A2 5 0 5 0 0 5 5 0 0

A3 5 5 5 5 5 5 5 5 5

A4 0 0 5 5 0 5 0 0 0

A5 5 0 5 5 0 5 5 0 0

B1 0 0 5 5 0 5 0 0 5

B2 0 0 5 0 0 5 0 0 0

B3 5 5 5 5 5 5 5 5 5

B4 5 5 5 5 5 5 5 5 5

B5 0 0 5 0 0 5 0 0 0

C1 0 0 5 0 0 0 0 0 0

C2 5 5 5 5 5 5 5 5 5

C3 5 5 5 5 5 5 5 5 5

C4 5 5 5 5 5 5 5 5 0

C5 5 0 5 0 0 5 5 0 0

D1 0 0 5 0 0 5 0 0 0

D2 5 5 5 5 5 5 5 5 0

D3 5 5 0 5 5 0 5 5 0

D4 5 5 0 5 5 0 5 0 0

D5 5 0 5 5 5 5 5 5 5

Total score 70 45 90 70 50 85 70 45 35
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nine top-ranked companies, Table 4 shows the remaining 
nine lower-ranked companies in no particular order, listed 
according to their stock code numbers. The scores in these 
two tables reflect the green performance evaluations of the 
18 surveyed companies with social responsibility. 

The application of this classification scheme to the 
scores of the 18 surveyed energy companies resulted in the 
following groups. The first group of achievers comprised 
four companies: Jizhong Energy, Yanzhou Coal, China 
Shenhua Energy, and Shanxi Lu’an Environmental Energy. 
The group of leaders comprised five companies: Xishan 
Coal and Electricity, Shanxi Coal International, Yunnan 
Coal Energy, Haohua Energy, and China Coal Energy. The 
third group of pursuers comprised seven companies: Ping-
zhuang Energy, Lanyan Holding, Lanhua Sci-Tech Venture, 
Shanghai Datun Energy, Kailuan Clean Coal, Pingdingshan 
Tianan Coal Mining, and Xinji Energy. The final group of 
starters consisted of two companies, namely the Shenhuo 
Group and Yitai Coal.

When the scores for green performance ratings of cor-
porate social responsibility were combined, the scores of 
Jizhong Energy, Yanzhou Coal, China Shenhua Energy, and 
Shanxi Lu’an Environmental Energy were all above 80. Of 
these companies, China Shenhua Energy had 90 points in 
total, demonstrating the best green performance relating to 
social responsibility. Two of the companies, the Shenhuo 
Group and Yitai Coal, attained only 35 points, indicating that 
their green performance relating to social responsibility was 
poor and that there was an urgent need for these companies 
to establish and develop improved systems for managing 
social responsibility. The performances of five companies, 
namely Xishan Coal and Electricity, Shanxi Coal Interna-
tional, Yunnan Coal Energy, Haohua Energy, and China Coal 
Energy were relatively good, but these companies still need 
to make sustained efforts. Seven companies, namely Ping-
zhuang Energy, Lanyan Holding, Lanhua Sci-Tech Venture, 
Shanghai Datun Energy, Kailuan Clean Coal, Pingdingshan 
Tianan Coal Mining, and Xinji Energy demonstrated rela-
tively poor performances, indicating that they need to attach 
more importance to the development of social responsibility 
and to act in practical ways to promote its enforcement and 
enhance their performance levels.

DISCUSSION

The Dimension of Liability Management

From the perspective of liability management, whereas 
energy companies release social responsibility reports in 
time, most are unwilling to disclose negative information. 
The quality of social responsibility reports issued by energy 
companies was uneven in terms of the number of pages of the 

reports, their content, and their readability (Li et al. 2019). 
Moreover, they demonstrated striking contrasts in terms of 
the integrity of their content. 

The results for the A1 indicator (establishment of an 
organization for managing social responsibility) showed 
that 11 out of the 18 surveyed companies have performed 
relatively well, with more than half of the energy enterprises 
having prioritized the establishment of agencies for managing 
social responsibility. However, seven of the 18 companies 
still needed to prioritize the establishment of agencies to 
manage social responsibility. 

The results for the A2 indicator (number of pages of so-
cial responsibility reports) revealed the extent of disclosure 
of energy companies in their social responsibility reports, 
with the reports of seven companies exceeding 34 pages. 
Whereas the report content on social responsibility for these 
seven companies was good, as reflected in their scores, the 
remaining 11 companies scored lower for their report content, 
indicating that they needed to devote more attention to their 
social responsibility reports. 

For the A3 indicator (continuous disclosure of social 
responsibility reports for three consecutive years), the results 
indicated that each of the 18 surveyed companies scored 5 
points, and this performance needs to be sustained.

The results for the A4 indicator (complete disclosure, in-
cluding negative information) indicated that the information 
reported by most of the energy enterprises was incomplete. 
Only three companies, namely China Shenhua Energy, Hao-
hua Energy, and Shanxi Lu’an Environmental Energy scored 
5 points, as they comprehensively disclosed positive as well 
as negative information. Thus, the information disclosed by 
most of the energy enterprises was incomplete. This situation 
indicates an urgent need for improvement. 

For the A5 indicator (comprehensibility of the responsi-
bility reports), the results showed that eight of the surveyed 
companies performed relatively well. Thus, more than half 
of the energy companies attached less importance to their 
social responsibility reports.

The Dimension of Market-Related Responsibility

From the perspective of market-related responsibility, 
energy companies did well in protecting their employees’ 
basic rights and interests and in paying taxes on schedule. 
However, most energy companies did not publish compre-
hensive data and information to all concerned stakeholders.

For the B1 indicator, the results showed that the EPS of 
six companies exceeded the current year’s average EPS of 
0.29, and the EPS of China Shenhua Energy was the highest 
at 2.26. Twelve companies had below-average EPS values, 
with that of Xinji Energy being especially low at -0.11. These 
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findings indicate that the economic benefits of the energy 
enterprises were not very promising.

The results for the B2 indicator (the HeXun social 
responsibility report score) showed that the majority of 
companies (13) scored below the industry average, with only 
one-third (5) of the companies demonstrating scores above 
the average score for the industry. 

For the B3 indicator (safeguarding employees’ basic rights 
and interests), the results showed that all of the surveyed 
companies scored 5 points. The labour contract signing rate 
and social security coverage reached the 100% level, indicating 
that energy companies performed well in terms of safeguarding 
their employees’ basic rights and interests.

The results for the B4 indicator (taxes paid on schedule) 
indicated that all of the surveyed firms scored 5 points, 
indicating that the 18 companies performed well in terms 
of paying their taxes and that they did so in a timely way. 

For the B5 indicator (disclosure of relevant data to 
stakeholders), the results showed that only four companies 
(22% of the sample) made detailed disclosures to each 
stakeholder. The disclosure of the remaining 14 companies 
to stakeholders was inadequate.

The Dimension of Responsibility for Security

From the perspective of responsibility for safety, energy 
enterprises diligently conducted safety training for their 
employees, and the accident mortality rate was controlled 
at a level below the average. Most companies attached great 
importance to safety governance, which included investments 
to improve safety and rectification of safety risks, with more 
than half of the companies also disclosing relevant safety 
data. However, less attention was given to certification of 
the safety system, so increased efforts to develop certified 
safety systems are necessary. 

For the C1 indicator (certification of safety systems), the 
results showed that only China Shenhua Energy had obtained 
certification of their safety system and that none of the other 
energy companies had obtained this certification. Therefore, 
strengthening the authentication work for security systems 
is an urgent priority.

The results for the C2 indicator (occupational safety 
training of employees), showed that all of the companies 
scored 5 points, indicating that these 18 companies conducted 
occupational safety training for their employees. Although 
the number and scale of training sessions differed, energy 
companies performed quite well in protecting their employ-
ees’ basic rights and interests.

For the C3 indicator (mortality rate per million tons), the 
results showed that all of the companies scored 5 points. 

The mortality rates per million tons for all 18 companies 
were lower than the industry’s average rate, indicating that 
energy enterprises had sufficient controls in place relating 
to accidental mortalities. 

For the C4 indicator (safety administration), the results 
showed that 16 companies (89% of the sample) invested in 
safety costs relating to production, management activities, 
and rectification of hidden dangers impacting on safety. Thus, 
most of the energy enterprises attached great importance to 
the work of safety management. 

For the C5 indicator (disclosure of relevant information 
on safety production), the results indicated that 10 compa-
nies performed relatively well. However, disclosure of safe 
production management, safe production inputs, and other 
related data information was incomplete.

The Dimension of Environmental Responsibility

In terms of environmental responsibility, most coal compa-
nies performed relatively poorly in the area of certification 
of their environmental management systems. The utilization 
rates of coal gangue and mine water and the recovery rate 
of half of the companies were above the industry standard. 
Nevertheless, these rates were below the industry’s standard 
for many enterprises. Of the 18 companies, China Shenhua 
Energy attained the highest score, but the utilization ratios of 
coal gangue and mine water were inadequate. Consequently, 
energy enterprises need to pay more attention to protecting 
the environment.

For the D1 indicator (environmental management system 
certification), the results showed that only five companies had 
obtained certification of their environmental management 
systems. Consequently, energy enterprises need to accelerate 
their efforts to obtain certification of their environmental 
management systems. 

The results for the D2 indicator (environmental 
awareness) indicated that most of the energy enterprises 
demonstrated awareness of the need for environmental 
protection, with only one company, Yitai Coal, obtaining 
a score of 0. This finding indicates that China’s energy 
enterprises are performing reasonably well in the area of 
environmental awareness. However, there is still a need to 
strengthen efforts in the area of environmental protection. 

For the D3 indicator (the coal gangue utilization ratio), 
the results showed that 11 companies demonstrated ratios 
that exceeded the industry standard. Of these companies, 
Yanzhou Coal and Pingdingshan Tianan Coal Mining had the 
highest coal gangue utilization ratios. The remaining seven 
companies had ratios below the industry standard, with the 
ratio of China Shenhua Energy being the lowest.
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The results for the D4 indicator (the mine water utilization 
ratio) showed that the ratios for 13 companies were above the 
industry standard, with that of Xishan Coal and Electricity 
being the highest. The ratios of the remaining five companies 
were below the industry standard, and that of Pingzhuang 
Energy was the lowest.

The results for the D5 indicator (the recovery rate) indi-
cated that the recovery rates of 14 companies were above the 
industry standard, with that of Shanxi Lu’an Environmental 
Energy being the highest. The recovery rates of the remaining 
four companies were below the industry standard, and that 
of the Shenhuo Group was the lowest.

CONCLUSIONS

A system for evaluating the green performance of energy 
enterprises was constructed based on four dimensions of 
social responsibility: liability management, market-related 
responsibility, responsibility for security, and environmental 
responsibility. The green performances of 18 energy enter-
prises with their social responsibility were subsequently 
analyzed and evaluated. 

Based on the application of an established classification 
standard and the scores of the 18 surveyed energy compa-
nies, four companies were identified as achievers. These 
companies were Jizhong Energy, Yanzhou Coal, China 
Shenhua Energy, and Shanxi Lu’an Environmental Energy. 
Although China Shenhua Energy demonstrated the best green 
performance, it still needs to make considerable efforts to 
improve the utilization ratios of coal gangue and mine water. 

Most of the energy companies’ green performances  
relating to social responsibility were categorized at a medium 
level, with significant variations among them. The energy 
companies that demonstrated excellent green performances 
relating to social responsibility should make efforts to sustain 
their advantages, while companies whose green performance 
was the poor need to prioritize and strengthen their social 
responsibility to promote their health along with their benign 
and sustainable development.
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ABSTRACT
Surface water is the most important and common water resource on earth. Accurate and effective 
mapping and detecting of surface water have been made possible by remote sensing technology, high-
resolution satellite data, playing an important role in surface water monitoring and mapping, which has 
become the current hot research for water information extraction in recent decades. Therefore, in this 
paper, we tested and analysed four models to extract water bodies using China’s GF-2 HD satellite (GF-
2) image, including Normalized Difference Water Index (NDWI), Modified Shadow Water Index (MSWI), 
Support Vector Machine (SVM) and Object-Oriented Method (OOM). The results showed applying 
water extraction models can map surface water with an overall accuracy of 0.8935, 0.9256, 0.9467 and 
0.9357, respectively. SVM owns the highest overall accuracy value of 0.9467, followed by OOM. SVM 
performed significantly better at surface water extraction with kappa coefficients improved by 9.00%, 
5.00%, and 2.00%, respectively, which yielded the best results and used to map surfaces water bodies 
in the study region, while index methods (NDWI and MSWI) are mostly classified into the water and 
non-water information based on a threshold value, with higher total omission and commission errors at 
12.45%, 25.64%, 6.38% and12.87%, respectively. Therefore, we proposed SVM as the best algorithm 
to identify water body and effectively detect surface water from the GF-2 image. 

INTRODUCTION

Surface water is one of the vital components of the earth’s 
environment, which is not only the essential for the sur-
vival of living beings (Vorosmarty et al. 2000), but also is 
the important basic information for land use/cover change 
(LUCC), climate changes, seasonal changes, and environ-
mental changes throughout of the world (Alamgir et al. 2016, 
Araral & Wu 2016). Therefore, knowledge of the spatial 
distribution of surface water is imperative for assessment 
of water resources, watershed changes, land surface water 
management and environmental monitoring (NRC 2008, Sun 
et al. 2012). Besides, timely monitoring and delivering data 
on the dynamics of surface water are essential for policy and 
decision-making processes (Frey et al. 2010), especially for 
monitoring floods risk at an emergency. 

Remote sensing has advantages of the macroscopic, 
real-time, periodic repeatability, dynamic access to the land 
surface information (Lu et al. 2011), which can provide low-
cost and reliable information for environmental changes at 
local, regional, and global scales, with their long-collected 
repeatable and even real-time data (Melesse et al. 2007, 

Lee et al. 2018). Waterbody information, as an important 
constituent of remote sensing image, has become the vi-
tal national geo-information and can be automatically or 
semi-automatically extracted by integrating remote sensing 
data with geographic information systems (GIS). Meanwhile, 
in recent decades, accurate and effective extracting water 
from remote sensing data has become indispensable ways 
for the development and utilization of water resources (Du 
& Zhou 1998), which also becomes an important branch of 
remote sensing applications.

Due to the ease of processing and obtaining satellite 
image data (Masocha et al. 2018), numerous surface water 
extraction algorithms have been developed and applied for re-
motely sensed imageries (Borton 1989), which focused on the 
following satellite sensors with the different spatial, temporal 
and spectral resolution, including the Moderate-Resolution 
Imaging Spectro-radio-meter (MODIS) (Khandelwal et al. 
2017, Ovakoglou et al. 2016), Satellite Pour l’ Observation 
dela Terre (SPOT) (Ji et al. 2009), Advanced Spaceborne 
Thermal Emission and Reflection Radiometer (ASTER) 
(Huang et al. 2008 ), Advanced Very High Resolution Ra-
diometer (AVHRR) (Zhou et al. 1996), Thematic Mapper 
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series data (MSS,TM,ETM+ and OLI) (Acharya et al. 2018, 
Alanazi & Ghrefa 2013, Alesheikh et al. 2007, Senay et al. 
2016, Wang et al. 2018, Yang et al. 2010, Zhang et al. 2016), 
and others (Lu et al. 2011, Peng et al. 2018, Wang et al. 
2012). Besides, although many studies have been conducted 
most of large surface water are limited to small water bodies, 
such as small ponds, narrow rivers, and shallow water at the 
edge of rivers, which accurately cannot be extracted due to 
the limited spatial resolution.

In the recent decade, with the improvement of the spatial 
resolution, visiting time and spectral resolution of remote-sens-
ing images, more and more high-resolution satellite data can 
be widely applied to extract and map surface water, such 
as Chinese Gaofen-1/2, Quick-Bird, WorldView, IKONOS, 
Rapid Eye and so on (Sawaya et al. 2003, Wasowski et al. 
2012, Tatar et al. 2018). In addition, the study on water body 
extraction from GF-1/2 series images has become a hot re-
search topic in China (Chen et al. 2015, Li et al. 2015, Peng 
et al. 2018, Song et al. 2015), though several studies have 
tested the performance of water indices using GF-2 sensor in 
China (Liu et al. 2019, Zou et al. 2019). However, this new and 
advanced sensor has, unfortunately, not been exploited to map 
surface water at county scales in Northeast China, especially 
at Ussuri River between China and Russia.

Hence, in this paper, the algorithms have been proposed 
for identifying water bodies with GF-2 including water body 
index methods (Normalized Difference Water Index, NDWI, 
Modified Shadow Water Index, MSWI), supervised classi-
fication methods (Support Vector Machine method, SVM) 
and others methods (Object-Oriented Method, OOM). The 
objectives of this study are: to apply the different methods 
to obtain the surface water information by comparing with 
water body index, SVM and OOM, to detect and map land 
surface water in Northeast China region qualitatively and 
quantitatively, to achieve the suitable method to extract 
surface water from the evaluation accuracy.

MATERIALS AND METHODS

Study Region 

The Ussuri River is the boundary river between China and 
Russia (Fig. 1). The study area is located at the confluence 
of the Heilongjiang (Amur) River and Ussuri River, which 
belonged to transboundary regions and located between 
47°53’ N-48°10’ N latitude and 132°47’ E-133° 9’ E longi-
tude. It belongs to the continental monsoon climate with the 
annual precipitation of 532.7 mm, the average accumulated 
temperature is 2435 degrees. The study region is covered by 

especially at Ussuri River between China and Russia. 
Hence, in this paper, the algorithms have been proposed for identifying water bodies with 

GF-2 including water body index methods (Normalized Difference Water Index, NDWI, 
Modified Shadow Water Index, MSWI), supervised classification methods (Support Vector 
Machine method, SVM) and others methods (Object-Oriented Method, OOM). The objectives 
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a small number of mountainous areas scattered in the plain, covered with forest and elevation 
range from 45 m to 65 m, the regional terrain is high in the southwest and low in the northeast.  

 
Fig. 1: Geographic location of the study region. 

GF-2 Image Preprocessing 
 In the study, the GF-2 images (L1A products) containing a panchromatic image with a 
resolution of 0.8 m and multi-spectral image with a resolution of 4m, were acquired on 

Fig. 1: Geographic location of the study region.
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marsh plain with black soil, which is suitable for all kinds of 
crop cultivation, and there are a small number of mountainous 
areas scattered in the plain, covered with forest and elevation 
range from 45 m to 65 m, the regional terrain is high in the 
southwest and low in the northeast. 

GF-2 Image Preprocessing

In the study, the GF-2 images (L1A products) containing 
a panchromatic image with a resolution of 0.8 m and mul-
ti-spectral image with a resolution of 4m, were acquired on 
September 12th, 2015. The parameters of the data within the 
study area collected are given in Table 1. Meanwhile, the 
high-resolution satellite imagery of GF-2 had a good quality 
of small cloudy and was orth-rectified by using the rational 
polynomial coefficient (RPC) model within remote sensing 
software ENVI 5.3. The average root mean square (RMS) 
value was less than 0.5 pixels for each image. Meanwhile, 
each image was projected to UTM (Zone 53N) with WGS-
84 datum, the ground control points were obtained from the 
same aerial photograph image and Google map, the mul-
ti-special data were calibrated with the radiometric calibra-
tion tool in ENVI from raw digital number (DN) to surface 
reflectance values, and then the atmospheric correction was 
applied using the Fast Line-of-Sight Atmospheric Analysis 
of Spectral Hypercubes (FLAASH) module.

Normalized Difference Water Index (NDWI)

Using the Landsat TM image, the normalized-difference wa-
ter index (NDWI) is a normalized ratio index between green 
and NIR bands (Yao et al. 2015), which was first formulated 
by McFeeters to detect surface waters in wetland environ-
ments and measure surface water dimensions (Mcfeeters 
1996). While all negative NDWI values were categorized 
as non-water and all positive values as water by imposing a 
threshold value of zero for the value of NDWI. The NDWI 
was calculated as follows:
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Table 1: The major parameters of the GF-2 image.  

Parameter Resolution panchromatic/resolution multi-spectral camera 
Spectral range Panchromatic 0.45-0.90μm 
 Multi-spectral 0.45-0.52μm  
  0.52-0.59μm 
  0.63-0.69μm 
  0.77-0.89μm 
Spatial resolution Panchromatic 0.8 m 
 Multi-spectral 4 m 
Width  45 km 
Revisit period (when sideway)  5 days  

Normalized Difference Water Index (NDWI) 
Using the Landsat TM image, the normalized-difference water index (NDWI) is a normalized 
ratio index between green and NIR bands (Yao et al. 2015), which was first formulated by 
McFeeters to detect surface waters in wetland environments and measure surface water 
dimensions (Mcfeeters 1996). While all negative NDWI values were categorized as non-water 
and all positive values as water by imposing a threshold value of zero for the value of NDWI. 
The NDWI was calculated as followed: 
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                                                …(1) 

Where, TM2 represents the reflectance in green band of Landsat TM image, TM4 is the 
reflectance in NIR band of Landsat TM image. In this paper, TM2 and TM4 correspond to the 
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Where, B1 and B4 represent the reflectance in the blue 
band and NIR band on GF-2 image, respectively. N is the 
experimental threshold of the water body in the study region, 
which can discriminate between water and non-water and 
need a lot of experiments and visual comparison.

Support Vector Machine (SVM)

SVM is a supervised learning system and is based on recent 
improvements in statistical learning theory (Cristianini & 
Shawe 2000). Due to this method with the advantage of min-
imizer errors and maximiser, the geometric characteristics of 
edge areas, multi-class support vector machine (SVM) clas-
sification for water body extraction and coastline detection 
has been commonly used by many researchers (Nath et al. 
2010, Sarp & Ozcelik 2016, Zhang et al. 2013). However, the 
research for water extraction on GF-2 image is less, therefore, 
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in this paper, SVM with kernel function and regularization 
parameters was used as a quantitative method to extract the 
water body form the GF-2 image.

Object-Oriented Method (OOM)

In contrast to pixel-based image classification techniques, 
object-based image analysis methods provide additional 
information that can be used to improve the discrimination 
of land cover classes (Yan et al. 2006), which were discussed 
by several researchers for water body extraction (Kaplan et 
al. 2017, He et al. 2016, Yue et al. 2010), especially using 
object-oriented segmentation and classification methods 
for automated delineation of lakes (Johansson et al. 2013, 
Rishikeshan et al. 2018, Selmes et al. 2011). While using 
Feature Extraction (FE) module remote software ENVI 5.3 
in this study area, an object-oriented classification method 
was utilized to segment the GF-2 image into small objects 
and to obtain the water body information.

RESULTS AND DISCUSSION 

Water Maps Analysis

Visually, applying by the four water extraction methods in the 
study region, the Fig. 2 not only shown the similar patterns of 
water bodies but also lighted the differences between water 
and non-water areas. NDWI separates water and non-water 

objects well at the large scale of surface water region, which 
can keep the integrity of large river water information with a 
clear and accurate boundary outline. However, in the region 
of shadows and artificial building areas, dark shadows and 
water were often misidentified by water indices of NDWI 
(Yao et al. 2015), where the accuracy of water information 
acquiring was low and could not eliminate the effects of 
shadows. In this paper, a series of experimental thresholds of 
MSWI between water and non-water areas were firstly tested 
to generate the water body, then combing MSWI with DEM 
data to extract water body from the GF-2 image in the study 
region. It seems that MSWI can effectively distinguish water 
from non-water surfaces and keep the continuity and integrity 
for a large water body in some degree, which can eliminate 
some shallows of building-up land and unused land with 
lower commission errors. However, the discontinuities out-
line of the small river still occurs. NDWI and MSWI images 
classified into the water and non-water information based on 
threshold value selection, the threshold value of water region 
for NDWI is greater than zero, whereas threshold value on 
MSWI is near to -0.5. The extraction results of NDWI and 
MSWI models are not very good, because they not only can 
often mistakenly identify shadow as water bodies, but also 
can completely omit some of the small water regions (small 
ponds, narrow rivers, and shallow water) from GF-2 images 
using a lower threshold. SVM, based on the image pixel 
level and spectral characteristics of remote sensing image, 

identify shadow as water bodies, but also can completely omit some of the small water regions 
(small ponds, narrow rivers, and shallow water) from GF-2 images using a lower threshold. 
SVM, based on the image pixel level and spectral characteristics of remote sensing image, is 
applied to extract the water body by selecting the training samples. Comparing to the NDWI 
and MSWI, SVM can well and effectively offer a complete water map for study area from the 
GF-2 by lowering the mixing of water and non-water in small rivers, small ponds, bare land 
and shallow areas. Besides, it can increase the accuracy of the water body extraction by fewer 
impacts on shadows and artificial building areas. OOM, using the spectral and spatial texture 
information during the process of multi-scale segmentation (Sun et al. 2018), keeps the 
maximum homogeneity between water and non-water information, and exactly identify water 
body with slightly smoother in water boundary, which avoids the phenomenon of "salt and 
pepper" and can detect the small ponds and rivers. However, the phenomenon of broken lines 
for small river still occurred. Furthermore, SVM and OOM methods can extract small ponds 
and small waters with complete shapes from GF-2 data, whereas NDWI and MSWI can mostly 
omit them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Results of surface water information extraction for 4 methods from GF-2 image. 
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is applied to extract the water body by selecting the training 
samples. Comparing to the NDWI and MSWI, SVM can 
well and effectively offer a complete water map for study 
area from the GF-2 by lowering the mixing of water and 
non-water in small rivers, small ponds, bare land and shal-
low areas. Besides, it can increase the accuracy of the water 
body extraction by fewer impacts on shadows and artificial 
building areas. OOM, using the spectral and spatial texture 
information during the process of multi-scale segmentation 
(Sun et al. 2018), keeps the maximum homogeneity between 
water and non-water information, and exactly identify wa-
ter body with slightly smoother in water boundary, which 
avoids the phenomenon of “salt and pepper” and can detect 
the small ponds and rivers. However, the phenomenon of 
broken lines for small river still occurred. Furthermore, SVM 
and OOM methods can extract small ponds and small waters 
with complete shapes from GF-2 data, whereas NDWI and 
MSWI can mostly omit them.

No-water Information Analysis 

In this paper, the unused land (mining wasteland), build-
ing-up land and shadow area were selected as the typical 
samples to analyse the impact on water body extraction 
methods. A total of 200 pure pixels were selected from the 
GF-2 imagery for each type, which are shown in Fig. 3. As 
far as the unused land is concerned, the commission errors 
of NDWI were most serious, in which some land was almost 
mistakenly classified by water body, whereas a part of un-
used land was misclassified as surface water by MSWI. In 

contrast, the performance of SVM and OOM is better than 
that of NDWI and MSWI. In fact, the influence on water 
body extraction accuracy of NDWI and MSWI, a suitable 
threshold value selection is applied. In order to modify the 
classification errors in water extraction, in next step, the best 
way for NDWI and MSWI is to select the optimum thresh-
old values. The Fig. 3 showed that nearly all the regions of 
built-up land were mistakenly identified as water bodies with 
the worst commission errors by using NDWI, followed by 
MSWI. It is possible to describe built-up areas as surface 
water due to the similar positive index values, while SVM 
and OOM are superior to that of NDWI and MSWI. It seems 
that SVM and OOM can effectively suppress the built-up 
land noises which were easily misidentified by NDWI and 
MSWI, and OOM  showed the best results for the artificial 
construction, whereas a very small number of building  
shadows were wrongly identified as water bodies. From 
various water body extraction models in this study, the 
shadow areas are wrongly classified into water information 
at different levels. Compared with all the methods, the NDWI 
had mistaken all the shadow regions into water bodies and 
showed the worst water extraction accuracy, followed by 
MSWI. On the contrary, the OOM showed the highest accu-
racy by mistakenly classifying shadows into surface water on 
shadow regions, the presence of shadows in the images may 
cause misclassification due to similar spectral reflectance 
patterns as water body areas (Sarp & Ozcelik 2016), while 
it indicated that the OOM was more vulnerable to shadow 
pixels than the other method in some way.

selected as the typical samples to analyse the impact on water body extraction methods. A total 
of 200 pure pixels were selected from the GF-2 imagery for each type, which are shown in 
Fig. 3. As far as the unused land is concerned, the commission errors of NDWI were most 
serious, in which some land was almost mistakenly classified by water body, whereas a part 
of unused land was misclassified as surface water by MSWI. In contrast, the performance of 
SVM and OOM is better than that of NDWI and MSWI. In fact, the influence on water body 
extraction accuracy of NDWI and MSWI, a suitable threshold value selection is applied. In 
order to modify the classification errors in water extraction, in next step, the best way for 
NDWI and MSWI is to select the optimum threshold values. The Fig. 3 showed that nearly all 
the regions of built-up land were mistakenly identified as water bodies with the worst 
commission errors by using NDWI, followed by MSWI. It is possible to describe built-up 
areas as surface water due to the similar positive index values, while SVM and OOM are 
superior to that of NDWI and MSWI. It seems that SVM and OOM can effectively suppress 
the built-up land noises which were easily misidentified by NDWI and MSWI, and OOM  
showed the best results for the artificial construction, whereas a very small number of building 
shadows were wrongly identified as water bodies. From various water body extraction models 
in this study, the shadow areas are wrongly classified into water information at different levels. 
Compared with all the methods, the NDWI had mistaken all the shadow regions into water 
bodies and showed the worst water extraction accuracy, followed by MSWI. On the contrary, 
the OOM showed the highest accuracy by mistakenly classifying shadows into surface water 
on shadow regions, the presence of shadows in the images may cause misclassification due to 
similar spectral reflectance patterns as water body areas (Sarp & Ozcelik 2016), while it 
indicated that the OOM was more vulnerable to shadow pixels than the other method in some  
 way. 

Fig. 3: Detail contrast of water extraction results from no-water objects. 
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Water Extraction Accuracy

To test the accuracy of the water extraction in different 
models, we used images with the Gram-Schmidt spectral 
sharpening method to obtain the higher resolution image 
of 0.8 m. According to the scope of the research region 
within Chinese territory, combing the field survey data of 
water and non-water with GPS information (Garmin) of the 
study area, we examined 60 selected check-points (Fig. 4). 
Meanwhile, the water extraction information was applied to 
the ArcGIS 10.3 as the background data, we imported the 
field data into the ArcGIS software as the ground truth in 
shape format, based on the confusion matrix method, four 
accuracy measures are applied to evaluate the performance 
of water indices including overall accuracy and kappa coef-
ficient. Compared to the results of different water extraction 
methods, the accuracy evaluations of the GF-2’S results are 
listed in Table 2.

The Table 2 shows that the accuracy assessment of wa-
ter extraction methods, in which the SVM gave the highest 
overall accuracy of 94.68 % and with Kappa coefficient at 
0.87, followed by OOM, with overall accuracy and Kappa 
coefficient of 93.57% and 0.85, respectively, while the NDWI 

showed the worst overall accuracy at 89.35%, with Kappa 
coefficient of 0.78. In addition, the SVM showed the best 
performance with the highest accuracy in water extraction, 
followed by the OOM, which have the 1.11% and 0.02 higher 
than those of the OOM for overall accuracy and Kappa coef-
ficient, respectively. Meanwhile, the third highest accuracy 
was the MSWI at 92.56% of overall accuracy and at 0.82 of 
the Kappa coefficient.

The properties of surface water vary with seasonal and 
even daily changes, due to the angle of the sun, radiation 
hours and atmospheric composition impacts (Feyisa et al. 
2014, Yang et al. 2015a, 2015b). Compared with other water 
extraction methods in this test site,the NDWI can quickly 
extract water body information form the GF-2 image , wherea 
performed the worst surface water extraction accuracy at 
89.35%. In addition, the surface water total errors of omis-
sion and commission were lowest at 12.45% and 25.64%, 
respectively (Table 3). Especially in the region of building 
areas, shadows and unused land were wrongly identified 
as surface water. According to the previous research (Ji et 
al. 2015, Xiong et al. 2018, Masocha et al. 2018), it seems 
that NDWI was suitable for simple water body extraction 
in multi-spectral 30m resolution image of Landsat TM and 
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Schmidt spectral sharpening method to obtain the higher resolution image of 0.8 m. According 
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and kappa coefficient. Compared to the results of different water extraction methods, the 
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moderate-resolution image of MODIS data by band calcula-
tions; whereas it could realize the surface water automation 
extraction under the demands of lower accuracy, we can 
conclude that NDWI was not recommended to obtain water 
body in GF-2 images.

The total omission and commission errors of MSWI at 
6.38% and 32.87%, respectively, compared to the NDWI, the 
MSWI not only extracted the small and tiny water bodies with 
the faster speed but also kept the complete shape of water 
that conformed to the actual geographical distribution, which 
can quickly obtain the surface water from remote sensing 
data and is suitable for hydrological emergency monitoring. 
However, this algorithm cannot distinguish between shadow 
pixels and water pixel in some regions. Also, the water ex-
traction accuracy mainly relies on the experimental thresh-
old value selection which is influenced by the subjective 
judgment of the researcher. Demands for lower accuracy of 
water monitoring and water emergency like flood risks, we 
propose this method for extracting surface water.

SVM, with the total omission and commission errors of 
5.31% and 6.75%, respectively, can improve the water ex-
traction accuracy and speed from GF-2 images, we propose 
this method as the best way to identify water bodies and 
effectively detect surface water in the study region. Great 
influence on water extraction speed of this model is related 
to the number of sample selections, while some region as-
sociated with classifying mixed pixels of shadow occurred 
the small omission errors.

The total omission and commission errors of OOM 
were similar to that of SVM, the water extraction results of 
OOM also could supply the demands for the department of 
water administration in detecting surface water. However, 
during the water extraction procession from high-resolution 
remote sensing image, applying the segmentation level and 
the merging level was mostly evaluated by the experimental 
threshold, comparing with SVM, which is greatly affected 
by manual interventions and cost more time with lower 
inefficiency. Therefore, it was not available for water body 
extraction and detecting surface water in the emergency. 
Although applying the Chinese high-resolution images to 
study water body extraction was relatively less, in the future, 
we would make full use of the spatial, spectral and texture 

attributes of GF-2 multi-spectral high-resolution and apply 
new algorithm to extract water body, especially focused on 
the panchromatic image.

CONCLUSIONS 

In this paper, the boundary river of Ussuri River of Tongjiang 
section between China and Russia was taken as the research 
region. Using GF-2 multi-spectral high-resolution remote 
sensing imagery of China government, we conducted the 
study by applying four methods for surface water extraction. 
Our results showed that all the models can extract large wa-
ter body information to some degree, the results of NDWI 
models are not very good because some small water bodies 
could not be effectively extracted from GF-2 images. On the 
countrary, the performances of surface water extraction of 
study region indicate that the methods of SVM and OOM 
are suitable for detecting and updating surface water bodies 
from GF-2 images when compared to the other indices.We 
can conclude that NDWI methods are suitable for surface 
water extraction from Landsat TM or MODIS images.

Compared with classification results of a water body, 
SVM algorithms can extract surface water information more 
accurately than the other methods, which gives the highest 
overall accuracy of 94.68 % and with Kappa coefficient at 
0.87, followed by OOM. While the NDWI can quickly extract 
water body information form the GF-2 image, which owes 
the highest omission and commission errors of 12.45% and 
55.64%, respectively, followed by MSWI. Therefore, we 
proposed the SVM method as the best way to identify the 
water body and to effectively detect surface water in the 
study region. Further study is needed in GF-2 image for water 
information extraction in the future, we would make full use 
of the spatial, spectral and texture attributes of GF-2 mul-
ti-spectral high-resolution and apply new algorithm to extract 
water bodies, especially focused on the panchromatic image.
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ABSTRACT
To compare lead (Pb) tolerance and accumulation characteristics, 14 herbaceous plants were treated 
with different concentrations of lead (0 mg∙kg-1, 500 mg∙kg-1, 1000 mg∙kg-1, 1500 mg∙kg-1, 2000 mg∙kg-1) 
through an indoor pot experiment. Results indicated that the shoot dry weights (DWs), tolerance 
index (TI) and root tolerance index (RTI) of 14 herbaceous plants decreased with the increase of lead 
concentration. After comprehensive evaluation, Campsis grandiflora, Polygonum lapathifolium, Lolium 
perenne, and Poa annua were confirmed as tolerant plants to be cultivated in lead-zinc mining area. 
Moreover, shoots of the Rudbeckia hirta could effectively absorb the lead (I I) with the bioconcentration 
factor (BCF) of 2.29. The translocation factor (TF) of 6 herbaceous plants were larger than 1.0. They 
are: Polygonum lapathifolium (3.04) > Medicago sativa (2.49) > Rudbeckia hirta (1.72) > Talinum 
paniculatum (1.44) > Capsicum annuum cv. 276 (1.36) > Trifolium repens (1.21. Finally, after integration 
the BCF, TF and repair potential indices, we found that Rudbeckia hirta had a good restoration potential 
and its lead cumulation in the shoot was the highest (2.576 mg per plant) when the concentration 
was up to 1000 mg∙kg-1. Therefore, Rudbeckia hirta could be identified as a pioneer species of Pb-
hyperaccumulator. 

INTRODUCTION 

Lead is the most prevalent heavy metal contaminant and a 
human carcinogen (Ozkan et al. 2005, Guo et al. 2016). Over 
the past 50 years, approximately 783 thousand tons of lead 
have been reported to be entering the environment, espe-
cially the soil (Cui et al. 2013). Soil lead pollution disrupts 
the normal function of the ecosystem and poses a huge risk 
to human health. Cleaning up contaminated soil is a major 
challenge in environmental engineering. 

Despite soil remediation techniques are numerous, 
most of them require high cost, intensive labour and may 
cause irreversible soil disturbances (Bhargava et al. 2012). 
Phytoremediation can provide efficient, cost-effective, 
and environmentally friendly remediation methods for the 
decontamination of heavy metal-polluted soils. Therefore, 
screening hyperaccumulators and tolerant species is a key 
step in the phytoremediation of soils (Mahdavian et al. 2017). 
Nowadays scientists found that the hyper-accumulators are 
mostly small biomass plants, and the most suitable hyper-
accumulators are often the dominant plants in contaminated 
areas (Gao et al. 2014, Qin et al. 2013). Some studies show 
that the families of Gramineae, Compositae, Leguminosae, 
Cruciferae, Cyperus, and Pteridaceae in metal mining areas 
are prominent in accumulation and translocation (Nie et al. 
2004). Sesbania drummondii (Sahi et al. 2002, Sharma et al. 

2004), Hemidesmus indicus (Chandra et al. 2005), Arabis 
paniculata (Tang et al. 2009), and Plantago orbignyana 
(Bech et al. 2011) have been successfully used for phytore-
mediation of lead-zinc mines in some areas (Srivastava et al. 
2014, Li et al. 2015). However, only a few studies focus on 
lead tolerant plants in southwestern China. As the distribution 
of plant resources is regional and temporal, screening out 
hyperaccumulators of high biomass and strong resistance 
for phytoremediation become practical. 

We have selected 14 plant species in the southwest of Chi-
na based on previous research to carry out seed germination 
indoor and experiment on plants’ response to lead stress. The 
objectives of the study included: (1) evaluate and compare the 
effect of different application rates of lead on the growth; and 
(2) finding more hyperaccumulators through the evaluation 
and comparison of lead tolerance and accumulation traits 
of 14 plant species. 

MATERIALS AND METHODS

Pot Experiment

Seeds of fourteen plant species were collected from areas 
surrounding Xiangbao mountain (Lat. 26°11’-27°22’N, 
Long. 106°07’-107°11’E) in Guiyang city because there is 
a decades-year-old coal mine. The species sampled were 
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from 6 families and 14 genera, including Cynodon dac-
tylon (L.) Pers., Lolium perenne L., Poa annua L., Aster 
ageratoides Turcz. var. laticorymbus (Vant.) Hand.-Mazz., 
Rudbeckia hirta L., Cosmos sulphureus Cav., Gynura bicolor 
L., Capsicum annuum cv.276, Trifolium repens, Medicago 
sativa L., Calendula officinalis, Bidens pilosa L., Polygonum 
lapathifolium L. and Talinum paniculatum (Jacq.) Gaertn. 
Seeds were germinated in an incubator at 25±1℃. After 7 days, 
seedlings were planted in individual pots. Soils were taken 
from the nearby farmland of Guizhou Normal University. 
Soil properties were as follows, pH: 7.36, organic matter: 
31.24 g·kg-1, nitrogen (N): 213.52 mg·kg-1, phosphorus (P): 
4.53mg·kg-1 and potassium (K): 4.27 mg·kg-1. Fertilization 
was not necessary during the growth stage. Five seedlings 
were planted in a 15cm×18cm pot with 1kg of soil, which 
contains lead (heavy metal) acetate [Pb(CH3COO)2·3H2O; 
0, 500, 1000, 1500 and 2000 mg·kg-1]. After 90 days of 
treatment, plant samples were drawn for observations.

Chemical Analysis

The plant samples were divided into roots and shoots before 
rinsed thoroughly with tap water and distilled water to re-
move adhering soil particles and sewage. Shoot height (the 
distance between the base of the tallest leaf and the tip of 
the lamina) and root length were measured. For dry weight 
determination, the cleaned samples were oven-dried at 105°C 
for 15 min and 70°C until constant weight. After their weight 
was recorded, dried plant samples were ground to pass a 1 
mm mesh sieve, and wet digested in an HNO3/HClO4 (5:1) 
mixture (Wu et al. 2010). The samples were analysed on an 
atomic absorption spectrophotometer, model ZEEnit 700P. 
The accuracy of the method was verified by analysing cer-
tified reference material (GBW 07604 - Poplar leaves) from 
the National Centre for Standard Materials (Beijing China). 

Data Processing

One-way analysis of variance (ANOVA) was used to test the 
effects of the different valuables on the measured factors. 
Duncan’s multiple range test was used to compare means 
when a significant variation was highlighted by the analysis 
of variance. SPSS 22.0 software and Origin 9.1 software were 
used for data processing. Bioconcentration factor (BCF), 
translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants 
(MASP) were calculated based on the following formulas:

 BCF = [Metal]shoot/ [Meter]soil  …(1)

 TF = [Metal]shoot / [Metal]root  …(2)

 SILTF=[Determination of indicators]average/
 [Control determination]  …(3) 
      MASP = [Metal]shoot × [Biomass]shoot  …(4)

Evaluation Methods

A comprehensive evaluation of lead tolerance of plants was 
conducted with Membership Function Method and Standard 
Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related 
formulas can be expressed as follows:

 (1) Using membership function to standardize the 
indicators:

 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
expressed as follows: 

(1) Using membership function to standardize the indicators: 

                    )/()()( minmaxmin jjjijij XXXXX                …(5) 

where )( ijX  is the membership function of index j of class i; ijX  is the average measured value of 

index j of class i, and minjX  and maxjX denote the minimum and maximum values of index j. 

(2) Determination of weight:  

                    
)(/)]()([

1

2
ij

m

i
ijijij XXXV 




                 …(6) 

                         




n

j
ijijij VVW

1
/

                          …(7)   

Where, Vij is the standard deviation coefficient of each index; Wij is the weight coefficient of each 

  …(5)

  where 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
expressed as follows: 

(1) Using membership function to standardize the indicators: 

                    )/()()( minmaxmin jjjijij XXXXX                …(5) 

where )( ijX  is the membership function of index j of class i; ijX  is the average measured value of 

index j of class i, and minjX  and maxjX denote the minimum and maximum values of index j. 

(2) Determination of weight:  

                    
)(/)]()([

1

2
ij

m

i
ijijij XXXV 




                 …(6) 

                         




n

j
ijijij VVW

1
/

                          …(7)   

Where, Vij is the standard deviation coefficient of each index; Wij is the weight coefficient of each 

 is the membership function of index j of 
class i; 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
expressed as follows: 

(1) Using membership function to standardize the indicators: 

                    )/()()( minmaxmin jjjijij XXXXX                …(5) 

where )( ijX  is the membership function of index j of class i; ijX  is the average measured value of 

index j of class i, and minjX  and maxjX denote the minimum and maximum values of index j. 

(2) Determination of weight:  

                    
)(/)]()([

1

2
ij

m

i
ijijij XXXV 




                 …(6) 

                         




n

j
ijijij VVW

1
/

                          …(7)   

Where, Vij is the standard deviation coefficient of each index; Wij is the weight coefficient of each 

 is the average measured value of index j of  
class i, 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
expressed as follows: 

(1) Using membership function to standardize the indicators: 

                    )/()()( minmaxmin jjjijij XXXXX                …(5) 

where )( ijX  is the membership function of index j of class i; ijX  is the average measured value of 

index j of class i, and minjX  and maxjX denote the minimum and maximum values of index j. 

(2) Determination of weight:  

                    
)(/)]()([

1

2
ij

m

i
ijijij XXXV 




                 …(6) 

                         




n

j
ijijij VVW

1
/

                          …(7)   

Where, Vij is the standard deviation coefficient of each index; Wij is the weight coefficient of each 

 and 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
expressed as follows: 

(1) Using membership function to standardize the indicators: 

                    )/()()( minmaxmin jjjijij XXXXX                …(5) 

where )( ijX  is the membership function of index j of class i; ijX  is the average measured value of 

index j of class i, and minjX  and maxjX denote the minimum and maximum values of index j. 

(2) Determination of weight:  

                    
)(/)]()([

1

2
ij

m

i
ijijij XXXV 




                 …(6) 

                         




n

j
ijijij VVW

1
/

                          …(7)   

Where, Vij is the standard deviation coefficient of each index; Wij is the weight coefficient of each 

 and denote the minimum and 
maximum values of index j.

 (2) Determination of weight: 

 

3 

90 days of treatment, plant samples were drawn for observations. 
 
Chemical Analysis 
The plant samples were divided into roots and shoots before rinsed thoroughly with tap water and 
distilled water to remove adhering soil particles and sewage. Shoot height (the distance between the base 
of the tallest leaf and the tip of the lamina) and root length were measured. For dry weight determination, 
the cleaned samples were oven-dried at 105℃ for 15 min and 70℃ until constant weight. After their 
weight was recorded, dried plant samples were ground to pass a 1 mm mesh sieve, and wet digested in 
an HNO3/HClO4 (5:1) mixture (Wu et al. 2010). The samples were analysed on an atomic absorption 
spectrophotometer, model ZEEnit 700P. The accuracy of the method was verified by analysing certified 
reference material (GBW 07604 - Poplar leaves) from the National Centre for Standard Materials 
(Beijing China).  
 
Data Processing 
One-way analysis of variance (ANOVA) was used to test the effects of the different valuables on the 
measured factors. Duncan’s multiple range test was used to compare means when a significant variation 
was highlighted by the analysis of variance. SPSS 22.0 software and Origin 9.1 software were used for 
data processing. Bioconcentration factor (BCF), translocation factor (TF), single index of lead tolerance 
factor (SILTF) and metal accumulation in the shoot of plants (MASP) were calculated based on the 
following formulas: 

BCF = [Metal]shoot/ [Meter]soil                     …(1) 
TF = [Metal]shoot / [Metal]root                     …(2) 

        SILTF=[Determination of indicators]average/[Control determination]     …(3) 
MASP = [Metal]shoot × [Biomass]shoot               …(4) 

 
Evaluation Methods 
A comprehensive evaluation of lead tolerance of plants was conducted with Membership Function 
Method and Standard Deviation Coefficient (Li et al. 2009, Li et al. 2015). Related formulas can be 
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Where, D refers to the comprehensive evaluation value of all indices. It is used to measure the lead 
tolerance. 
 
RESULTS 

Tolerance Analysis of Pb 
Different shoot dry weights (DWs) under changing lead concentrations are given in Table 1. Under the 
lead concentration of 500 mg·kg-1, DWs of 14 plant species do not change significantly, indicating that 
the plants were free of this level of poison. The shoot biomass of Rudbeckia hirta, Cosmos sulphureus, 
Gynura bicolor, Capsicum annuum cv.276 and Bidens pilosa decreased considerably under 1,000, 1,500 
and 2,000 mg·kg-1 of lead concentrations. The shoot biomass of Cynodon dactylon, Lolium perenne, Poa 
annua, Aster ageratoides and Trifolium repens decreased substantially under 1,500 and 2,000 mg·kg-1 of 
lead concentrations. In contrast, no significant change was observed in the shoot biomass of Medicago 
sativa, Calendula officinalis, Polygonum lapathifolium and Talinum paniculatum under all lead 
concentrations.  

Table 1: Shoot dry weights under different lead concentrations. 

Species 
Shoot dry weight under different lead concentrations (g·pot-1) 

CK 500 mg·kg-1 1000 mg·kg-1 1500 mg·kg-1 2000 mg·kg-1 

Cynodon dactylon 3.23 ± 0.08a 3.06 ± 0.25a 3.18 ± 0.21a 2.17 ± 0.13b 1.97 ± 0.27b 

Lolium perenne 2.73 ± 0.04a 2.97 ± 0.16a 2.31 ± 0.25a 1.89 ± 0.32b 1.39 ± 0.21c 

Poa annua 1.88 ± 0.45a 1.82 ± 0.13a 1.53 ± 0.12a 0.89 ± 0.19b 0.67 ± 0.10b 

Aster ageratoides 2.31 ± 0.25a 2.07 ± 0.12a 1.82 ± 0.13b 0.98 ± 0.31c - 

Rudbeckia hirta 3.97 ± 0.23a 2.19 ± 0.04ab 1.32 ± 0.12b 1.61 ± 0.17b 1.13 ± 0.18c 

Cosmos sulphureus 2.03 ± 0.02a 1.86 ± 0.16a 1.21 ± 0.06b 1.09 ± 0.24b 1.31 ± 0.07b 

Gynura bicolor 1.51 ± 0.09a 1.36 ± 0.17a 1.25 ± 0.03ab 1.1 ± 0.26b 0.96 ± 0.19b 

Capsicum annuum cv.276 3.02 ± 0.30a 2.78 ± 0.35a 2.36 ± 0.12b 1.73 ± 0.11c - 

Trifolium repens 1.98 ± 0.17a 2.17 ± 0.36a 1.85 ± 0.23a 1.3 ± 0.15b 0.95 ± 0.18c 

Medicago sativa. 1.77 ± 0.16a 1.58 ± 0.17a 1.35 ± 0.03a 1.27 ± 0.23ab 1.15 ± 0.22b 

Calendula officinalis 2.56 ± 0.24a 2.1 ± 0.31a 1.83 ± 0.06a 1.95 ± 0.28a 1.69 ± 0.32b 

Bidens pilosa 5.53 ± 0.39a 5.41 ± 0.32a 6.33 ± 0.45b 5.1 ± 0.27a 4.17 ± 0.19c 

Polygonum lapathifolium 1.87 ± 0.03a 1.85 ± 0.24a 0.99 ± 0.15b 1.32 ± 0.09ab 1.27 ± 0.06ab 

Talinum paniculatum 0.61 ± 0.04a 0.55 ± 0.12a 0.6 ± 0.15a 0.65 ± 0.11a 0.63 ± 0.06a 

Note: Different letters indicate a significant difference between the different treatments of the same plant (mean±S.D, p < 0.05, n 

= 5). 

 

The tolerance index (TI) is the ratio of shoot dry weights of the treatment group to the control group. TI 
greater than 0.5 indicates the plant grows well and has a good tolerance (Wu et al. 2017). The root 
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Where, D refers to the comprehensive evaluation value 
of all indices. It is used to measure the lead tolerance.

RESULTS

Tolerance Analysis of Pb

Different shoot dry weights (DWs) under changing lead 
concentrations are given in Table 1. Under the lead con-
centration of 500 mg·kg-1, DWs of 14 plant species do not 
change significantly, indicating that the plants were free of 
this level of poison. The shoot biomass of Rudbeckia hirta, 
Cosmos sulphureus, Gynura bicolor, Capsicum annuum 
cv.276 and Bidens pilosa decreased considerably under 
1,000, 1,500 and 2,000 mg·kg-1 of lead concentrations. The 
shoot biomass of Cynodon dactylon, Lolium perenne, Poa 
annua, Aster ageratoides and Trifolium repens decreased 
substantially under 1,500 and 2,000 mg·kg-1 of lead concen-
trations. In contrast, no significant change was observed in 
the shoot biomass of Medicago sativa, Calendula officinalis, 
Polygonum lapathifolium and Talinum paniculatum under all 
lead concentrations. 

The tolerance index (TI) is the ratio of shoot dry weights 
of the treatment group to the control group. TI greater than 
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0.5 indicates the plant grows well and has a good tolerance 
(Wu et al. 2017). The root tolerance index (RTI) is the ratio 
of the average root length of each treatment group to the 
control group. Generally, RTI greater than 0.9 indicates 
that the root growth of the plant is not significantly inhibited 
(Chehregani et al. 2009). Therefore, TI and RTI can be used 
as an important index of plant heavy metal tolerance. 

According to the TI and RTI values under different lead 
concentration (Table 2), it is shown that Cynodon dacty-
lon, Lolium perenne, Cosmos sulphureus, Gynura bicolor, 
Calendula officinalis and Polygonum lapathifolium had 
good tolerance for lead stress, and their TI and RTI values 
were greater than 0.5 and 0.9 in all treatments. As the lead 
concentration increased in the treatment group, both TI and 
RTI of these 14 plants gradually declined. TI of Poa annua, 
Rudbeckia hirta and Trifolium repens gradually decreased 
with the increase of lead concentrations to 0.5. But most of 
the plants showed significant damage at the lead concentra-
tion of 2000 mg·kg-1, and the RTI values gradually began to 
be less than 0.9; furthermore, Aster ageratoides, Capsicum 
annuum cv.276 were killed at the lead concentration of 2000 
mg·kg-1. When evaluated from DW, TI and RTI together, the 
Polygonum lapathifolium showed a strong tolerance and no 
obvious signs of damage under all treatments.

Characteristics of Lead Accumulation  

The lead concentration in shoot and root of 14 herbaceous 
plants were analysed by variance analysis (Fig. 1). The aerial 
part results demonstrated that most plants were significantly 
affected by the increase in lead concentrations. However, the 

lead concentration in shoots of Rudbeckia hirta, Trifolium 
repens and Polygonum lapathifolium increased and then 
stabilise before slowly declining. Therefore, the lead concen-
tration in shoots did not maintain growth but slowed down or 
even declined when it exceeded the tolerance concentration, 
due to inhibition effects. At the initial concentration, no sig-
nificant difference was observed on the lead concentration 
in shoots and roots. As lead concentrations increased, most 
roots have higher lead concentration than shoots.

Under the treatments of 1000 mg·kg-1 and 1500 mg·kg-1, 
no significant change of lead concentration in shoots was 
observed, except for Cynodon dactylon, Cosmos sulphureus, 
Capsicum annuum cv.276, and Medicago sativa. When the 
treatment exceeded 500 mg·kg-1, Cynodon dactylon, Aster 
ageratoides, Rudbeckia hirta, Gynura bicolor, Capsicum 
annuum cv.276 and Trifolium repens would have a substan-
tially higher lead concentration in shoots compared with the 
control group. When the treatment exceeded 1000 mg·kg-1, 
Lolium perenne, Poa annua, Cosmos sulphureus, Medicago 
sativa and Calendula officinalis would have a substantially 
higher lead concentration in shoots compared with the control 
group. It is not until the treatment exceeding 1500 mg·kg-1 
when Bidens pilosa and Polygonum lapathifolium started 
to show significantly higher lead concentration in shoots 
than that in the control. The lead accumulation in shoots of 
the Rudbeckia hirta and Capsicum annuum cv.276 passed 
the critical value of 1000 mg·kg-1 when they were treated 
with 1,000 mg·kg-1 of lead concentration. It was noted that 
the lead concentration in the shoots of Rudbeckia hirta had 
already exceeded the critical value when it was under the 

Table 1: Shoot dry weights under different lead concentrations.

Species Shoot dry weight under different lead concentrations (g·pot-1)

CK 500 mg·kg-1 1000 mg·kg-1 1500 mg·kg-1 2000 mg·kg-1

Cynodon dactylon 3.23 ± 0.08a 3.06 ± 0.25a 3.18 ± 0.21a 2.17 ± 0.13b 1.97 ± 0.27b

Lolium perenne 2.73 ± 0.04a 2.97 ± 0.16a 2.31 ± 0.25a 1.89 ± 0.32b 1.39 ± 0.21c

Poa annua 1.88 ± 0.45a 1.82 ± 0.13a 1.53 ± 0.12a 0.89 ± 0.19b 0.67 ± 0.10b

Aster ageratoides 2.31 ± 0.25a 2.07 ± 0.12a 1.82 ± 0.13b 0.98 ± 0.31c -

Rudbeckia hirta 3.97 ± 0.23a 2.19 ± 0.04ab 1.32 ± 0.12b 1.61 ± 0.17b 1.13 ± 0.18c

Cosmos sulphureus 2.03 ± 0.02a 1.86 ± 0.16a 1.21 ± 0.06b 1.09 ± 0.24b 1.31 ± 0.07b

Gynura bicolor 1.51 ± 0.09a 1.36 ± 0.17a 1.25 ± 0.03ab 1.1 ± 0.26b 0.96 ± 0.19b

Capsicum annuum cv.276 3.02 ± 0.30a 2.78 ± 0.35a 2.36 ± 0.12b 1.73 ± 0.11c -

Trifolium repens 1.98 ± 0.17a 2.17 ± 0.36a 1.85 ± 0.23a 1.3 ± 0.15b 0.95 ± 0.18c

Medicago sativa. 1.77 ± 0.16a 1.58 ± 0.17a 1.35 ± 0.03a 1.27 ± 0.23ab 1.15 ± 0.22b

Calendula officinalis 2.56 ± 0.24a 2.1 ± 0.31a 1.83 ± 0.06a 1.95 ± 0.28a 1.69 ± 0.32b

Bidens pilosa 5.53 ± 0.39a 5.41 ± 0.32a 6.33 ± 0.45b 5.1 ± 0.27a 4.17 ± 0.19c

Polygonum lapathifolium 1.87 ± 0.03a 1.85 ± 0.24a 0.99 ± 0.15b 1.32 ± 0.09ab 1.27 ± 0.06ab

Talinum paniculatum 0.61 ± 0.04a 0.55 ± 0.12a 0.6 ± 0.15a 0.65 ± 0.11a 0.63 ± 0.06a

Note: Different letters indicate a significant difference between the different treatments of the same plant (mean±S.D, p < 0.05, n = 5).
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Table 2: Tolerance index and root tolerance index of 14 species of plants under different lead gradient. 

Species Tolerance index and Root tolerance index

500/mg·kg-1 1000/mg·kg-1 1500/mg·kg-1 2000/mg·kg-1

TI RTI TI RTI TI RTI TI RTI

Cynodon dactylon 0.95 0.96 0.98 0.96 0.67 0.94 0.61 0.92

Lolium perenne 1.09 1 0.85 0.96 0.69 0.96 0.51 0.94

Poa annua 0.97 0.97 0.81 0.97 0.47 0.92 0.36 0.92

Aster ageratoides 0.90 0.98 0.79 0.98 0.42 0.93 - -

Rudbeckia hirta 0.55 1 0.33 0.96 0.41 0.93 0.28 0.89

Cosmos sulphureus 0.92 1.02 0.60 1.05 0.54 0.96 0.65 0.91

Gynura bicolor 0.90 0.99 0.83 0.98 0.73 0.95 0.64 0.95

Capsicum annuum cv.276 0.92 1.02 0.78 1.04 0.57 1 - -

Trifolium repens 1.10 1 0.93 1.02 0.66 0.93 0.48 0.86

Medicago sativa 0.89 0.93 0.76 0.98 0.72 0.95 0.65 0.88

Calendula officinalis 0.82 1 0.71 0.96 0.76 0.95 0.66 0.92

Bidens pilosa 0.98 1 1.14 1.03 0.92 1 0.75 0.86

Polygonum lapathifolium 0.99 0.99 0.53 0.99 0.71 0.99 0.68 0.97

Talinum paniculatum 0.90 1 0.98 0.94 1.07 0.91 1.03 0.85

500 mg·kg-1 treatment, with the highest average lead con-
centration of 1783 mg·kg-1.

The bioconcentration factor (BCF) and translocation fac-
tor (TF) of 14 plants under different concentrations are shown 
in Fig. 2. The results indicated that Lolium perenne, Aster 
ageratoides, Bidens pilosa and Polygonum lapathifolium 
showed no significant change in BCF under all treatments. 
Except for Cynodon dactylon and Capsicum annuum cv.276, 
BCF of other plants decreased with the increase of lead 
treatment. TF of Poa annua and Aster ageratoides showed 
no significant difference at all concentrations. However, TF 
of Lolium perenne, Rudbeckia hirta, Cosmos sulphureus, 
Gynura bicolor and Trifolium repens decreased with the 
increase of lead treatment. 

Among 14 plants, only Rudbeckia hirta’s BCF was more 
than 1.0 at both the concentrations of 500 mg·kg-1 and 1000 
mg·kg-1. When the Capsicum annuum cv.276 was treated 
with 1500 mg·kg-1 lead concentration, Medicago sativa was 
treated at 1000 mg·kg-1, and Rudbeckia hirta, Trifolium re-
pens and Talinum paniculatum were treated at 500 mg·kg-1, 
their TFs were more than 1.0, indicating that lead transport 
capacity of plants was closely related to their tolerance.

Different capital letters meant a significant difference of 
translocation factors at 0.05 level among treatments

Comprehensive Evaluation of Lead Tolerance for 14 
Plants

The lead tolerance of 14 plant species was sorted according 
to the standard deviation coefficient. Six indicators of plant 

height, root length, shoot and root biomass and lead absorp-
tion were considered. Besides, lead tolerance coefficients, 
subordination and D value of comprehensive evaluation were 
calculated (Table 3). Based on the results, the comprehensive 
lead tolerance for 14 plants were as follows: Trifolium repens 
> Polygonum lapathifolium > Lolium perenne > Poa annua 
> Aster ageratoides > Bidens pilosa > Cosmos sulphureus 
> Cynodon dactylon > Medicago sativa > Gynura bicolor > 
Capsicum annuum cv. 276 > Rudbeckia hirta > Calendula 
officinalis > Talinum paniculatum.   

Among 14 herbaceous plants, Rumex acetosa showed 
a strong tolerance. Shi et al. (2007) used four indicators, 
including lead concentration in shoots, lead concentration 
in roots, RTI and BCF, to evaluate the lead tolerance of 3 
gramineous forages. They reached the following conclusion 
of lead tolerance orders: Lolium perenne > Poa annua > Cy-
nodon dactylon. According to the comprehensive evaluation 
results, the uptake of lead in the root systems of Trifolium 
repens and Polygonum lapathifolium was low at various 
concentrations. They showed a strong resistance to lead. In 
contrast, the advantages of Lolium perenne and Poa annua 
included higher capacity in lead absorption and adaptation. 
Therefore, these plants with exclusion and accumulation 
characteristics could be cultivated together as tolerant plants 
in the lead-zinc mining area.

DISCUSSION

Tolerance mechanisms for heavy metals vary in different 
plants. Even the same species of plants will react in differ-
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and Medicago sativa. When the treatment exceeded 500 mg·kg-1, Cynodon dactylon, Aster ageratoides, 
Rudbeckia hirta, Gynura bicolor, Capsicum annuum cv.276 and Trifolium repens would have a 
substantially higher lead concentration in shoots compared with the control group. When the treatment 
exceeded 1000 mg·kg-1, Lolium perenne, Poa annua, Cosmos sulphureus, Medicago sativa and 
Calendula officinalis would have a substantially higher lead concentration in shoots compared with the 
control group. It is not until the treatment exceeding 1500 mg·kg-1 when Bidens pilosa and Polygonum 
lapathifolium started to show significantly higher lead concentration in shoots than that in the control. 
The lead accumulation in shoots of the Rudbeckia hirta and Capsicum annuum cv.276 passed the critical 
value of 1000 mg·kg-1 when they were treated with 1,000 mg·kg-1 of lead concentration. It was noted 
that the lead concentration in the shoots of Rudbeckia hirta had already exceeded the critical value when 
it was under the 500 mg·kg-1 treatment, with the highest average lead concentration of 1783 mg·kg-1. 
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Fig. 1: Shoot and root lead accumulation under different lead concentrations. 

Note: Different small letters meant a significant difference of shoot lead content at 0.05 level among treatments; Different capital 

letters meant a significant difference of root lead content at 0.05 level among treatment 
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lead treatment. TF of Poa annua and Aster ageratoides showed no significant difference at all 
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and Trifolium repens decreased with the increase of lead treatment.  

Among 14 plants, only Rudbeckia hirta’s BCF was more than 1.0 at both the concentrations of 500 
mg·kg-1 and 1000 mg·kg-1. When the Capsicum annuum cv.276 was treated with 1500 mg·kg-1 lead 
concentration, Medicago sativa was treated at 1000 mg·kg-1, and Rudbeckia hirta, Trifolium repens and 
Talinum paniculatum were treated at 500 mg·kg-1, their TFs were more than 1.0, indicating that lead 
transport capacity of plants was closely related to their tolerance. 
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icant difference of root lead content at 0.05 level among treatment

Fig. 1: Shoot and root lead accumulation under different lead concentrations.

ent ways at different concentrations of heavy metals. The 
biomass of Trifolium repens and Lolium perenne increased 
at 500 mg·kg-1 of lead treatment, indicating that low lead 
concentration could promote growth. Liu et al. (2006) have 

also found that lead concentrations below 200 mg·kg-1 will 
promote the root growth of cucumber seedlings. It might 
be caused by organic acids excreted by the plants under the 
stimulus of heavy metals at low concentrations. Organic 
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pilosa and Polygonum lapathifolium showed no significant change in BCF under all treatments. Except 
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and Trifolium repens decreased with the increase of lead treatment.  
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Fig. 2: Shoot bioaccumulation and translocation factors under different Pb concentrations. 

Note: Different small letters meant a significant difference in shoot bioaccumulation factors at 0.05 level among treatments; 

Different capital letters meant a significant difference of translocation factors at 0.05 level among treatments 

 

Comprehensive Evaluation of Lead Tolerance for 14 Plants 
The lead tolerance of 14 plant species was sorted according to the standard deviation coefficient. Six 
indicators of plant height, root length, shoot and root biomass and lead absorption were considered. 
Besides, lead tolerance coefficients, subordination and D value of comprehensive evaluation were 
calculated (Table 3). Based on the results, the comprehensive lead tolerance for 14 plants were as follows: 
Trifolium repens > Polygonum lapathifolium > Lolium perenne > Poa annua > Aster ageratoides > 
Bidens pilosa > Cosmos sulphureus > Cynodon dactylon > Medicago sativa > Gynura bicolor > 
Capsicum annuum cv. 276 > Rudbeckia hirta > Calendula officinalis > Talinum paniculatum.    
Among 14 herbaceous plants, Rumex acetosa showed a strong tolerance. Shi et al. (2007) used four 
indicators, including lead concentration in shoots, lead concentration in roots, RTI and BCF, to evaluate 
the lead tolerance of 3 gramineous forages. They reached the following conclusion of lead tolerance 
orders: Lolium perenne > Poa annua > Cynodon dactylon. According to the comprehensive evaluation 
results, the uptake of lead in the root systems of Trifolium repens and Polygonum lapathifolium was low 
at various concentrations. They showed a strong resistance to lead. In contrast, the advantages of Lolium 
perenne and Poa annua included higher capacity in lead absorption and adaptation. Therefore, these 
plants with exclusion and accumulation characteristics could be cultivated together as tolerant plants in 

Note: Different small letters meant a significant difference in shoot bioaccumulation factors at 0.05 level among treatments;

Fig. 2: Shoot bioaccumulation and translocation factors under different Pb concentrations.
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Table 3: The single lead tolerances coefficient, subordination value and D value of comprehensive evaluation. 

Plants

Resistance to each index lead coefficient Membership function value

D val-
uesPlant 

height
Root 
length

Shoots 
bio-
mass

Root 
bio-
mass

Shoots 
lead ab-
sorption

Root 
lead 
absorp-
tion

µ(1) µ(2) µ(3) µ(4) µ(5) µ(6)

Cynodon  
dactylon

0.87 0.70 0.80 0.89 5.71 26.03 0.639 0.450 0.597 0.625 0.323 0.576 0.504

Lolium perenne 0.89 0.72 0.78 0.83 22.28 56.98 0.722 0.533 0.549 0.555 0.559 0.477 0.568

Poa annua 0.96 0.70 0.65 0.82 3.15 37.46 0.576 0.440 0.569 0.564 0.501 0.581 0.542

Aster  
ageratoides

0.85 0.70 0.76 0.97 3.26 3.21 0.574 0.560 0.442 0.582 0.411 0.486 0.486

Rudbeckia 
hirta

0.96 0.70 0.79 0.86 2.50 2.63 0.480 0.628 0.574 0.587 0.694 0.457 0.569

Cosmos  
sulphureus

0.86 0.70 0.39 0.54 8.48 8.99 0.625 0.600 0.322 0.331 0.535 0.355 0.450

Gynura bicolor 0.84 0.71 0.74 0.58 2.11 11.11 0.435 0.550 0.436 0.172 0.524 0.697 0.523

Capsicum  
annuum cv.276

0.95 0.73 0.67 1.18 1.27 4.39 0.591 0.880 0.264 0.273 0.398 0.338 0.411

Trifolium 
repens

1.00 0.73 0.95 0.87 1.12 4.53 0.516 0.671 0.527 0.619 0.410 0.573 0.528

Medicago 
sativa

0.94 0.72 0.77 0.60 1.56 2.16 0.400 0.500 0.502 0.459 0.487 0.476 0.474

Calendula 
officinalis

0.84 0.64 0.70 0.75 12.95 12.00 0.533 0.500 0.612 0.610 0.527 0.492 0.531

Bidens pilosa 0.85 0.74 0.73 0.90 3.52 3.18 0.364 0.600 0.534 0.585 0.495 0.661 0.557

Polygonum 
lapathifolium

1.26 0.68 0.76 0.74 4.17 4.05 0.698 0.417 0.576 0.521 0.300 0.474 0.454

Talinum  
paniculatum

0.85 0.68 1.00 1.24 0.63 2.33 0.584 0.600 0.580 0.356 0.462 0.343 0.444

Weights 0.10 0.08 0.08 0.12 0.30 0.32

acids will stimulate the root growth of plants. However, 
when lead concentration becomes high, the plant biomass 
begins to decline due to growth inhibition. In this experi-
ment, when the lead concentration of the treatment reached 
2000 mg·kg-1, the biomass of Cynodon dactylon, Poa annua, 
Trifolium repens, Rudbeckia hirta, Calendula officinalis, 
Bidens pilosa and Gynura bicolor dropped sharply to 
63.68%, 43.70%, 53.54%, 32.22%, 64.34%, 68.87% and 
51.97% of the biomass of CK, respectively. Studies show 
that when the soil contains a high concentration of lead, 
the uptake of lead in plants will reach saturation. As the 
lead absorbed by roots is difficult to transport to the shoots 
due to the root adsorption, passivation or precipitation in 
cells, the toxicity accumulate and inhibit the absorption 
of macroelements such as K, Ca, Mg, and trace elements, 
such as Fe, Cu, Zn. As a result, plants grow slowly or die 
from the lack of nutrients (Seregin et al. 2008, Akinci et al. 
2010, Wang et al. 2010 and Liu et al. 2016).

A hyperaccumulator is a plant capable of growing in 

soils with very high concentrations of metals, absorbing 
these metals through their roots, and concentrating ex-
tremely high levels of metals in their tissues (Brooks et al. 
1997, Sun et al. 2008). According to Baker (1981), there are 
three indicators to define a Pb-hyperaccumulator: (a) the 
threshold value of metal accumulated in the shoots of the 
plant is up to 1000 mg·kg-1; (b) both bioconcentration factor 
(BCF) index, the proportion in the shoot of the plant to the 
soil, and translocation factor (TF) index, the proportion of 
metal concentration in shoots to roots, are greater than 1; 
and (c) the hyperaccumulator should have great tolerance 
capability; the shoot biomass of a hyperaccumulator should 
not decrease significantly when the concentration of heavy 
metals reach the critical value. Among 14 plants tested in this 
experiment, only Rudbeckia hirta meet the three conditions. 
Current hyperaccumulator plants have disadvantages such as 
small biomass, slow growth and low translocation capacity 
of heavy metals. Therefore, the total accumulation of heavy 
metals at the part of the plant above ground is a key factor 
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to evaluate the potential of a hyperaccumulator (Monni et 
al. 2000, Lasat et al. 1988).

It can be seen from Fig. 3 that the total amount of lead 
in shoots of the Rudbeckia hirta is as per the binomial fit-
ting curve and R2 = 0.9703. According to the fitting curve, 
there was a sharp increase in the total accumulation of lead 
in shoots of the Rudbeckia hirta and then the percentage 
gradually went down. In the vicinity of 1000 mg·kg-1, the 
cumulative total reached a saturated state, and after reaching 
the critical value, the cumulative amount begins to decrease. 
According to the fitting equation, when the soil lead concen-
tration was 1025 mg·kg-1, the lead concentrations in shoots 
of the Rudbeckia hirta was the highest at 2.576 mg·strain-1, 
which was significantly higher than that of the control. Wang 
et al. (2005) have studied the total concentration of lead in 
Bidens maximowicziana Oett. at the same concentration. 
They found that the total amount of lead in the ground above 
was 0.3262 mg·strain-1. Our experiment result on Rudbeckia 
hirta is 7.8 times than that of Bidens maximowicziana Oett, 
indicating that the tolerance and absorption of Rudbeckia 
hirta are better than that of Bidens maximowicziana Oett.

This study first proposes Rudbeckia hirta as a pioneer 
hyperaccumulator. We need to further confirm its function in 
the restoration of contaminated land and reduction of heavy 
metals’ impacts on human health. Further research needs to 
be done for better understanding of the tolerance mechanism 
and restoration ability of Rudbeckia hirta.

CONCLUSIONS

Among fourteen herbaceous plants in this experiment, the 
lead tolerance ability of Trifolium repens was the strongest 
and Calendula officinalis was the worst; the bioconcentration 
factor of Rudbeckia hirta was above 2.29, indicating that it 
can effectively absorb lead in soil；the translocation factor 

of the six plants were greater than 1.0, and their transport 
capacity was: Polygonum lapathifolium (3.04) > Medicago 
sativa (2.49) > Rudbeckia hirta (1.72) > Talinum panicula-
tum (1.44) > Capsicum annuum cv.276 (1.36) > Trifolium 
repens (1.21).

Through the comprehensive evaluation of lead tolerance, 
Trifolium repens, Polygonum lapathifolium, Lolium per-
enne, Poa annua can be used as a tolerant plant to cultivate 
in the lead-zinc mining district. Rudbeckia hirta satisfies 
the requirements of the hyperaccumulator plant, which is a 
pioneer species of Pb-hyperaccumulator plant. According 
to the repair potential index, Rudbeckia hirta has the best 
remediation potential. When the soil lead concentration was 
about 1000 mg·kg-1, the total amount of lead accumulation 
in shoots was 2.576 mg·strain-1.
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ABSTRACT
Characterization of the variability of soil moisture, salt content and organic matter content (SOM) is of 
great significance in agricultural production management and sustainable soil utilization. We present 
a case study of the variability and modelling with the depth of soil moisture, salt and SOM in a gravel-
sand mulched jujube orchard, using Geostatistics and Kriging interpolation. Soil moisture, salt and 
SOM were measured in 256 samples collected from a gravel-sand mulched jujube orchard in the 0-10, 
10-20, 20-30 and 30-50 cm. Soil moisture, salt and SOM were more variable in the surface soil, due to 
several environmental factors, the coefficients of variation (CV) of soil were lower than 23%, indicating 
weak to moderate variation. The coefficient of variation of moisture and organic matter decreased with 
the depth and the salinity increased with the depth. There is a significant correlation between each 
soil layer, which decreases with the increase of the soil layer. The accuracy of the function model with 
depth as an independent variable and soil properties as a dependent variable is higher than 0.88. To 
master the relationship among soil depth, salinity, soil moisture and organic matter content can provide 
theoretical value for agricultural comprehensive management.

INTRODUCTION

Soil moisture, salt and organic matter content (SOM) are 
important components of soil. Soil moisture, salinity and 
SOM can provide a theoretical basis for soil dynamic change, 
ecological environment management and soil salinization. 
Under the background of global change, the problem of 
soil desertification, salinization and productivity decline 
caused by scarce precipitation and intense evaporation is 
increasingly serious. Characterizing soil moistures variability 
in space and time is critical to managing water resources, 
and optimize agricultural practices (Mascaro et al. 2019). 
The spatial distribution of soil salt can reflect the status and 
degree of soil salinization (Chervan et al. 2019). SOM is an 
important factor to characterize soil fertility and soil quality 
(Wright et al. 2005). Therefore, mastering the spatial pattern 
of soil moisture, salt and SOM is beneficial to the rational 
utilization of soil resources and the sustainable production 
of dryland crops (Liu et al. 2006, Ahmed et al. 2010).

Many scholars have studied soil moisture, salt and organ-
ic matter (referred to as SOM). Researches on soil moisture 
and salt mainly focus on the analysis of the spatial distri-
bution (Hao et al. 2015, Yang et al. 2017). The relationship 
between different vegetation, soil quality or utilization type 
and soil moisture and salt (Selim et al. 2013, Zhang et al. 

2018), and the coupling relationship between moisture and 
salt (Ding et al. 2015). Some studies on the spatial variation 
of moisture, salt and nutrients in surface soil have a certain 
rule, among which the spatial variation of soil salt is affected 
by structural factors (Gaston et al. 2001, Shen et al. 2015). 
Wang et al. (2012) collected soil samples to analyse the 
variation of soil moisture content and salinity with depth. 
Liu et al. (2011) found that SOM had a significant effect on 
soil moisture content under natural and air-dried conditions, 
which was beneficial to soil moisture retention. Moreover, 
Zhang et al. (2012) found that the spatial distribution of SOM 
was mainly affected by terrain indices, soil texture and soil 
genetic types. 

The spatial variation of soil properties mainly includes 
the variation of the horizontal direction and vertical direction, 
the spatial variability of soil properties in different soils in 
the vertical direction and its main influencing factors are not 
the same. The effect and interaction of various processes in 
the soil profile can produce variable soils (Liu et al. 2014, 
Harguindeguy et al. 2018). Gravel and sand are commonly 
used as mulch in the semi-arid loessal regions of northwest-
ern China to conserve the sporadic and limited rainfall for 
reliable crop production (Feng et al. 2018, Lü et al. 2013). 
Gravel-sand mulches on soil surfaces can improve soil 
conditions, conserve moisture, reduce the accumulation of 
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surface salinity (Zhao et al. 2017b, Wang et al. 2011, Qiu et al. 
2014), improve orchard survival and fruit production, solve 
land use, and improve the environment (Zhao et al. 2016). 
Soil moisture is used in hydrological models to determine 
infiltration and runoff rates at the local scale (Al Bitar et al. 
2012). SOM is important in nutrient availability and often 
varies spatially due to its dependence on other soil attributes 
(Kosmas et al. 2000). In precision agriculture, information 
on spatial and temporal soil variability is essential to assist 
farmers in making agronomic decisions for farm management 
(Aliah Baharom et al. 2015).

However, most scholars focus on the spatial variation 
of single soil properties. There are few studies on the vari-
ability and modelling of soil moisture, salt and organic 
matter content in a gravel-sand mulched jujube orchard. The 
objectives of the study were (i) to obtain a more intuitive 
understanding of salinity, moisture, SOM by 3-D maps by 
Surfer12.0 and SEM; (ii) to analyse a function model with 
depth as independent variable and moisture, salinity, SOM 
as the dependent variable. 

MATERIALS AND METHODS

Study Area

The study was conducted in a jujube orchard in Jingtai Coun-

ty near the Lanzhou University of Technology experimental 
station in the middle of the western portion of China’s Gansu 
province on the east side of the Hexi corridor, at the junction 
of provinces of Gansu, Ningxia, and Inner Mongolia (Fig. 
1). Brown desert soil and sierozem are the predominant soils 
in this area. The climate is intermediate between continental 
monsoon and non-monsoon regions, with a mean annual tem-
perature of 8.2°C, fluctuating from -27.3 to 36.6°C from the 
winter to summer seasons. The mean annual precipitation is 
185 mm, with a rainy season (accounting for approximately 
61.4% of the annual rainfall) from July to September. The 
mean annual evaporation is 3038 mm, with annual average 
evaporation to precipitation ratio of 16.

Test Treatments

A total of 256 soil samples were collected at sampling points 
established every 4 m along two perpendicular transects of 
a randomly selected 32×32 m plot in a gravel-sand mulched 
jujube orchard (Fig. 2). The locations of the sampling points 
were determined using GPS. Each sample was a thorough 
mixture of core samples collected from the 0-10, 10-20,20-30, 
and 30-50 cm layers, named S1, S2, S3, and S4, respectively. 

Research Methods

The electrical conductivity was measured using a conduc-
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volume percentages of the particle-size classes were measured by a Mastersizer 2000 (Malvern Instruments, 

Malvern, England). Particles within the size range of 0.002 to 2.0 mm were categorized into 64 levels of increasing 
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tivity meter (FG3-ELK, Mettler, Switzerland). The volume 
percentages of the particle-size classes were measured by a 
Mastersizer 2000 (Malvern Instruments, Malvern, England). 
Particles within the size range of 0.002 to 2.0 mm were cat-
egorized into 64 levels of increasing logarithmic intervals. 
The soil microcosm was analysed by SEM (s-4800, Hitachi, 
Japan) to obtain a more intuitive understanding of the PSDs. 
The determination of soil organic matter was carried out by 
potassium dichromate oxidation-external heating. 

Data Analysis

The relationship between the conductivity and soil salinity 
was calculated as described by Yao et al. (2006).
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Based on the regionalized variables theory and intrinsic 
hypothesis, the semivariogram, g(h), was estimated by Pham 
(2016).
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logarithmic intervals. The soil microcosm was analysed by SEM (s-4800, Hitachi, Japan) to obtain a more intuitive 

understanding of the PSDs. The determination of soil organic matter was carried out by potassium dichromate 

oxidation-external heating.  

Data Analysis 

The relationship between the conductivity and soil salinity was calculated as described by Yao et al. (2006). 

2269.09995.2  xy                                     …(1) 

Where, x is the conductivity (ms/cm) of the 5:1 moisture : soil solution and y is the salinity (g/kg), with a 

coefficient of determination (R2) of 0.988. The above formula is applicable to soil samples with no measured ion 

composition (Wraith 2004). 

𝐶𝐶𝐶𝐶 = 𝜎𝜎
�̅�𝜃 =

√ 1
𝑛𝑛−1 ∑ (𝜃𝜃𝑖𝑖−�̅�𝜃)2𝑛𝑛

𝑖𝑖=1

�̅�𝜃                                                                       …(2) 

Where, σ  is the standard deviation, and CV is the coefficient of variation. Then 𝜃𝜃𝑖𝑖  is the soil moisture content 

of the i measuring point, and �̅�𝜃 is the average value of the soil moisture content of all the measuring points. 

Fractal features can be described by the fractal dimension or fractal dimensionality of particle size. Soil D was 

calculated as described by (Tyler et al. 1990). 

Di

T

i

R
R

V
RrV 

 3

max

''

)()(

                                  
…(3) 

where r is size; Ri′ is the mean particle size of two sieved particle sizes, Ri and Ri+1; V(r < Ri′) is the accumulated 

mass of particles smaller than Ri′; VT is the mass sum of soils containing all particle sizes; Rmax is the mean diameter 

of the largest particles; and 3-D is the slope of the linear regression line with log
T

i

V
RrV )( ' and log

max

'

R
Ri as the y- and 

x-axes variables, respectively. D was obtained by the logarithmic transformation of Eq. 3. 

Based on the regionalized variables theory and intrinsic hypothesis, the semivariogram, γ(h), was estimated by 

Pham (2016). 

𝛾𝛾(ℎ) = 1
2𝑁𝑁(ℎ) ∑ [𝑍𝑍(𝑥𝑥𝑖𝑖 + ℎ) − 𝑍𝑍(𝑥𝑥𝑖𝑖)]2                                                      𝑁𝑁(ℎ)

𝑖𝑖=1 …(4) 

Where, N(h) is the number of pairs of observations. ( )( ixZ  and )( hxZ i  ) separated by a distance h. Only  
(and) 

5 

logarithmic intervals. The soil microcosm was analysed by SEM (s-4800, Hitachi, Japan) to obtain a more intuitive 

understanding of the PSDs. The determination of soil organic matter was carried out by potassium dichromate 

oxidation-external heating.  

Data Analysis 

The relationship between the conductivity and soil salinity was calculated as described by Yao et al. (2006). 

2269.09995.2  xy                                     …(1) 

Where, x is the conductivity (ms/cm) of the 5:1 moisture : soil solution and y is the salinity (g/kg), with a 

coefficient of determination (R2) of 0.988. The above formula is applicable to soil samples with no measured ion 

composition (Wraith 2004). 
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Where, σ  is the standard deviation, and CV is the coefficient of variation. Then 𝜃𝜃𝑖𝑖  is the soil moisture content 

of the i measuring point, and �̅�𝜃 is the average value of the soil moisture content of all the measuring points. 

Fractal features can be described by the fractal dimension or fractal dimensionality of particle size. Soil D was 

calculated as described by (Tyler et al. 1990). 
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where r is size; Ri′ is the mean particle size of two sieved particle sizes, Ri and Ri+1; V(r < Ri′) is the accumulated 

mass of particles smaller than Ri′; VT is the mass sum of soils containing all particle sizes; Rmax is the mean diameter 

of the largest particles; and 3-D is the slope of the linear regression line with log
T

i

V
RrV )( ' and log

max

'

R
Ri as the y- and 

x-axes variables, respectively. D was obtained by the logarithmic transformation of Eq. 3. 

Based on the regionalized variables theory and intrinsic hypothesis, the semivariogram, γ(h), was estimated by 

Pham (2016). 

𝛾𝛾(ℎ) = 1
2𝑁𝑁(ℎ) ∑ [𝑍𝑍(𝑥𝑥𝑖𝑖 + ℎ) − 𝑍𝑍(𝑥𝑥𝑖𝑖)]2                                                      𝑁𝑁(ℎ)

𝑖𝑖=1 …(4) 

Where, N(h) is the number of pairs of observations. ( )( ixZ  and )( hxZ i  ) separated by a distance h. Only  separated by a distance h. Only isotropic 
semivariograms were considered (Wang et al. 2008). 
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isotropic semivariograms were considered (Wang et al. 2008). 
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Where, N is the number of sampling points, t is the significance level corresponding to the distribution value 

(t-distribution table obtained by the investigation), S is the sample standard deviation, x is the mean model and d is 

the estimation accuracy. 

Coefficient of determination (R2) between the measured and predicted values was used to evaluate the 

performance of the regression models. 
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Where, 𝑂𝑂𝑖𝑖 and 𝑃𝑃𝑖𝑖 are measured and predicted values, respectively, o  and p  are the average measured and 

predicted values, respectively, and 𝑛𝑛 is the number of observations in the validation data set. 

RESULTS AND DISCUSSION  

Analysis of Spatial Variation of Soil Moisture, Salt and SOM Content  

A statistical analysis of soil moisture, salt and SOM content is provided in Table 1. With the deepening of soil 

depth, the CV of different soil properties is different. In this study, coefficients of variation (CV) ≤ 10% indicate 

weak spatial variability, 10%<CV<100% indicate moderate variability, and CV ≥ 100% indicate strong variability 

(Cambardella 1994). The CV of three soil factors were lower than 23%, indicating weak to moderate spatial 

variation. There are not only differences in soil moisture, salt and SOM content, but also differences in the degree 

of variation.  

The variation of the soil moisture with the depth depends on the moment in which the soil sampling is done. 

Because it has rained a few days before, the soil moisture will surely be higher in the upper layers. The CV of 

moisture ranged from 11.07 to 22.34% and tended to increase with depth (Choi 2007). The significant differences 

in soil types, land use types, terrain indices may result in the variability of SOM. The CV of organic-matter contents 
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Where, N is the number of sampling points, t is the 
significance level corresponding to the distribution value 

(t-distribution table obtained by the investigation), S is the 
sample standard deviation, x is the mean model and d is the 
estimation accuracy.
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of the regression models.
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of variation.  
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spectively, 
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Where, 𝑂𝑂𝑖𝑖 and 𝑃𝑃𝑖𝑖 are measured and predicted values, respectively, o  and p  are the average measured and 
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depth, the CV of different soil properties is different. In this study, coefficients of variation (CV) ≤ 10% indicate 
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(Cambardella 1994). The CV of three soil factors were lower than 23%, indicating weak to moderate spatial 

variation. There are not only differences in soil moisture, salt and SOM content, but also differences in the degree 

of variation.  

The variation of the soil moisture with the depth depends on the moment in which the soil sampling is done. 

Because it has rained a few days before, the soil moisture will surely be higher in the upper layers. The CV of 

moisture ranged from 11.07 to 22.34% and tended to increase with depth (Choi 2007). The significant differences 

in soil types, land use types, terrain indices may result in the variability of SOM. The CV of organic-matter contents 

 are the average measured and predicted 
values, respectively, and n is the number of observations in 
the validation data set.

RESULTS AND DISCUSSION 

Analysis of Spatial Variation of Soil Moisture, Salt and 
SOM Content 

A statistical analysis of soil moisture, salt and SOM content 
is provided in Table 1. With the deepening of soil depth, the 
CV of different soil properties is different. In this study, 
coefficients of variation (CV) ≤ 10% indicate weak spatial 
variability, 10%<CV<100% indicate moderate variability, 
and CV ≤ 100% indicate strong variability (Cambardella 
1994). The CV of three soil factors were lower than 23%, 
indicating weak to moderate spatial variation. There are not 
only differences in soil moisture, salt and SOM content, but 
also differences in the degree of variation. 

The variation of the soil moisture with the depth depends 
on the moment in which the soil sampling is done. Because 
it has rained a few days before, the soil moisture will surely 
be higher in the upper layers. The CV of moisture ranged 
from 11.07 to 22.34% and tended to increase with depth 
(Choi 2007). The significant differences in soil types, land 
use types, terrain indices may result in the variability of 
SOM. The CV of organic-matter contents ranged from 5.56 
to 11.89% and tended to increase with depth. Average soil 
salinity increased with depth, the CV of salinity ranged from 
8.68 to 18.59% and tended to decrease with depth. This result 
indicated that the vertical distribution of soil moisture, salt 
and SOM is not only restricted by soil texture, bulk density 
and other factors but also affected by environmental factors 
such as rainfall, evaporative land use type and vegetation 
(Brye 2010).

Spatial Distribution and SEM Observations of Soil 
Moisture, Salt and SOM Content 

The author used surfer 12.0 to draw the spatial distribution, 
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before kriging interpolation, the data for soil moisture, 
salinity and organic matter content soil salinity were 
transformed to a normal distribution. After interpolation, the 
measured data of soil can be converted into more data. The 
Kriging interpolation maps (Fig. 3) showed the horizontal 
and vertical distribution in each layer. Soil moisture at each 
layer showed irregularly distribution with peaks, which may 
be related to the topography in the sampling area, the result 
was consistent with Xing et al. (2015). 

The distribution of salinity is irregular with peaks and 
valleys. With the increase of depth, the number of peaks de-

creases and the distribution is more uniform. The distribution 
of soil salt content in horizontal and vertical planes was highly 
consistent with those of soil water content (Li et al. 2018). 
Moisture, salinity and SOM were most variable in the 0-10 
cm layer. The decrease in the number of peaks with the depth 
may have been due to the irrewwgular surface topography in 
the orchard. The distributions were significantly affected by 
the terrain, rainfall, evaporation and cultivation, human factors, 
tended to gradually stabilize with depth (Zhao et al. 2017c).

SEM has helped the intuitive observation of the tex-
ture distribution of soil and the change rule of pore space  

Table 1: A statistical analysis of soil moisture, salt and SOM content

Depth (cm) Soil properties Maximum Minimum Mean SD Kurt Skew CV (%)

0-10 salinity (g/kg) 1.03 0.46 0.80 0.15 -0.47 -0.65 18.59 

moisture (g/kg) 11.60 7.60 9.81 1.09 -0.98 -0.31 11.07 

organic matter (g/kg) 5.75 4.25 4.95 0.27 0.89 0.22 5.56 

10-20 salinity (g/kg) 1.12 0.55 0.88 0.14 -0.39 -0.72 15.90 

moisture (g/kg) 11.20 6.80 9.17 1.26 -1.10 -0.28 13.71 

organic matter (g/kg) 4.73 3.52 4.12 0.32 -0.78 -0.01 7.81 

20-30 salinity (g/kg) 1.18 0.67 0.99 0.11 1.91 -1.39 10.77 

moisture (g/kg) 11.00 5.20 8.06 1.53 -0.91 -0.12 18.98 

organic matter (g/kg) 3.73 2.61 3.26 0.25 -0.37 -0.28 7.60 

30-50 salinity (g/kg) 1.30 0.88 1.12 0.10 0.27 -0.50 8.68 

moisture (g/kg) 10.80 4.10 7.22 1.61 -0.40 0.01 22.34 

organic matter (g/kg) 3.61 2.41 2.86 0.34 -0.48 0.69 11.89 

Note: SD standard deviation, CV coefficient of variation, Skew skewness, Kurt kurtosis.
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Fig. 3: Spatial distribution of soil salinity, moisture and organic matter content in 0-50 cm layers. (a) salinity: 0-10 cm; (b) salinity: 10-

20 cm; (c) salinity: 20-30 cm; (d) salinity: 30-50 cm; (e) moisture: 0-10 cm; (f) moisture: 10-20 cm; (g) moisture: 20-30 cm; (h) 

moisture: 30-50 cm; (i) organic matter: 0-10 cm; (j) organic matter: 10-20 cm; (k) organic matter: 20-30 cm; (l) organic matter: 30-50 

cm. 

The distribution of salinity is irregular with peaks and valleys. With the increase of depth, the number of peaks 

decreases and the distribution is more uniform. The distribution of soil salt content in horizontal and vertical planes 

was highly consistent with those of soil water content (Li et al. 2018). Moisture, salinity and SOM were most 

variable in the 0-10 cm layer. The decrease in the number of peaks with the depth may have been due to the irregular 

surface topography in the orchard. The distributions were significantly affected by the terrain, rainfall, evaporation 

and cultivation, human factors, tended to gradually stabilize with depth (Zhao et al. 2017c). 

SEM has helped the intuitive observation of the texture distribution of soil and the change rule of pore space 

(Markgraf et al. 2007). Fig. 4 can be seen that soil texture changes with depth, the texture is uneven at 0-10cm, but 

uniform within 10-50cm. It can be seen that there are several large particles in S1, mainly due to the gravel-sand 

mulch on the surface. The gravel-sand mulch had gradually degenerated due to natural or artificial damage, so the 

interface between the soil and gravel was indistinct, with an uneven texture and large particle size sand in S2. 

Particle sizes were homogeneous in S3-S4. The development degree of macropores decreases with the increase of 

soil depth. Therefore, the larger the soil bulk density, the smaller the soil moisture content, the smaller the salt 

immersion range and the higher the soil salt content. 

Fig. 3: Spatial distribution of soil salinity, moisture and organic matter content in 0-50 cm layers. (a) salinity: 0-10 cm; (b) salinity: 10-20 cm; (c)  
salinity: 20-30 cm; (d) salinity: 30-50 cm; (e) moisture: 0-10 cm; (f) moisture: 10-20 cm; (g) moisture: 20-30 cm; (h) moisture: 30-50 cm;  

(i) organic matter: 0-10 cm; (j) organic matter: 10-20 cm; (k) organic matter: 20-30 cm; (l) organic matter: 30-50 cm.

(e) (f)

(g) (h)
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(k) (l)



1562 Wenju Zhao et al.

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

Table 2: The correlation analysis of soil moisture, salt and SOM content in different soil layers.

depth/cm 0-10 10-20 20-30 30-50

salinity 0-10 1

10-20 0.928** 1

20-30 0.584** 0.649 1

30-50 0.307* 0.299* 0.568** 1

moisture 0-10 1

10-20 0.782** 1

20-30 0.593** 0.610** 1

30-50 0.566** 0.520** 0.667** 1

organic matter 0-10 1

10-20 0.518** 1

20-30 -0.645* 0.567** 1

30-50 -0.412 0.504* 0.639** 1

Note: * Correlation is significant at 0.05 level; ** Correlation is significant at 0.01 level.
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(a)                                (b) 

  
(c)                               (d) 

Fig. 4: Scanning electron micrograph of soil particle-size distribution in each layer. (a) S1; (b) S2; (c) S3; (d) S4. 

Correlation Analysis of Different Soil Properties  

To describe the soil moisture, salt and SOM and the correlation with soil layers accurately, analysed by SPSS, 

the correlation was significant when the absolute value of the correlation coefficient was high. There is a significant 

correlation between the soil layers, and decreased with the increase of soil interval, from the correlation analysis of 

soil moisture, salt and SOM content in different soil layers (Table 2). The correlation of each soil properties was 

different, the correlation coefficients were 0.928 to 0.568 for salinity and 0.782 to 0.566 for moisture, respectively, 

which decreased with depth. The correlation coefficient between the 20-30 cm was the highest, followed by 10-20 

cm and 30-50 cm for organic matter.  

Moisture, salinity, SOM analysis has improved with remote sensing technology and developed by applying the 

remote-sensing optical method, which can provide timely, accurate and efficient information for salinization, 

agricultural production (Finn et al. 2011, Farifteh et al. 2006, Anne et al. 2014). The monitoring accuracy, however, 

is higher for surface soil than for subsoil. Thus, an effective method that can accurately evaluate and predict the 

moisture, salinity, SOM of deeper soil from routinely available surface-soil data can be developed in our future 

work, which would save human and material resources (Zhao et al. 2017b). 

Fig. 4: Scanning electron micrograph of soil particle-size distribution in each layer. (a) S1; (b) S2; (c) S3; (d) S4.

(Markgraf et al. 2007). Fig. 4 can be seen that soil texture 
changes with depth, the texture is uneven at 0-10cm, but 
uniform within 10-50cm. It can be seen that there are several 
large particles in S1, mainly due to the gravel-sand mulch 
on the surface. The gravel-sand mulch had gradually degen-
erated due to natural or artificial damage, so the interface 
between the soil and gravel was indistinct, with an uneven 
texture and large particle size sand in S2. Particle sizes were 
homogeneous in S3-S4. The development degree of macro-
pores decreases with the increase of soil depth. Therefore, 

the larger the soil bulk density, the smaller the soil moisture 
content, the smaller the salt immersion range and the higher 
the soil salt content.

Correlation Analysis of Different Soil Properties 

To describe the soil moisture, salt and SOM and the 
correlation with soil layers accurately, analysed by SPSS, 
the correlation was significant when the absolute value of 
the correlation coefficient was high. There is a significant 
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Table 3: Correlations analysis of different soil properties.

D salinity moisture organic matter

D 1

salinity 0.327 1

moisture -0.356 -0.996** 1

organic matter -0.242 -0.97* 0.983* 1

Notes: D, fractal dimension; *Correlation is significant at 0.05 level; **Correlation is significant at 0.01 level.

correlation between the soil layers, and decreased with the 
increase of soil interval, from the correlation analysis of 
soil moisture, salt and SOM content in different soil layers  
(Table 2). The correlation of each soil properties was 
different, the correlation coefficients were 0.928 to 0.568 for 
salinity and 0.782 to 0.566 for moisture, respectively, which 
decreased with depth. The correlation coefficient between the 
20-30 cm was the highest, followed by 10-20 cm and 30-50 
cm for organic matter. 

Moisture, salinity, SOM analysis has improved with 
remote sensing technology and developed by applying the 
remote-sensing optical method, which can provide timely, 
accurate and efficient information for salinization, agricul-
tural production (Finn et al. 2011, Farifteh et al. 2006, Anne 
et al. 2014). The monitoring accuracy, however, is higher for 
surface soil than for subsoil. Thus, an effective method that 
can accurately evaluate and predict the moisture, salinity, 
SOM of deeper soil from routinely available surface-soil 
data can be developed in our future work, which would save 
human and material resources (Zhao et al. 2017b).

The soil particles were classified as clay (0-0.002 mm), 
silt (0.002-0.05 mm), and sand (0.05-2 mm) (Pieri et al. 
2006). The frequency curve of soil particle size distribution 
can directly reflect the distribution of particle size, and the 
uniform and smooth curve indicates the uniform volume 
distribution of particle size fraction. As shown in Fig. 5, 
the curve distribution of S1 was relatively uniform, and the 
volume of sand particles is large. The particles in S2 are finer 
(e.g. < 0.1mm), where the powder has a high volume frac-
tion. Most particles in other layers were mainly distributed 
between 0.002 and 0.05mm.

Fractal dimension (D) of soil particle size calculated 
from Eq.1 and Fig. 5 for each layer, D varied between 2.54 
and 2.82. From the results of the correlation analysis of 
each variable in Table 3, there was a significant correlation 
between the different parameters. The D was negatively 
correlated with moisture content and positively correlated 
with organic matter content and salinity. Therefore, D can 
be used to some extent as a quantitative indicator of the 
status of soil moisture and salt in the gravel-mulched field 
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Table 2: The correlation analysis of soil moisture, salt and SOM content in different soil layers. 
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10-20 0.928** 1   

20-30 0.584** 0.649 1  

30-50 0.307* 0.299* 0.568** 1 

moisture 

0-10 1    

10-20 0.782** 1   

20-30 0.593** 0.610** 1  

30-50 0.566** 0.520** 0.667** 1 

organic matter 

0-10 1    

10-20 0.518** 1   

20-30 -0.645* 0.567** 1  

30-50 -0.412 0.504* 0.639** 1 

Note: * Correlation is significant at 0.05 level; ** Correlation is significant at 0.01 level. 

The soil particles were classified as clay (0-0.002 mm), silt (0.002-0.05 mm), and sand (0.05-2 mm) (Pieri et 

al. 2006). The frequency curve of soil particle size distribution can directly reflect the distribution of particle size, 

and the uniform and smooth curve indicates the uniform volume distribution of particle size fraction. As shown in 

Fig. 5, the curve distribution of S1 was relatively uniform, and the volume of sand particles is large. The particles 

in S2 are finer (e.g. < 0.1mm), where the powder has a high volume fraction. Most particles in other layers were 

mainly distributed between 0.002 and 0.05mm. 
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Fig. 5: Frequency distribution of volume content of the soil particles of the various layers. 

Fractal dimension (D) of soil particle size calculated from Eq.1 and Fig. 5 for each layer, D varied between 

2.54 and 2.82. From the results of the correlation analysis of each variable in Table 3, there was a significant 

correlation between the different parameters. The D was negatively correlated with moisture content and positively 

correlated with organic matter content and salinity. Therefore, D can be used to some extent as a quantitative 

indicator of the status of soil moisture and salt in the gravel-mulched field (Zhao et al. 2017a). From the soil in 

Table 3, we find that moisture and salt are highly correlated. This is different from the correlation between soil 

moisture and salt in the wetland studied by Xu et al. (2013). It may be affected by climate, distance from moisture 

area and soil type.  

Table 3: Correlations analysis of different soil properties. 

 D salinity moisture organic matter 

D 1    

salinity 0.327 1   

moisture -0.356 -0.996** 1  

organic matter -0.242 -0.97* 0.983* 1 

Notes: D, fractal dimension; *Correlation is significant at 0.05 level; **Correlation is significant at 0.01 level. 

Soil Moisture, Salt, SOM and its Relationship with Soil Depth 

Measured values of soil moisture, salinity and organic matter content were changeable in different depths. To 

find out the values of them more conveniently and efficiently, the author analysed the function model with depth as 

the independent variable and soil properties as the dependent variable and selected the best model of each soil 

properties (Table 4). Soil moisture, SOM all fitted to the quadratic equation, the salinity fitted to the exponential 
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(Zhao et al. 2017a). From the soil in Table 3, we find that 
moisture and salt are highly correlated. This is different from 
the correlation between soil moisture and salt in the wetland 
studied by Xu et al. (2013). It may be affected by climate, 
distance from moisture area and soil type. 

Soil Moisture, Salt, SOM and its Relationship with Soil 
Depth

Measured values of soil moisture, salinity and organic matter 
content were changeable in different depths. To find out the 
values of them more conveniently and efficiently, the author 
analysed the function model with depth as the independent 
variable and soil properties as the dependent variable and 
selected the best model of each soil properties (Table 4). Soil 
moisture, SOM all fitted to the quadratic equation, the salinity 
fitted to the exponential equation, and the R2 were all higher 
than 0.88 in a gravel-sand mulched jujube orchard, which 
indicated the result of the fitting were precision.

Although moisture, salinity and SOM can be measured 
by experiments, soil sampling and laboratory analysis are 
time-consuming, labour intensive and expensive (Corwin 
et al. 2016). Our current research can directly calculate the 
values of moisture, salinity and SOM at different depths 
through the model, and the accuracy is high. Therefore, it can 
increase agricultural output value and reduce salinization. We 
plan to study the precision effects of the terrain on moisture 
and salinity and the effect of SOM where jujube is planted 
with sand mulching in further.

CONCLUSION

The soil of a gravel-sand mulched jujube orchard was ana-
lysed by Geostatistics and Kriging interpolation. The CV of 
soil was lower than 23%, indicating weak to moderate spatial 
variation. The CV of salinity tended to decrease with depth, 
the CVs of moisture and organic-matter contents increased 
with depth. Kriging interpolation was performed by Surfer 
software and three-dimensional spatial distribution map of 
soil moisture, salt and organic matter content was drawn. 
The soil microstructure was scanned by SEM. The change 
of moisture, salinity and SOM in the 0-10cm layer was the 
largest, and the number of peaks decreases with depth. There 
is a significant correlation between soil layers, and decreased 

with the increase of soil interval, from the correlation analysis 
of moisture, organic matter content, salinity. D was correlated 
negatively with moisture, organic matter content, and pos-
itively with salinity. The author analysed a function model 
with depth as a variable, the R2 were all higher than 0.88.

This study has contributed to our understanding of the 
variability of soil moisture, salinity and organic matter con-
tent in a gravel-sand mulched jujube orchard. The results 
can be effectively applied to ecological hydrology to prevent 
soil salinization and improve agricultural production value.
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ABSTRACT
The potential oil-degrading isolate Staphylococcus argenteus MG2 was used for bioremediation of 
oil-contaminated soil. Hydrocarbon degradation by the soil microorganisms was evaluated in a soil 
experimentally contaminated with diesel oil. The effects of six different biological treatments on 
hydrocarbon degradation were determined during a 50 days incubation period to evaluate biostimulation 
via inorganic fertilizers (NPK) or manure (compost) with and without inoculum of Staphylococcus 
argenteus MG2. Eight soil samples were used: (S) uncontaminated control soil; (CS) contaminated soil; 
(CSF) contaminated soil + N-P-K fertilizer; (CSC) contaminated soil + compost; (CSI) contaminated 
soil + Inoculum; (CSFI) contaminated soil + N-P-K fertilizer + Inoculum; (CSCI) contaminated soil + 
compost + Inoculum; (SCSCI) sterile (oil) contaminated soil + compost + Inoculum. Percentage of oil 
degradation during bioremediation treatment of 50 days was found to be (CS) - 32%, (CSF) - 70.80%, 
(CSC) - 75%, (CSI) - 84.40%, (CSFI) - 91%, (CSCI) - 93%, (SCSCI) - 94% respectively. Results 
showed that not only inorganic nutrients NPK and compost stimulated hydrocarbon biodegradation 
but inoculation of Staphylococcus argenteus MG2 also enhanced hydrocarbon degradation. The 
microbial count was found to be higher in SCSCI soil sample. The germination percentage and growth 
of leguminous plant (Vigna radiata) in the treated soil was also notably greater. It may be concluded 
that the Staphylococcus argenteus MG2 bacteria possess remarkable oil-degrading properties and can 
be effectively employed in the bioremediation of oil-contaminated soils and can be used for agriculture 
purpose.   

INTRODUCTION

The pollution of soil by petroleum products has become a 
widespread problem and among the technologies available 
to deal with contaminated soils, bioremediation based on the 
metabolic activities of microorganisms has certain advantag-
es (Van Gestel et al. 2003). The useful properties of the soil 
such as soil fertility, water holding capacity, permeability and 
binding capacity get lost due to the contamination of soil by 
oil (Vasanthavigar et al. 2010). Microbial bioremediation is 
the only way to preserve our nature to overcome these envi-
ronmental problems (Chithra et al. 2014).  Lipase producing 
strains played a key role in the enzymological remediation 
of polluted soil (Lin et al. 2012). In bioremediation process, 
lipase is a new aspect in environmental management (Naka-
mura et al. 1994). Bioremediation is emerging as the cost-ef-
fective treatment method for the hydrocarbon contaminated 
soil (Namkoong et al. 2002). Bioremediation has become an 
important aspect among different treatment techniques for 
removal of polyaromatic hydrocarbons and its biodegradation 
was achieved either by bacteria (Arulazhagan & Vasudevan 

2011, Hamamura et al. 2013), fungi (Hadibarata et al. 2009, 
Cerniglia & Sutherland 2010) or algae (Munoz et al. 2003, 
Chan et al. 2006).

Bioremediation of hydrocarbon contaminated soils ex-
ploit the ability of microorganisms to degrade the organic 
contamination which has been established as an efficient, 
economic, versatile and environmentally sound treatment 
(Norris et al. 1994). The most applicable bioremediation 
process is biostimulation of the indigenous microorganisms 
by addition of nutrients, as the input of large quantities of 
carbon sources cause a rapid loss of the available pools of 
major inorganic nutrients, such as N and P (Morgan et al. 
1989). In various studies, the effects of biostimulation with 
mainly NPK fertilizers have reported positive effects on oil 
decontamination in cold ecosystems (Atlas 1981, Margesin 
& Schinner 1999a). Ex-situ treatment method can help in 
the clean-up of diesel contaminated soil sites (Thilakar et 
al. 2013). Compost and inorganic nutrients like N and P 
stimulated hydrocarbon biodegradation. Lipase activity was 
found to be the most applicable parameter for analysing the 
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hydrocarbon degradation in soil (Riffaldi et al. 2006). Recent 
research works have shown that lipase is closely related to 
the organic pollutants present in the soil. Total hydrocarbons 
from contaminated soil got substantially reduced due to 
lipase activity. Research undertaken in this area is likely to 
progress the knowledge in the bioremediation of oils spill 
(Margesin & Schinner 1999a, Riffaldi et al. 2006).       

The objectives of this study were to isolate a potential 
oil-degrading strain which could be used in bioremediation 
of oil-contaminated sites and to find out the efficiency of 
the microbial isolates during the bioremediation process. 
This was achieved by evaluating six biological treatments 
of soil consisting in biostimulation via inorganic fertilizers 
(NPK) or manure (compost) with and without inoculum of 
Staphylococcus argenteus MG2 a potential lipase producing 
bacterium. Hydrocarbon degradation by the indigenous soil 
microorganisms along with oil-degrading bacteria and fer-
tilizers was evaluated in a soil experimentally contaminated 
with diesel oil. The germination percentage and growth of a 
fast-growing leguminous plant (Vigna radiata) in the treated 
soil was also observed.

MATERIALS AND METHODS

Screening of Lipase Producing Bacteria

The screening of lipolytic bacteria was done by enrichment 
culture technique from different samples in Tributyrin medi-
um containing 0.5% (w/v) peptone, 0.3% (w/v) yeast extract, 
1% (v/v) Tributyrin. The lipolytic activity of isolated colonies 
was observed by spot inoculation on Tributyrin agar medium 
plates and incubated at 37ºC for 48 h (pH- 7 & 9) and zone 
of clearance was observed due to hydrolysis of tributyrin by 
lipase (Golani et al. 2019). 

Identification of Selected Isolate 

The selected bacterial isolate MG2 was identified following 
the criteria laid down by Bergey’s Manual of Determinative 
Bacteriology (Holt et al. 1994) and the biochemical tests. 
The isolate was further identified up to species level and 
confirmed based on 1500bp of 16S rDNA gene sequence 
analysis by Microbial Type Culture Collection Centre and 
Gene Bank (MTCC), Institute of Microbial Technology, 
(IMTECH), Chandigarh, India and culture was deposited 
also. The 16S rDNA nucleotide sequence of the isolate MG2 
determined in this study has been deposited in the (NCBI, 
US) Gene Bank database.

Collection of Soil Sample

The soil sample was collected from the Botanical garden of 
Nasia Road, Indore. The characteristic features of the soil 
were analysed.

Design of Bioremediation Experiments

Eight pans were prepared, each containing 1 kg of sieved 
soil at 50% of its water holding capacity (WHC); each pan, 
except treatment S, was spiked at 10 g of diesel oil/kg soil 
and treated as follows:

Two pans were taken as controls:

 1. S (control): uncontaminated soil (Soil without oil): this 
pan was used to monitor the level of biological activities 
in soil.

 2. CS (contaminated soil): in this pan, only oil was added 
and contained no further addition to evaluate hydrocarbon 
degradation by the indigenous soil microorganisms.

  Rest of six pans were used for bioremediation treatments:

 3. CSF: this pan was treated with N, P and K nutrients, 
added as 0.5g (NH4)H2PO4 and  2.5g KNO3/kg soil at a 
C:N:P:K  ratio in the soil of 4:1:0.16:0.84.

 4. CSC: this pan was added with 50 g of manure compost 
from Indore Biotech plant kg–1 soil on the dry weight 
basis. The compost had a pH of 7.8 and contained 17.2% 
organic C, 9.9 mg.g−1 nitrogen and 2.8 mg.g−1 phosphorus.

 5. CSI: this pan was inoculated with 10 mL inoculum of 
Staphylococcus argenteus MG2 a potential lipase pro-
ducing bacterium to evaluate hydrocarbon degradation 
by the indigenous soil microorganisms along with 
oil-degrading bacteria.

 6. CSFI: this pan was treated with N, P and K nutrients, 
added as 0.5g (NH4)H2PO4 and  2.5g KNO3 at a C:N:P:K  
ratio in the soil of 4:1:0.16:0.84 and was inoculated with 
10 mL inoculum of Staphylococcus argenteus MG2 to 
evaluate hydrocarbon degradation by the indigenous 
soil microorganisms along with oil-degrading bacteria 
and chemical fertilizers.

 7. CSCI: this pan was added with 50 g of manure compost 
from Indore Biotech plant kg-1 soil on the dry weight 
basis and was inoculated with 10 mL inoculum of Staph-
ylococcus argenteus MG2 to evaluate hydrocarbon deg-
radation by the indigenous soil microorganisms along 
with oil-degrading bacteria and biological fertilizers.

 8. SCSCI: soil of this pan was sterilized to kill the soil 
indigenous microorganisms and then was added with 50 
g of manure compost from Indore Biotech plant kg–1 soil 
on a dry weight basis and was inoculated with 10 mL 
inoculum of Staphylococcus argenteus MG2 a potential 
lipase producing bacterium to evaluate hydrocarbon 
degradation with inoculated oil-degrading bacteria and 
biological fertilizers.

The pans were incubated in the dark at 25°C for 50 days. 
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The water content of the pans was adjusted and maintained 
at 50% of the WHC during the whole incubation period. Pan 
contents were thoroughly mixed on every second day for 
assurance of sufficient aerobic condition.     

Chemical and biological analyses were performed at the 
end of 10, 20, 35, 50 days by sampling 3 soil subsamples 
from each pan (Riffaldi et al. 2006). 

Chemical Analysis

Soil pH: 10 g of soil sample was collected from each ex-
perimental pot after completion of their treatment period 
and mixed with sterile distilled water in a beaker stirred 
and allowed to stand for 30 minutes. The soil pH was then 
determined with a glass electrode of digital pH meter.

Total petroleum hydrocarbons content (estimation of 
the percentage of diesel oil): Diesel oil degradation from 
each experimental pot soil except control after completion 
of their treatment period was studied by gravimetric analysis 
(Chang 1998, Marquez-Rocha et al. 2001). One g of the 
soil was taken from each pot. Petroleum ether and acetone 
were taken in the ratio 1:1 and mixed with the soil sample 
in a separating funnel. Bacterial activities were stopped by 
adding 1% 1N HCl. The mixture was shaken for about 30 
minutes and then left undisturbed for about 10 minutes. 
The upper solvent along with oil was separated from the 
lower soil extract. The solvent with the oil layer was taken 
in a preweighed clean beaker. The extracted oil was passed 
through anhydrous sodium sulphate to remove moisture. The 
petroleum ether and acetone were evaporated on a water bath 
and then kept in the hot air oven at 100ºC for 10 minutes 
until the beaker gets dry. The quantity of residual oil left after 
biodegradation was estimated by weighing the quantity of 
oil in a tared beaker. The percentage of diesel oil degraded 
was determined from the following formula:

                                           Weight of diesel oil degraded
% of diesel oil degraded =                                                                 × 100
                                             Weight of diesel oil present originally

Where, the weight of diesel oil degraded = original 
weight of diesel oil - weight of residual diesel oil obtained 
after evaporating the extractant.

Standard Plate Count of Oil Degrading 
Microorganisms

The number of oil-degrading microorganisms from each 
experimental pot soil after completion of their treatment of 
time period interval was determined by the standard plate 
count method for viable cells as described (Margesin & 
Schinner 1999b), using oil agar plates (minimal medium) 
with 1% diesel oil as the sole source of carbon. Ten g of the 

diesel contaminated soil samples along with control were 
weighed and then added in 100 mL sterile distilled water. 
Serial dilutions of the soil samples were prepared up to 10-6. 
A 0.1 mL of appropriate dilution was plated in above men-
tioned medium plates by spread plate method. Enumerations 
were made with triplicates. Colony-forming units (cfu) were 
counted after 7 days at 28°C. No significant growth was 
observed on control plates without diesel oil. Some oil-de-
grading fungi and actinomycetes producing maximum zone 
of hydrolysis around the colony were observed during this 
soil bioremediation experiment.

Germination and Plantation Tests in Soil During 
Bioremediation Treatment of Soil Contaminated with 
Diesel Oil 

After fifty days of bioremediation treatment of soil contam-
inated with diesel oil was used to check that which quality 
of soil is appropriate for the plantation.  In our study, Vigna 
radiata (Green gram or mung) was chosen for the seed 
germination test as it is a fast-growing and common legu-
minous plant which is available locally also. Healthy and 
uniform sized seeds of Green gram (Vigna radiata) were 
taken in sterile Petri plates for washing with sterile distilled 
water and then surface sterilized in 1% HgCl2 for about 5 
minutes followed by washing in sterile distilled water thrice 
under the aseptic condition to remove traces of HgCl2. The 
surface-sterilized 8 seeds were then sowed in each of the 
8 experimental pot  which contained treated and untreated 
soil samples, i.e., 1. (S) uncontaminated control soil; 2. (CS) 
contaminated soil; 3. (CSF) contaminated soil + N-P-K 
fertilizer; 4. (CSC) contaminated soil + compost; 5. (CSI) 
contaminated soil + Inoculum; 6. (CSFI) contaminated soil 
+ N-P-K fertilizer + Inoculum; 7. (CSCI) contaminated soil 
+ compost + Inoculum; 8. (SCSCI) sterile (oil) contaminated 
soil + compost + Inoculum respectively. After a few days of 
watering, the germination of the seeds was noted. Growth of 
the plants, height of the stem, number of leaves and pods were 
also observed during the plant development. The germination 
percentage was calculated by the following formula:

                            Number of seeds germinated
Germination (%) =                                                       × 100
                                           Total number of seeds

Statistical Analyses

All results were expressed as the mean ± standard deviation 
(± SD). The experiment was conducted at least 3 times, and 
each treatment had 3 replicates. Thus, for most data points, 
the n = 3. The Graph Pad PRISM (Version-5) software was 
used for statistical evaluations. Differences between untreat-
ed and treated groups were tested by two-way analysis of 
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variance (ANOVA). Differences at p < 0.001 were considered 
highly significant and p < 0.01 were considered significant 
while p > 0.05 were considered as non-significant (ns).

RESULTS

Screening of Lipase Producing Bacteria

The lipolytic activity of the isolates was determined by 
measuring the zone of lipid hydrolysis on the tributyrin agar 
plate. Among the 72 lipolytic isolates, MG2 (pH-7) showed 
maximum zone of hydrolysis (2.57 mm) around the colony 
and was also able to grow at pH 9 with maximum lipase 
activity (3.12 mm) which shows its alkali tolerant nature 
and was selected for further studies. 

Identification of Selected Isolate 

The selected bacterium MG2 was negative towards citrate 
utilization, indole test, methyl red Voges-Proskauer tests, H2S 
production, urea hydrolysis, oxidase and haemolytic activity 
test. The strain was catalase positive.

The strain showing the maximum zone of hydrolysis was 
designated as MG2. Using consensus primers, the 1.5 kb 
16SrDNA fragment was amplified using Taq DNA Polymerase 
by PCR technique. The morphological, cultural, physiological 
and biochemical characteristics, as well as phylogenetic trees 
made using Neighbour Joining method (Saitou & Nei 1987), 
suggested that the isolate MG2 was close to a novel bacterium 
Staphylococcus argenteus. Hence, this strain was identified 
and named as Staphylococcus argenteus MG2. 

The 16S rDNA nucleotide sequence of the isolate Staph-
ylococcus argenteus MG2 determined in this study has been 
deposited in the (NCBI, US) Gene Bank database under 
the accession number KY082046. The culture identified 
as Staphylococcus argenteus MG2 has been deposited in 
Microbial Type Culture Collection Centre and Gene Bank 
(MTCC), Institute of Microbial Technology, (IMTECH), 
Chandigarh, India, under the accession number MTCC-
12820 (Golani et al. 2019).

Characteristics of the Soil Sample

The main features of experimental soil analysed were, Sand- 
69.0 (%), Slit- 17.2 (%), Clay- 13.8 (%), WHC- 50.0 (%), 
CaCO3- 17.6 (%), Organic- 1.38 (%), pH- 7.5.

Chemical Analysis

Soil pH: The soil pH remained in the neutral to the slightly 
alkaline range (7-8) during the whole incubation period 
independent of fertilization which is shown in Fig. 1.
Total petroleum hydrocarbons content (estimation of the 
percentage of diesel oil): Total petroleum hydrocarbons 
(TPH) content during the bioremediation trials is reported in 
Fig. 2. Both treatment and time had a significant influence on 
the residual hydrocarbon content. When CS was statistically 
compared for degradation of oil with other treated samples, 
then p-value was found to be highly significant (p<0.001) 
for all. There was a little loss of hydrocarbons (15%) of CS 
in the first incubation period i.e. on the 10th day, probably 
due to hydrocarbon degradation only by the indigenous soil 
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microorganisms. Such a loss was significantly lower relative 
to the other trials on the same date. The percentage of oil 
degradation of biologically treated samples (CSF-52%, CSC-
58%) was higher than CS. The difference suggests, since 
the first incubation phases, biodegradation by a microbial 
community present in the biologically treated samples was 
enhanced by the addition of biological nutrients which was 
significant as compared to natural attenuation. In CSI, the 
% of oil degradation was 74.4% which was significantly 
higher (p<0.001) than CSF and CSC because of the addition 
of inoculum of Staphylococcus argenteus MG2, a potential 
lipase producing bacterium.

On the contrary, the decrease of TPH was highest for all 
the biologically active (CSFI-83.10%, CSCI-83.90%, SCS-
CI-84.10%) samples with the inoculum of Staphylococcus 
argenteus MG2. The oil degradation by Staphylococcus 
argenteus MG2 was not surprising not only because it was 
isolated from oil-spilled soil, but also because it is known to 
possess a more competent and active hydrocarbon degrading 
enzyme system. It is known to be fast-growing and is capable 
of degrading a wide variety of organic compounds. This bi-
odegradation was also enhanced by a microbial community 
present in the biologically treated samples due to the addition 
of biological nutrients in CSFI and CSCI while in SCSCI 
the oil degradation by  Staphylococcus argenteus MG2, a 
potential lipase producing bacterium, was found to be more 
competent and addition of compost also enhanced its activity.

On the 50th day, CS (32%) and CSF (70.8%), CSC (75%) 

was not significantly different either for initial or final TPH 
concentrations. The occurrence that CSF, CSC treatment 
presented an effect comparable to that in the contaminated 
but untreated soil, suggests a poor contribution of nutrients 
added to the soil in stimulating the indigenous microbial 
community. Probably, CSF and CSC treatment would have 
been more effective if nutrients had been added to the soil 
periodically rather than only at the initial experimental phase. 
In CSI treatment, the final biodegradation of oil was 84.4% 
because of the addition of inoculum of Staphylococcus 
argenteus MG2.

After 50th day, SCSCI treatment presented the lowest 
TPH concentration, corresponding to a TPH degradation of 
94%, which was slightly higher than that of CSCI (93%) & 
CSFI (91%) which concludes the most effective biotreatment 
in hydrocarbon decay and confirms that the Staphylococcus 
argenteus MG2 is a potential lipase producing bacterium for 
the degradation of TPH. The compost may have facilitated 
the degradation of TPH because it plays an important role 
in supplementing continuously nutrient and carbon sources. 
Overall results indicated that the degradation of TPH was 
faster in all the inoculum added treated soil samples than 
others. 

Standard plate count of oil degrading microorganisms on 
diesel oil agar plate: The number of oil-degrading micro-
organisms from each experimental pot soil after completion 
of their treatment of time period interval was determined by 
the standard plate count method for viable cells as described 
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(Margesin & Schinner 1999b), using oil agar plates with 
1% diesel oil as the sole source of carbon. Microbial count 
on diesel oil agar plate during the bioremediation trials are 
reported in Figs. 3 and 4. The oil-degrading microbial count 
in (S) uncontaminated control soil was found to be lesser via 
out the incubation period than CS, CSF and CSC because S 
was not contaminated by diesel oil which provides carbon 
source for microorganisms to grow.

Microbial community present in the biologically treated 
samples was enhanced by the addition of biological nutrients. 

In CSI the number of oil-degrading microorganisms was 
higher than CS, CSF and CSC because of the addition of 
inoculum of Staphylococcus argenteus MG2.

On the contrary, the oil-degrading microbial count was 
higher for the biologically active samples (CSFI, CSCI) 
which were inoculated with Staphylococcus argenteus MG2. 
This microbial count was also higher because of the microbial 
community present in the biologically treated samples due to 
the addition of biological nutrients in CSFI and CSCI while 
in SCSCI treatment the oil-degrading microbial count was 
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highest than all other samples because of the inoculation of 
potential oil-degrading Staphylococcus argenteus MG2. It 
is known to be fast growing in oil-contaminated soil and is 
capable of degrading a wide variety of organic compounds. 
Addition of compost also played an important role in sup-
plementing continuously nutrient and carbon sources. It was 
also observed during the whole experiment that the microbial 
growth in SCSCI appeared in 2 days while other soil samples 
required 4-5 days. It was also noted that the fungal count was 
not found to be significant than bacterial count. Microbial 
growth was found to be good in SCSCI which was followed 
by CSCI and CSFI respectively. 

Germination and plantation tests in soil during biore-
mediation treatment of soil contaminated with diesel oil: 
After fifty days of bioremediation treatment of soil contami-
nated with diesel oil was used to check that which quality of 
soil is appropriate for the germination of seeds and growth 
of plant. Vigna radiata (Green gram or mung) was chosen 
for the seed germination test. The surface-sterilized 8 seeds 
were then sowed in each experimental pot (8 in number) 
which contained treated and untreated soil samples, i.e., 1. 
(S) uncontaminated control soil; 2. (CS) contaminated soil; 
3. (CSF) contaminated soil + N-P-K fertilizer; 4. (CSC) 
contaminated soil + compost; 5. (CSI) contaminated soil + 
Inoculum; 6. (CSFI) contaminated soil + N-P-K fertilizer + 
Inoculum; 7. (CSCI) contaminated soil + compost + Inoc-
ulum; 8. (SCSCI) sterile (oil) contaminated soil + compost 
+ Inoculum respectively. 

The present investigation led to the preliminary assess-
ment and comparison of effect in treated and untreated 
samples by the germination test. The germination percentage 
(Table 1) in the 1. (S) was 100% while in 2. (CS) the ger-

mination percentage was 50%. In 3. (CSF) and 5. (CSI), the 
germination percentage was also 50% while in 4. (CSC) per-
centage was 62.5%. The germination percentage in 6. (CSFI) 
was 62.5% while in 7. (CSCI) was 87.5%. In 8. (SCSCI) the 
seed germination percentage was 100%. 

Growth of the plant, height of the plant, and the number 
of leaves and pods were also observed during the plant de-
velopment in various soil samples which is shown in Fig. 5. 

Effect of bioremediation treatment of soil contaminated 
with diesel oil on the growth of plant of Vigna radiata is 
reported in Table 1. Results were similar to the germination 
of seeds. When S was statistically compared for growth of 
the plant with other treated samples, then p-value was found 
to be highly significant (p<0.001) for SCSCI except the 
height of plant (ns). 

DISCUSSION

Overall results of biotreatment in hydrocarbon decay in-
dicated that the degradation of TPH was faster in all the 
Staphylococcus argenteus MG2 inoculum added treated 
soil samples than others. The compost may have facilitated 
the degradation of TPH because it plays an important role 
in supplementing continuously nutrient and carbon sources. 
The result agrees with the studies of Namkoong et al. (2000) 
and Riffaldi et al. (2006) who found that the degradation of 
TPH was significantly enhanced by the addition of organic 
amendments. Margesin et al. (1999) reported that after 116 
days, the initial hydrocarbon contamination of 5 mg/g soil dry 
weight got reduced to 1.15 and 0.538 mg/g soil dry weight 
in the unfertilized and fertilized soil, respectively. This 
correlates to decontamination percentages of 77 and 89%, 

Table 1: Effect of bioremediation treatment of soil contaminated with diesel oil on the growth of plant of Vigna radiata. 

S. 
No.

Soil sample
Seed germina-
tion (%)

No. of 
plants

Average height of plants 
(feet) a, b, c, d

Average No. of leaves 
a, b, c, d

Average No. of pods
a, b, c, d

1 S 100 8 7.053 ±0.050 41 ±1 0    ±0

2 CS 50 4 6.458 ± 0.052 ns 30 ±0.577*** 0.66  ±0.577 ns

3 CSF 50 4 4.000 ± 0.05*** 30 ±0.577*** 1.66  ±0.577**

4 CSC 62.5 5 6.466 ± 0.0577 ns 36 ±1*** 2.00  ±0**

5 CSI 50 4 6.200 ±0.05 ns 20 ±1*** 0.33  ±0.577 ns

6 CSFI 62.5 4 6.400 ±0.05 ns 28 ±1*** 2.33  ±0.577***

7 CSCI 87.5 6 6.045 ±0.0473 ns 45 ±1.527*** 3.66  ±0.577***

8 SCSCI 100 8 6.962 ±0.033 ns 59 ±1*** 6.66  ±0.577***

a. The results are expressed as the mean ± SD of three independent experiments conducted in triplicates.
b. Differences between untreated and treated growth of plants were tested by two-way analysis of variance (Anova). 
c. differences at ***, p < 0.001 were considered highly significant and **, p < 0.01 were considered significant and p > 0.05 were considered as 
non-significant (ns)
d. ANOVA was performed taking S as a control for all the observations.
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respectively. In our results, after 50th day, SCSCI treatment 
corresponds to a TPH degradation of 94%, which was higher 
than the earlier mentioned results.

The biostimulation resulted in increased counts of oil 
degraders significantly. Margesin et al. (1999) observed 
that bioremediation treatment by adding inorganic nutrients 
enhanced hydrocarbon degradation by the indigenous soil 
microorganisms significantly as compared to natural attenu-
ation. Our results are in accordance to Margesin et al. (2001) 
who concluded that in the fertilized soil all biological param-
eters (microbial numbers and lipase activity) got enhanced 
and correlated significantly with each other as well as with 
the residual hydrocarbon concentration which shows the 
importance of biodegradation. The effect of biostimulation 
of the indigenous soil microorganisms reduced with time. 
The microbial activities in the unfertilized soil fluctuated 
around background levels during the whole study. 

A germination and plantation test in the soil during biore-
mediation treatment of soil contaminated with diesel oil was 
performed to check that which quality of soil is appropriate 

for the germination of seeds and growth of Vigna radiata 
(Green gram or mung) plant. The germination percentage in 
the 1. (S)  was 100% because it was not contaminated with 
oil while in 2. (CS) the germination percentage was found 
to be 50% which clearly indicates that the contamination of 
oil in soil inhibits the germination of seeds. In 3. (CSF) and 
5. (CSI), the germination percentage was also 50% while in 
4. (CSC) percentage was found to be 62.5%. These results 
reveal that the addition of compost provides nutrients to 
the soil required for germination of seeds. The germination 
percentage in 6. (CSFI) was 62.5% while in 7. (CSCI) was 
87.5% which clearly shows that the addition of compost and 
inoculation of Staphylococcus argenteus MG2 enhanced the 
seed germination percentage. In 8. (SCSCI) the seed germi-
nation percentage was 100%. It means that not only the ad-
dition of compost provides nutrients but also the inoculation 
of potential oil-degrading bacteria Staphylococcus argenteus 
MG2 degrades oil and thereby releases simple fatty acids 
which enhanced the seed germination percentage. Initially, 
the growth of plants was found to be good in (S) uncontam-
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inated control soil but after 1.5 months the deterioration 
of plants was fast than other samples and number of pods 
was zero because no one fertilizer or compost was added in 
soil. The number of plants, leaves and pods was found to be 
higher in SCSCI soil sample followed by CSCI soil sample.

Similar results were obtained by other scientists when the 
experiment was performed in selected plants such as winter 
wheat, soybean and sunflower. Growth parameters such as 
germination percentage, fresh weight and plant height were 
observed (Yanqing et al. 2012).

From the results obtained above, it can be understood that 
biostimulation can effectively be used to combat pollution. 
The findings of other researchers also support the fact that 
biostimulation could indeed be a solution for degrading 
environmental pollutants (Miller 2010).

CONCLUSION

To conclude, the results confirmed that the bioremediation 
mediated by Staphylococcus argenteus MG2 from SCSCSI 
(sterile oil-contaminated soil + compost + inoculum) sample 
and CSCSI have been very effective and the degradation of 
TPH was significantly enhanced by the treatment with com-
post and can be used to reclaim the oil-contaminated soil for 
agricultural purpose in the oil-contaminated soil. 

The above experiment indicates that bioremediation can 
be used effectively to treat oil-contaminated soil. Bioreme-
diation usually lowers the costs as compared to chemical 
treatment processes for various contaminated sites. It is also 
less disturbing to the environment. The present study has 
shown that the Staphylococcus argenteus MG2 bacteria iso-
lated from the oil-spilled site possess the capacity to produce 
lipase, therefore it was used for the degradation of oil-con-
taminated soil. The effectiveness of the bioremediation was 
studied by finding out the germination percentage of a fast 
growing leguminous plant (Vigna radiata). It was observed 
that the germination percentage in the treated soil was nota-
bly greater. The results also prove that biostimulation is an 
effective method of reducing the environmental pollution.  
Thus, the present study concludes that microbial degradation 
can be regarded as a key component in the clean-up strategy 
for petroleum hydrocarbon remediation.
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ABSTRACT
The present investigation was carried out for 21 days to explore the sub-lethal toxicity of bisphenol 
A (BPA) of concentration 0.714, 1.428 and 2.142 mg/L (1/10, 1/20 and 1/30 % of 96 h LC50) on 
haematological and serum biochemical parameters of Heteropneustes fossilis. Routine haematological 
parameters like total erythrocyte count (TEC), total leukocyte count (TLC), haemoglobin content 
(Hb), haematocrit (Hct), erythrocyte indices, total serum protein, alanine aminotransferase (ALT), 
and aspartate aminotransferase (AST), albumin, globulin, uric acid, and creatinine were examined 
as toxicological endpoints. The findings of this study revealed that BPA had a negative effect on 
both the haematological and serum biochemical parameters of Heteropneustes fossilis. The study 
revealed a significant decrease in red blood cell count, haemoglobin concentration and haematocrit 
percentage (anaemia) while white blood cell count showed a significant increase in all treatment 
groups (p < 0.0001). The erythrocyte indices like MCV and MCH in the exposed groups reduced in a 
dose-dependent manner but BPA treatment increased MCHC values (p > 0.05). The results of serum 
biochemistry in BPA exposed fish showed enhanced serum AST, ALT, urea, uric acid and creatinine 
but decreased serum total protein and albumin. This might be due to the possible disruption of 
haemopoietic tissue or impairment of liver and kidney function. Based on the results, we conclude that 
BPA is toxic to Heteropneustes fossilis and its occurrence in the environment may threaten the health of 
aquatic species. Accordingly, it suggests that haematological and serum biochemical parameters could 
be effectively used as reflective bioindicators in ecotoxicological studies.   

INTRODUCTION

Bisphenol A (BPA), a synthetic chemical substance and 
extensively used in the production of synthetic plastic pol-
ymers, has appeared as a universal pollutant in the aquatic 
environment (Pal & Reddy 2018). Because of its widespread 
use, BPA is released into aquatic environs through sewage 
and affects the aquatic organisms (Krishnapriya et al. 2017, 
Faheem et al. 2019, Hassan et al. 2020).

Fish species are very sensitive to aquatic pollution and 
specific haematological and biochemical biomarkers of fish 
were demonstrated as direct indicators for assessing the 
ecological status of an aquatic environment. Many investi-
gations have been conducted using fish as an experimental 
model for assessing contaminant-induced toxicity (Reddy 
2012a,b, Reddy & Baghel 2012, Reddy & Rawat 2013, 
Reddy 2018, Sharma et al. 2019). The affinity between BPA 
and haemoglobin, as well as erythrocytes, is an important factor 
in understanding the mechanism of the BPA toxicity (Sangai et 
al. 2018). Like other toxicants, BPA can exert toxic effects 
on survival of fish and its accumulation in tissues may affect 

the metabolic processes like glycolysis, protein and lipid 
profile of the organism and cause oxidative stress (Javed et 
al. 2017). The energy requirements of organisms increase 
in stress condition and biomolecules like glucose, fats, and 
proteins pull together to meet the energy demand depending 
on the intensity of stress (Javed et al. 2017). 

The study of serum biochemistry reflects the metabolic 
condition of several biochemical processes and the health 
status of the organism. A number of researchers used hae-
matological and serum biochemical parameters effectively as 
reflective bioindicators in ecotoxicological studies (Lavanya 
et al 2011, Atli et al. 2015, Javed et al. 2017, Narra et al. 
2017, Pandit & Kumari 2018, Ullah et al. 2019). These 
studies reveal internal alterations before the animal show 
any external signs of toxic stress (Osman et al. 2010). The 
in vivo research work of Roy et al. (2011) confirmed the 
degenerative effects of Bisphenol A on the liver of Heter-
opneustes fossilis. Hussein & Eid (2013) found significant 
disruptive hepatotoxic changes in the liver of mice. Aiswarya 
& James (2016) found a significant decrease in RBC, and Hb 
concentrations and an increase in WBC content in H. fossilis 
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exposed to 0.1g/L of BPA for 72 hours. The 28 days treatment 
with various sublethal concentrations of BPA significantly 
altered histopathological changes in liver, kidney, and serum 
biochemical parameters of H. fossilis in a dose-dependent 
manner (Pal & Reddy 2018). Several ecological stressors may 
alter serum biochemical parameters in fish. Serum biochem-
ical parameters like AST, ALT, ALP, glucose, urea, creatine, 
total protein and albumin of fish serum may reflect health 
status and several biochemical pathways in the metabolism 
(Yousef et al. 2006, Pal & Reddy 2018, Nourian et al. 2019).

The present research on alteration in haematological and 
serum biochemistry has a more extended scope because of 
its probable advantage in the health diagnosis of the indi-
vidual. Accordingly, many animal models under different 
experimental and ecological conditions are conducted to 
explain the toxic mechanisms of BPA but most of them 
are from mammalian models. Therefore, the current study 
assessed the use of a series of biomarkers in H. fossilis to 
measure the health status of fish exposed to different sub-
lethal concentrations of Bisphenol A also and to determine 
most potentially used parameter as a biomarker of BPA 
intoxication and fish health status. The haematological and 
biochemical parameters bioindicators used in this study will 
provide necessary information on the impact of Bisphenol A 
(BPA) on fish health. With this perspective, we incorporated 
haematological and serum biochemical parameters as health 
indicators. 

MATERIALS AND METHODS

The ethical committee of the University approved the exper-
imental design and all procedures used in the present study.  

Materials: Healthy and adult Heteropneustes fossilis were 
collected from local fishponds and acclimatized to the 
laboratory backgrounds for 15 days. Bisphenol-A2, 2-Bis 
(4-hydroxyphenyl) propane (CAS No: 80-05-7. EC No: 
201-245-8. Purity: 99.99%) was obtained from Chemex 
Chemicals, Mumbai (India). 

Experimental design: The after acclimatized fish were 
categorized into four sets comprising of three replicates con-
taining eight fish (average weight is 35.96g) in each aquarium 
of 40L capacity. The selection of sublethal concentrations of 
BPA for this experiment is based on our earlier study (Pal 
& Reddy 2018). One control group and three exposed sets 
containing three  concentrations, i.e., 0.714mg/L (1/10th), 
1.428mg/L (1/20th) and 2.142mg/L (1/30th) respectively of 
LC50 value (7.14mg/L) (Pal & Reddy 2018). Both control 
sets and BPA treated groups were maintained under the same 
environmental conditions during the experimental period. No 
fish mortality was recorded during the experimental period. 
The fish were exposed under normal laboratory conditions 

for 21 days. Aquarium water along with BPA was entirely 
substituted once every two days by transferring the fish into 
freshly prepared BPA solutions. Control and experimental 
fish received a commercial prawn fish feed (Univar cure, 
Thane, MH, India). 

Collection of blood sample: At the end of experimentation, 
fish was stopped feeding 24 h before blood sampling.  Blood 
samples were collected from three fish of each experimental 
group randomly by puncturing the caudal veins with the 
help of a heparinized 2cm disposable syringe. The blood 
sample was mixed lightly and used for the estimation of 
haematological indicators like erythrocyte count (RBC), 
haemoglobin concentration (Hb), haematocrit (HCT), white 
blood cell (WBC) count, mean corpuscular volume (MCV), 
mean corpuscular haemoglobin (MCH) and mean corpuscu-
lar haemoglobin concentration (MCHC).

Biochemical analysis: Blood samples were collected by 
puncturing the caudal region of fish without rinsing the 
heparinised and stored in clean and dry Eppendorf tubes. 
The blood samples were allowed for 1h to clot at room 
temperature followed by 30min incubation at 4°C. Serum 
was obtained by centrifuging the blood samples at 3000g for 
10 min at 4°C. Plasma total proteins, serum albumin, and 
globulin values were estimated by using a commercial kit 
obtained from Qualigens Fine Chemicals, Mumbai. Plasma 
glucose was assessed using a commercially available kit from 
Diatek, Kolkata. Serum creatinine and uric acid were estimat-
ed by the standard procedures given in the commercial kit 
supplied by Tulip Diagnostics (P) Ltd, Mumbai.  All serum 
values were analysed statistically by Students’ t-test by Mi-
crosoft Excel add-in program. Serum glutamic oxaloacetic 
transaminase/aspartate aminotransferase (SGOT/AST EC 
2.6.1.1) and serum glutamic pyruvic transaminase/alanine 
aminotransferase/serum glutamic pyruvic transaminase 
(SGPT/ALT EC 2.6.1.2) were determined by the protocol 
given by Reitman & Frankel (1957) using a commercial 
diagnostic kit (Merck, Germany). 

RESULTS

The sublethal concentrations of BPA did not cause mortality 
in H. fossils during the experimental period. Increased mucus 
secretion, altered swimming behaviour, and irritability were 
important changes noticed in some exposed fish during the 
experimental period. These alterations were severed at the 
end experimental periods and in fish exposed to higher doses.

Haematological parameters: The mean values of haemato-
logical parameters of H. fossils exposed to various sublethal 
concentrations of BPA are given in Table 1.  Results revealed 
that RBCs, HB and HCT were decreased significantly in 
fish exposed to BPA in all exposed fish in a dose-dependent 
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manner when compared to the control group (p < 0.05). 

The RBC count reduced significantly (p < 0.05) in the 
fish of Group II, III and IV with counts of 1.16 ± 0.08, 1.09 ± 
0.07, 1.65 ± 0.94 ± 0.06 and 1.31 ± 0.09 count × 106 mm3 for 
the control respectively. In contrast, the total WBC count was 
elevated significantly (p < 0.05) in all experimental fish in a 
dose-dependent manner. Similarly, a significant reduction in 
HB% and Hct% were found between the treated and control 
fish (p < 0.05).  Haematological indices like MCV, MCH, and 
MCHC are vital biomarkers in the diagnosis of anaemia type. 
The MCV and MCHC are the indicators of erythrocyte size 
and shape. Their values reflect the normal or abnormal cell 
division during erythropoiesis. In the present experiment, 
both MCV and MCH values in H. fossilis were increased 
in all experimental fish compared to the control group (p > 
0.05). Conversely, MCHC values decreased in exposed fish 
compared to the control (p < 0.05). 

Biochemical parameters: The mean values of serum bio-
chemical parameters of H. fossilis exposed to various suble-
thal concentrations of BPA for 21 days are given in Table 2. 
Significant differences were observed in serum total protein, 

albumin, globulin, creatine, uric acid, AST and ALT levels 
of fish exposed to BPA compared to control fish produced 
lowest values of those variables as compared with those of 
the control in dose dependent-manner (p < 0.05) (Table 2). 

Results evidently revealed a significant increase in 
plasma glucose (mg/L) concentrations in dose-dependent 
manner (p < 0.05). Conversely, the total plasma protein 
levels of H. fossilis exposed to sublethal concentrations of 
BPA shown a significant reduction (p < 0.05) compared to 
the control group. Likewise, both albumin, globulin and 
A:G ratio was also declined expressively in dose-depend-
ent manner (p < 0.05). The renal biomarkers of both urea 
and creatine levels were significantly (p < 0.05) increased 
in all experimental fish exposed to BPA. The activities 
of alanine aminotransferase (SGPT) and AST (SGOT) were 
significantly increased (p < 0.05) in all BPA exposed fish in 
dose dependent manner.

DISCUSSION

Haematological and serum biochemical parameters in 
fish have proved to be a valuable tool in ecotoxicological 

Table 1: Mean values (± standard error) of haematological parameters of H. fossilis exposed to BPA. 

Parameter (Group I Control) Group II Group III Group III

RBC (×106/mm3) 1.31 ± 0.09 1.16 ± 0.08* 1.09 ± 0.07* 0.94 ± 0.06**

WBC (×103/mm3) 188.4 ± 19.22 202.5 ± 19.4* 219.7 ± 22.3* 236.8 ± 23.8*

Hb (g/dl) 9.7 ± 0.9 9.0 ± 0.8 8.4 ± 0.7* 7.2 ± 0.6**

Hct (%) 33.2 ± 3.1 27.6 ± 2.1* 22.3 ± 2.4* 16.4 ± 1.4**

MCV (fl/cell) 172.30 ± 3.7 179.4 ± 5.2* 186.5 ± 6.5 194.7 ± 3.6**

MCH (pg/cell) 53.45 ± 2.6 56.6 ± 3.1* 63.6 ± 2.2 69.6 ± 1.8**

MCHC (g/dl) 268.8 ± 8.2 255.6 ± 7.7 228.8 ± 6.8* 198.7 ± 6.8**

Values are characterized as (mean ± SE) of six individual values. *Indicate values, those are significantly different from control and exposure (p < 0.05).

Table 2: The serum biochemistry of H. fossilis exposed to sublethal concentrations of Bisphenol A.

Parameter Group I  Control Group II Group III Group III

Plasma protein(µg/mL) 9.77±0.95 8.34±0.24* 6.56±0.63* 4.58±0.61**

Plasma glucose (mg/dL) 98.2±2.11 106.8±2.87* 124.5±3.69** 143.5±4.56**

Albumin (g/dL) 2.58± 0.08 2.18± 0.06* 2.07± 0.05 1.82± 0.04**

Globulin (g/dL) 3.23± 0.23 3.08± 0.22 2.84 ± 0.18* 2.46± 0.2**

A:G ratio 0.80± 0.02 0.70± 0.01* 0.72± 0.02* 0.74± 0.01

Creatinine (mg/L) 1.89 ± 0.02 2.1 ± 0.03* 3.4  ± 0.03** 4.9 ± 0.05**

Uric acid (mg/L) 5.71 ± 0.9 9.9 ± 0.8* 10.7 ± 0.8** 14.6 ± 1.2**

AST (SGOT) (U/L) 61.45± 1.1 72.3± 2.5* 86.6± 2.5 119.7± 3.7**

ALT (SGPT) (U/L) 30.2± 1.5 36.3± 2.5* 42.3 ± 3.1 51.4± 3.4**

Means within the same row carrying different *superscripts are significant at p < 0.05.
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research for evaluating the health status of fish exposed to 
various pollutants (Saravanan et al. 2011, Krishnapriya et al. 
2017, Kumar et al. 2019). BPA intoxication in fish known 
to induce negative impacts on fish health (Canesi & Fabbri 
2015, Cano-Nicolau et al. 2016, Pal & Reddy 2018, Wang 
et al. 2019).

In the present study, the total erythrocyte count, the Ht, 
and Hb percentage, and the secondary indices of RBCs of 
Heteropneustes fossilis exposed to BPA were significantly 
lower than that of the control group. The reduced RBC 
count generally also leads to low Ht and Hb levels (Javed et 
al. 2016). The reduction in RBC count, Hb and Ht specifies 
the anaemic condition of the exposed fish, which could be 
due to the damage of haemopoietic tissue (kidney/spleen) or 
inhibition of erythropoiesis. The dose-dependent decrease in 
haemoglobin concentration in experimental fish might be the 
consequence of injury or cellular damage or suppression of 
haemopoietic tissue of the fish (Kumar & Banerjee 2016). 
The obvious haemorrhage or haemolysis caused microcytic 
anaemia, as regenerating small and immature erythrocytes 
formed in response to BPA stress, constitute the majority of 
cells in outer circulation (Clauss et al. 2008). The anaemia 
in experimental fish might be due to decreased erythropoie-
sis caused by the intoxication of BPA on haematopoietic 
tissues (kidney/spleen). The results of the present study are 
in agreement with the result of Keum et al. (2005) in Korean 
rockfish, Sebastes schlegeli, Aiswarya & James (2016) in H. 
fossilis, and Yaghoobi et al. (2017) in yellowfin seabream 
(Acanthopagrus latus) and Krishnapriya et al. (2017) in 
Labeo rohita, exposed to various sublethal concentrations 
of Bisphenol A. The reduction in RBCs, Ht and Hb levels 
in BPA exposed H. fossilis indicate hypochromic microcytic 
anaemia (Narra et al. 2017) which might be due to both the 
inhibition of haemosynthesis, erythropoiesis or osmoregu-
latory dysfunction or rapid erythrocyte destruction in the 
haematopoietic organ (Narra et al. 2017, Kumar Maurya et 
al. 2019, Yonar et al 2020). In the same way, the substantial 
reduction in Hct value indicates the anaemic condition of 
the fish due to BPA toxicity, which is a common reaction 
in fish under stress conditions (Krishnapriya et al. 2017). 
The reduction in secondary indices of RBC specifies the 
shrinkage of RBCs due to the toxic stress prompted by BPA. 
The significant decrease in Hb percentage may perhaps lead 
to a reduction in MCHC value (Sarma 1990). The present 
experiment also exposed that the sublethal concentrations of 
the BPA may affect the Hb synthesis in H. fossilis resulting in 
a significant decrease of MCHC value. The higher values of 
MCV and MCH in the present study indicate the macrocytic 
condition and low values as microcytic conditions (Javed 
et al. 2016). In the present study, BPA exposure induced 
macrocytic anaemia as MCV values showed higher levels as 

compared to the control fish. The macrocytic anaemia occurs 
when a cell is unable to produce an adequate amount of DNA 
quickly as compared to cell growth (Javed et al. 2016). Our 
results are in agreement with the findings of Aiswarya & 
James (2016) and Yaghoobi et al (2017). The study of Keum 
et al. (2005) has demonstrated that BPA can induce adverse 
impacts on haematological parameters and serum biochemical 
parameters in the Korean rockfish, Sebastes schlegeli. The 
results of Krishnapriya et al. (2017) have shown that BPA 
exposure modifies the haematological and biochemical pa-
rameters in fish, L. rohita. Similarly, the study of Yaghoobi 
et al. (2017) also showed an inverse correlation of BPA with 
RBC, Ht, Hb, and secondary indices in yellowfin seabream 
(Acanthopagrus latus). Kumar Mourya et al. (2019) found 
a significant reduction in the RBC count, Hb and Hct per-
centage in H. fossilis exposed to the industrial wastewater 
at various concentrations. 

Leucocytes play a major role in the non-specific immu-
nity of the fish defence system. Assessment of total leuco-
cyte count (TLC) is acknowledged as an important tool for 
assessing fish health conditions (Maceda-Veiga et al. 2010). 
WBCs mainly involve in nonspecific immunity of fish. In the 
present experiment, the BPA intoxication caused a significant 
increase in the total WBC count of experimental fish in a 
dose-dependent manner, which might be a general immune 
response and a protective reaction to BPA stress. Another 
possible reason for an increase in total WBCs count is due 
to the BPA induced toxic stress which might stimulate the 
leucocytosis/lymphopoiesis from lymphomyeloid tissue for 
effective defence against BPA toxicity. The higher values 
of total WBC might be due to increasing lymphopoiesis 
and/or higher release of lymphocytes from lymphomyeloid 
tissue. Such response in fish happens due to tissue damage 
by the accumulation of toxic materials, which consequently 
stimulated the non-specific immune system to produce more 
number of leucocytes. The increase in total leucocytes count 
in the present experiment may be endorsed to an adaptive 
higher immune response to protect the fish effectively from 
the BPA induced stress. Our results are in agreement with 
the results of Kumar & Banerjee (2016) in Clarias batrachus 
exposed to sublethal concentrations of arsenic. The reduc-
tion in erythrocyte count and Hb concentration along with 
increased WBC count were also observed when the same fish 
was exposed to different concentrations of BPA (Aiswarya 
& James 2016 and Pal & Reddy 2018). Srinivasa Rao et al. 
(2018) also found decreased values of RBC, Hb, Hct, and 
increased values of WBC in the fish Ctenopharyngodon idella 
exposed to lethal and sublethal concentrations of synthetic 
pyrethroid deltamethrin and 11% Decis.

Serum biochemistry in fish is extensively used in the 
assessment of dietary status, health status, and the compe-
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tence of fish for adaptation to the external environment (Fırat 
et al. 2011, Acharya & Mohanty 2014, Sharma et al. 2017, 
Pandit & Rani 2019). In the present experiment, all the serum 
biochemical variables in fish were significantly affected by 
BPA treatment. In the present study, BPA treatment caused 
the elevation of glucose level and inhibition of total serum 
proteins in a dose-dependent manner in H. fossilis. The 
increase in plasma glucose level reflects the enhanced gly-
cogenolysis and inhibited glycolytic pathway in BPA treated 
fish. Our outcomes are analogous with those of Pal & Reddy 
(2018), Sisodia et al. (2018), in BPA exposed H. fossilis and 
El-Sayed et al. (2007) in Nile tilapia exposed to deltamethrin. 
The elevated levels of glucose in the present study might be 
due to the stress caused by BPA, which enhanced the syn-
thesis of adrenocorticotropic hormone (ACTH), glucagon, 
and decline in the synthesis of insulin (El-Sayed et al. 2007, 
Provvisiero et al. 2016). As a result, glycogen from hepatic 
tissue is rapidly converted into glucose and entered into 
blood circulation. Accordingly, the clarification of this BPA 
induced temporary stress effect in all experimental groups 
of H. fossilis may be endorsed to either reduction in the 
synthesis of the above-cited hormones or to higher energy 
demand, that stimulates the use and consumption of glucose 
(El-Sayed et al. 2007).

The protein synthesis is of great indicative importance 
as it is involved in the synthesis of enzymes, hormones and 
antibodies. Therefore, the effects of BPA on plasma total 
protein levels of H. fossilis have taken into consideration to 
assess the toxic effects of BPA. Serum total protein, albumin, 
and globulin experiments in fish are used to monitor the 
health status, liver disorder and impaired kidney function 
(Banaee 2013). In the present study, the values of serum total 
protein, albumin, and globulin were reduced significantly in 
fish exposed to BPA. The reduction in total serum protein, 
albumin, and globulin contents may be due to undernourish-
ment and chronic liver disease as in rainbow trout (Onco-
rhynchus mykiss) exposed to diazinon (Banaee et al. 2011). 
Other researchers also found in the reduction of serum total 
protein, albumin and globulin in the fish exposed to various 
pollutants (Bhanu & Deepak 2015, Javed & Usmani 2015, 
Javed et al. 2017, Banaee et al. 2019). The reduction in the 
serum total protein concentration is accredited to low syn-
thesis or increased loss of plasma proteins (hypoproteinemia) 
as in yellowfin sea bream, Acanthopagrus latus (Hedayati 
et al. 2011). Loss of protein, both albumin and globulin, 
occurs with haemorrhage and external injuries. The decrease 
of total serum protein, albumin, and globulin and albumin/
globulin ratio particularly at the higher BPA doses reflects 
the hepatic dysfunction and immunosuppressive effect of the 
BPA. The decrease in total protein content of exposed fish 
perhaps due to either ceased metabolism or use it to create 

new cells or enzymes to reduce the stress. Our results are 
in agreement with the findings of El-Sayed et al. (2007) in 
Nile tilapia, Oreochromis niloticus exposed deltamethrin and 
Hedayati et al. (2011) in yellowfin sea bream, Acanthop-
agrus latus exposed to mercury chloride. The decrease of 
total serum protein content in the present experiment could 
be due to the conversion of blood and structural proteins to 
meet the higher energy demands on exposure to different 
BPA concentrations. However, some researchers endorsed 
to liver disorder or/and renal excretion for the reduction of 
serum protein in fish (Mutlu et al. 2015). The reduction in 
serum total protein, albumin and globulin may perhaps also 
be due to a higher haemodilution under the toxic stress of 
BPA (Kumar et al. 2011).

It is observed that BPA exposure significantly increased 
serum AST, ALT, urea and creatinine values. The obtained 
outcomes perhaps due to the toxic effects of BPA, which is 
known to induce several pathological processes in different 
fish organs (Pal & Reddy 2018, Manisha Sisodia et al. 2018, 
Faheem et al, 2019). It is well-known fact that AST, and ALT, 
are often used as a diagnostic tool to identify the damage 
in various tissues caused by pollutants (McGill 2016, Lala 
& Minter 2018). The higher AST and ALT activities point 
out the higher rate of transamination of proteins and subse-
quent consumption of free amino acids in the glycogenic 
pathway. Pal & Reddy (2018) and Manisha Sisodia et al. 
(2018) have given evidence that even a moderately elevated 
level of AST in serum is linked with liver damage. Similarly, 
urea and creatinine are traditional diagnostic tools for renal 
structural integrity and function. The reactive oxygen spe-
cies (ROS) formed during BPA metabolism in can enhance 
the permeability of hepatic cells which results in leakage of 
AST, and ALT, enzymes into the blood circulation (Hamed 
& Abdel-Tawwab 2017, Pal & Reddy 2018, Sisodia et al. 
2018, Mahdavinia et al. 2019, Faheem et al. 2019). Faheem 
et al. (2019) reported a similar increase in serum AST and 
ALT activities in Catla catla exposed to BPA. Alterations in 
AST and ALT activities directly point out cellular damage 
in hepatic tissue (Pal & Reddy 2018, Sisodia et al. 2018). 

The values of serum creatinine and uric acid in verte-
brates reflect the status of renal health, function, and muscle 
health and purine metabolism (Hamed & Tawwab 2017). 
Glomerulus damage, impair metabolism of carbohydrates 
and increased damage of muscle tissue may cause increased 
creatinine levels in the blood (Hadi et al. 2009).  In the present 
study, a significant increase was recorded in serum creatinine 
and uric acid level of BPA exposed fish specifies that BPA 
affects muscle and purine (nucleic acid) metabolism as in 
Channa punctatus exposed to industrial effluent (Javed et 
al. 2016). This increase may also be due to the damage of 
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renal tubules. Degeneration and necrosis of glomerulus and 
a decrease in haematopoietic tissue in Catla catla after BPA 
exposure was reported by Faheem et al. (2019). This decrease 
in haematopoietic tissue may be a cause of an increase in 
serum uric acid. Similar results were reported in Nile tilapia 
(Oreochromis niloticus) exposed to copper sulphate (Mutlu 
et al. (2015), BPA exposed Nile tilapia, Oreochromis nilot-
icus (Abdel-Tawwab & Hamed 2018) and in Catla catla 
(Faheem et al. 2019). The toxic effect of BPA in the kidney 
is endorsed to its role in declining glomerular filtration rate 
(GFR) that is specified by a substantial increase in serum 
creatinine (Abdelkhalek et al. 2017). Faheem et al. (2019) 
observed a significant increase in serum urea and creatinine 
after BPA treatment in Catla catla. Jyothi & Narayan (2000) 
found a significant elevation in serum urea and creatinine 
after pesticide intoxication in a freshwater catfish, Clarias 
batrachus. Hamed et al. (2019) found a significant reduction 
in RBC’s count, Hb, Ht, MCHC, platelets, and WBC’s count 
and increase of creatinine, uric acid, AST, ALT, ALP, glucose, 
cholesterol, total protein, albumin, globulin, and A/G ratio in 
Nile tilapia (Oreochromis niloticus) exposed to microplastics 
for 15 days. The results confirm that BPA caused functional 
and structural damage in the kidney, which was reflected in 
the increased urea and uric acid levels with impairment in 
their excretion. 

CONCLUSIONS

The current study thus confirmed that haematological pa-
rameters are very responsive parameters for evaluating toxic 
responses of the fish following exposure to BPA. BPA in-
toxication reveals the anaemic condition in fish species. We 
believe that alterations in haematological indices and serum 
biochemistry may be a protective mechanism against BPA 
toxicity. Overall, the present study offers supplementary 
shreds of evidences for the usage of serum biomarkers in 
assessing the health of fish. The study also confirms the 
appropriateness of H. fossilis as experimental species and 
underlining the need for additional research to validate the 
presence of xenobiotics or other environmental toxins.  
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ABSTRACT
Reservoirs play a key role in many infrastructure functions for people like flood control, irrigation, and 
water supply. In this work, we focused on the water quality evaluation model for Shimen Reservoir. 
Based on the monthly changes of factors such as pH, nitrate, ammonia nitrogen (NH3-N) and total 
nitrogen (TN) in 2013 and 2014, the information diffusion theory and fuzzy neural network technology 
were utilized to evaluate the water quality comprehensively. The probability distribution of these four 
factors in the reservoir was analysed and the water quality of the reservoir evaluated. The results show 
its reliability and these two methods can provide a basis for water quality control of Shimen Reservoir. 
Furthermore, the methods can be universally applied to the analysis and research of water quality in 
other regions.. 

INTRODUCTION

The Shimen Reservoir is a large-scale water conservancy 
project with flood control, irrigation, and urban water supply 
as its main function, taking into account the functions of 
power generation and fish farming. Therefore, it is important 
to ensure the basic stability of the water quality of the res-
ervoir. At present, there are many methods for water quality 
evaluation, and more methods such as single factor evaluation 
method, comprehensive evaluation method and Nemerow 
index method are used. The single-factor index method is 
simple to calculate, but it can only reflect the change of a 
single factor, so many scholars combine single-factor eval-
uation with other methods to get better results. Song (2018) 
used a single factor evaluation method combined with an 
improved grey correlation to evaluate water quality. Wu 
(2019) evaluates the groundwater environment in Pinghai 
Bay, Putian City based on a single factor and fuzzy mathe-
matics comprehensive evaluation method.

Information diffusion theory can dig out more informa-
tion when the amount of data is insufficient and the samples 
are insufficient. It can be well combined with artificial neural 
network models and applied to many fields. Currently, main-
ly involved in meteorological disasters, signal processing, 
geological disasters, surveying and mapping, etc. Liu et al. 
(2019) applied entropy information diffusion theory to the 
risk assessment of agricultural drought and flood disasters in 

the middle and lower reaches of the Yangtze River. Zhong et 
al. (2019) evaluation of flash flood risk was based on informa-
tion diffusion method. Wang et al. (2016) used information 
diffusion theory to study flood and drought disaster risk 
characteristics in southern China. Lu et al. (2014) applied 
information diffusion technology in the probability analysis 
of grassland biological disaster risk. Besides, it is involved 
in some aspects such as thunderstorms, pests, typhoons and 
crop yields.

Regarding water environment issues, some scholars have 
applied the information diffusion theory. Li (2007) used the 
information diffusion technology to study the river health 
risk estimation model under the condition of incomplete 
information. The inspection of reservoir water quality is 
very complicated. Therefore, grasping the changes in the 
content of each element in the reservoir can better analyse the 
water quality and maintain the normal use of the reservoir. 
This paper analyses the risk probability of each element’s 
pollution index through a combination of single factor index 
and information diffusion theory. It is of great significance 
to prevent the pollution index from exceeding the standard 
and the water quality to be stable. 

The T-S fuzzy neural network model is an organic 
combination of fuzzy logic and neural networks. It inherits 
the advantages of both fuzzy logic and neural networks. 
It can represent highly nonlinear complex systems with 
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fewer fuzzy rules, which is very suitable for water quality 
evaluation. Mo et al. (2017) evaluated the water quality of 
the main rivers in Qinzhou based on the T-S fuzzy network 
model. Zhang et al. (2018) combined fuzzy neural network 
with LSSVM-MC to predict comprehensive water quality. 
Zhao (2018) uses neural networks to study early warning 
of aquaculture and transportation environment. This paper 
uses a fuzzy neural network to evaluate the water quality of 
the Shimen Reservoir.

MATERIALS AND METHODS

Single Factor Index 

The single factor evaluation method is to determine the cat-
egory of comprehensive water quality of the water body by 
the category of the single index with the worst water quality. 
This method is simple to calculate and can directly reflect the 
pollution of a single factor. With reference to the “Environ-
mental  Quality Standard for Surface Water” (GB3838-2002) 
Category V water standard(2002), the formula is:  

 Pi = Ci/Si …(1)

Where, Ci is the measured value of type i pollutant, and 
Si is the evaluation standard of type i pollutant.

When  Pi ≤ 1, it means that the water body is not polluted; 
when Pi > 1, it means that the water body is polluted.

The standard index for PH value is:
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Qinzhou based on the T-S fuzzy network model. Zhang et al. (2018) combined fuzzy neural network with LSSVM-MC to 
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Where p(uj) is the frequency value at which the sample point falls at uj, which can be used as an estimate of the probability. 
Its transcendence probability is: 
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Where, P(u ≥ uj) is the probability of exceeding uj. 

T-S Fuzzy Neural Network 

The T-S fuzzy system can be defined by the "if-then" rule form. In the case of the rule Ri, the fuzzy reasoning is as follows: 
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Where Aj

i  is the fuzzy set of the fuzzy system; pj
i is the fuzzy system parameter; yi is the output obtained according to the 

fuzzy rules, the input part (the if part) is fuzzy, and the output part (the then part) is determined. The fuzzy inference output 
is a linear combination of the inputs. 
T-S fuzzy system is a kind of fuzzy system with strong adaptive ability. The model can not only update automatically but 
also continuously modify the membership function of the fuzzy subset. It consists of an antecedent network and an after 
ware network. 
Antecedent network 
The first layer is the input layer. Assume that the input quantity x = [x1, x2,⋯ xk]T, and the number of nodes in this layer 
is k. 
The second layer is the fuzzification layer. The membership degree of each input variable xj is calculated according to the 
fuzzy rules. 
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The third layer is the fuzzy rule layer. The fuzzy operator is used as the multiplication operator to perform fuzzy calcula-
tions for each membership degree. 
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The fourth layer is used to normalize the applicability of each rule. The calculation expression is: 

 …(9)

Q is the sum of the number of sample points at each uj 
point.

Table 1：Standard value of basic items for environmental quality standard for surface water (unit in mg/L).  

Classification standard valueitems Class Ⅰ Class Ⅱ Class Ⅲ Class Ⅳ Class Ⅴ

pH  (dimensionless) 6～9

NH3-N 0.15 0.5 1.0 1.5 2.0

TN (N for lakes and reservoirs) 0.2 0.5 1.0 1.5 2.0
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i is the fuzzy system parameter; yi is the output obtained according to the 

fuzzy rules, the input part (the if part) is fuzzy, and the output part (the then part) is determined. The fuzzy inference output 
is a linear combination of the inputs. 
T-S fuzzy system is a kind of fuzzy system with strong adaptive ability. The model can not only update automatically but 
also continuously modify the membership function of the fuzzy subset. It consists of an antecedent network and an after 
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Antecedent network 
The first layer is the input layer. Assume that the input quantity x = [x1, x2,⋯ xk]T, and the number of nodes in this layer 
is k. 
The second layer is the fuzzification layer. The membership degree of each input variable xj is calculated according to the 
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After ware network 
The first layer is the input layer, which is used to provide the constant term of the fuzzy rule follower. 
The role of the second layer is to calculate each postscript of the rule. 
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The third layer calculates the output value of the fuzzy model based on the fuzzy calculation results to achieve clear 
calculations. 
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Algorithm learning 
The model's error analysis, coefficient correction, and parameter correction methods are as follows: 
Error calculation: 
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Where, pj
i is the neural network coefficient, α is the learning efficiency of the network, xj is the network input parameter, 

and ωi is the membership product of input parameters. 
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Empirical formula for the number of nodes in the hidden layer: 
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Where, M is the number of nodes in the hidden layer; I is the number of nodes in the input layer; O is the number of nodes 
in the output layer 
 
Table 2: T-S fuzzy neural network construction parameter table.  
 

I O M Recommended
 M value 

2 1~3 4~8 8 
3 1~4 5~9 8 
4 1~5 6~10 10 
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6 1~3 9~14 12 
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Shimen Reservoir is located at 122°45′00″ east longitude and 40°22′00″ north latitude. It is a large-scale water conservancy 
project with flood control, irrigation, and urban water supply as its main function while taking into account power gener-
ation and fish farming functions. The maximum dam height is 47 meters, the dam is 350 meters long, the annual runoff is 
117 million cubic meters, and the total storage capacity is 102.2 million cubic meters. The reservoir provides an average 
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The third layer calculates the output value of the fuzzy 
model based on the fuzzy calculation results to achieve clear 
calculations.
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Where, M is the number of nodes in the hidden layer; I 
is the number of nodes in the input layer; O is the number 
of nodes in the output layer

Survey of Research Area

Shimen Reservoir is located at 122°45'00"″ east longitude and 
40°22'00"″north latitude. It is a large-scale water conservancy 
project with flood control, irrigation, and urban water supply 
as its main function while taking into account power gener-
ation and fish farming functions. The maximum dam height 
is 47 meters, the dam is 350 meters long, the annual runoff 
is 117 million cubic meters, and the total storage capacity is 
102.2 million cubic meters. The reservoir provides an average 
of 25 million cubic meters of industrial and urban domestic 
water and 36 million cubic meters of agricultural water to 
Yingkou and Gaizhou. Reservoir operation has played a huge 
benefit and harm removal benefits 

RESULTS AND ANALYSIS

In this paper, the monthly pH, nitrate, ammonia nitrogen, 
and total nitrogen contents of Shimen Reservoir in 2013 
and 2014 were selected to ensure the stability of the water 
environment of the reservoir. The feasibility of the informa-
tion diffusion theory and T-S neural network in the analysis 
of reservoir water quality was verified. The main research 

contents are as follows:

 (1) After determining the single factor index of each  
element, use information diffusion technology to pro-
cess each single factor index to analyse the occurrence 
probability of pH, nitrate, ammonia nitrogen and total 
nitrogen in Shimen Reservoir.

 (2) The T-S fuzzy neural network was used to evaluate the 
water quality of the Shimen Reservoir in 2013 and 2014.

Water Quality Analysis of Shimen Reservoir Based on 
Information Diffusion Theory and Single Factor Index

The single factor index corresponding to the four factors was 
calculated from Equations 1-3. According to the information 
diffusion theory, each single factor index is used as the in-
formation diffusion sample for diffusion. X1, X2, X3 and X4 
are information diffusion samples of pH, nitrate, ammonia 
nitrogen, and total nitrogen, respectively. With reference to 
the “Environmental Quality Standard for Surface Water” 
(GB3838-2002), the set [0,1] of one-dimensional space can be 
used to take points at equal intervals as the discourse of each 
factor. Set the discrete domain of PH as: U1 = {0,0.1,0.2,...,1}; 
the discre≤te domain of nitrate as: U2 = {0,0.1,0.2,...,1.4}; the 
discrete domain of NH3-N as: U3 = {0,0.025,0.05,...,0.325}
and the discrete domain of TN as: U4 = {1.0,1.6,1.7,...,2.5}. 
Then the control points of PH, nitrate, NH3-N and TN are 
m1=11, m2=15, m3=14, m4=16. The number of samples is n 
= 24. According to formula 4-11, the diffusion coefficients of 
each factor can be obtained as h1 = 0.064209, h2 = 0.075883, 
h3 = 0.019496, h4 = 0.093395. Surpassing probability of each 
factor is given in Tables 3-6, and the probability density and 
surpass probability of the four elements in Figs. 1-4.

It can be seen from the Figs. 1-4 that the probability of the 
corresponding single factor index of four elements in Shimen 
Reservoir appears. The maximum probability of pH is SPHj 
= 0.1, which is 32.93%. Nitrate has the highest probability at 
46.13%; NH3-N has the highest probability at 18.99% and 
TN has the highest probability at 23.78%.

It can be seen from Fig. 1 and Table 3 that the transcenden-
tal probability curve of pH is on the side less than 1. Therefore, 
the pH value of the Shimen Reservoir is relatively stable.

It can be known from Table 5 and Fig. 2 that the single factor 
exponential distribution of nitrate is distributed on the side of Pi≤1. 

Table 2: T-S fuzzy neural network construction parameter table. 

I O M Recommended M value

2 1~3 4~8 8

3 1~4 5~9 8

4 1~5 6~10 10

5 1~5 8~12 10

6 1~3 9~14 12

Table 3: Probability of exceeding the pH single factor index.

Single factor index Probability

0 1.000000

0.1 0.831928

0.2 0.502622

0.3 0.287776

0.4 0.215550

0.5 0.161780

0.6 0.065910

0.7 0.005141

0.8 0.000040

0.9 0.000000

1.0 0.000000



1589INFORMATION DIFFUSION THEORY AND FUZZY NEURAL NETWORK FOR WATER QUALITY 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

Table 4: Probability of exceeding the nitrate single factor index.

Single factor index Probability

0 1.000000

0.1 0.999637

0.2 0.981154

0.3 0.783971

0.4 0.322698

0.5 0.074134

0.6 0.042579

0.7 0.041663

0.8 0.040967

0.9 0.031620

1.0 0.009881

1.1 0.000688

1.2 0.000009

1.3 0.000000

1.4 0.00000

Table 5: Probability of exceeding the NH3-N single factor index.

Single factor index Probability

0 1.000000

0.025 0.985991

0.05 0.911267

0.075 0.761674

0.1 0.571740

0.125 0.398739

0.15 0.258229

0.175 0.164238

0.2 0.078687

0.225 0.015765

0.25 0.000952

0.275 0.000014

0.3 0.000000

0.325 0.000000

Table 6: Probability of exceeding the TN single factor index.

Single factor index Probability

1.0 1.000000

1.1 1.000000

1.2 0.999999

1.3 0.999912

1.4 0.997685

1.5 0.978861

1.6 0.904393

1.7 0.813638

1.8 0.690715

1.9 0.498245

2.0 0.260474

2.1 0.103946

2.2 0.043997

2.3 0.013959

2.4 0.003121

2.5 0.000000

That is, the nitrate content of the water body meets the standard.

From Table 6 and Fig. 3, when Pi″ ≤ 0.075, the content 
of NH3-N conforms to type I water, and the probability of 
occurrence is P ≥ 76.17%; when 0.075 < Pi ≤ 0.25, the NH3-N 
content accords with the water of class II, and the probability 
of occurrence at this time is 76.17%″ ≤ P″ ≤ 0.09%. That is, 
most of the ammonia nitrogen content in the water body 
meets the standards of Class I and II water.

It is clear from Table 7 and Fig. 3 that the single factor 
index of total nitrogen in the water body is greater than 1. 
Therefore, the biggest cause of water pollution may be ex-
cessive nitrogen content.

Water Quality Evaluation of Shimen Reservoir Based 
on T-S Fuzzy Neural Network

The basic steps and evaluation results of Shimen reservoir 
water quality evaluation based on T-S fuzzy neural network 
are as follows:

 (1) Selected network structure: The construction of the 
fuzzy neural network determines the number of input 
and output points of the fuzzy neural network accord-
ing to the dimensions of the training samples. Selected 
four indicators of pH, nitrate, NH3-N and TN, so the 
number of input nodes is 4. Water quality levels I-V are 
represented by numbers 1-5, and the number of output 
nodes is 1. It can be known from Table 2 that the number 
of nodes in the hidden layer is 10, so a 4-10-1 network 
structure is formed.

 (2) Generate training samples: In this paper, 400 sets of train-
ing samples are generated by interpolating water quality 
index standard data “Environmental Quality Standard for 
Surface Water” (GB3838-2002) with the evenly spaced 
distribution. Obtain water quality level indicators based 
on network predictions. When the predicted value is 
less than 1.5, the water quality level is Class I; when the 
predicted value is 1.5 to 2.5, the water quality level is 
Class II; when the predicted value is 2.5 to 3.5, the water 
quality level is Class III; when the predicted value is 3.5 
to 4.5 When the predicted value is greater than 4.5, the 
water quality level is Category V. 

 (3) Network training and testing: The training sample is 
used to train the fuzzy neural network 100 times. The 
training result is shown in Fig. 5. Fifty sets of data were 
drawn from a random sample to verify the accuracy of 
the model. The verification results are shown in Fig. 6. 
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It can be seen from Fig. 6 that the error between the 
actual water quality level and the model output water 
quality level is small, and it can play an accurate pre-
diction role.

 (4) Water quality evaluation: Select the content of pH, ni-
trate, NH3-N and TN from month to month from 2013 
to 2014. The trained T-S fuzzy neural network was used 
to evaluate the Shimen reservoir. The evaluation results 
are shown in Fig. 7. It can be seen from the figure that 
the water quality level of Shimen Reservoir is basically 

maintained at Class III and IV, and the water environ-
ment is relatively stable.

CONCLUSIONS

 (1) 24 sample data are selected in this paper. The nitrate, 
NH3-N, TN and pH in Shimen Reservoir were evaluated 
based on single factor index and information diffusion 
theory. The results show that the pH, nitrate and ammo-
nia nitrogen in Shimen Reservoir are stable and meet 
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(1) Selected network structure: The construction of the fuzzy neural network determines the number of input and 
output points of the fuzzy neural network according to the dimensions of the training samples. Selected four 
indicators of pH, nitrate, NH3-N and TN, so the number of input nodes is 4. Water quality levels Ⅰ-Ⅴ are repre-
sented by numbers 1-5, and the number of output nodes is 1. It can be known from Table 2 that the number of 
nodes in the hidden layer is 10, so a 4-10-1 network structure is formed. 
 

(2) Generate training samples: In this paper, 400 sets of training samples are generated by interpolating water quality 
index standard data “Environmental Quality Standard for Surface Water” (GB3838-2002) with the evenly spaced 
distribution. Obtain water quality level indicators based on network predictions. When the predicted value is less 
than 1.5, the water quality level is Class I; when the predicted value is 1.5 to 2.5, the water quality level is Class 
II; when the predicted value is 2.5 to 3.5, the water quality level is Class III; when the predicted value is 3.5 to 
4.5 When the predicted value is greater than 4.5, the water quality level is Category V.  

 
 

(3) Network training and testing: The training sample is used to train the fuzzy neural network 100 times. The training 
result is shown in Fig. 5. Fifty sets of data were drawn from a random sample to verify the accuracy of the model. 
The verification results are shown in Fig. 6. It can be seen from Fig. 6 that the error between the actual water 
quality level and the model output water quality level is small, and it can play an accurate prediction role. 
 

Fig.4: Probability distribution of the TN single factor index.
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national standards, but the total nitrogen contents are 
significantly higher than the standard.

 (2) Analysis of water quality of Shimen Reservoir from 
2013 to 2014 based on T-S fuzzy neural network. The 
results show that the comprehensive water quality of 
Shimen Reservoir is good and stable.

 (3) It is feasible to use information diffusion technology 
combined with single factor index to evaluate water 
quality. The analysis results are clear and have guiding 
significance for the water quality control of Shimen 
Reservoir. T-S fuzzy neural network fuzzy takes single 
factor prediction as input and comprehensive evaluation 
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as output. It has effectively evaluated the water envi-
ronment quality of the Shimen Reservoir and obtained 
good evaluation results.
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ABSTRACT
Recently, facing situations of insufficient energy and harsh environmental conditions, new-energy 
vehicles begin to enter people’s lives. But considering many factors such as price and market acceptance 
development of new-energy automobile market must not lack government incentives. In recent two years, 
the government’s subsidy for green technology development to new-energy automobile enterprises 
has entered the post-subsidy era. To explore the sustainable development of new-energy automobile 
enterprises, Foton automobile was selected as the research object and the scale of government subsidy 
for green technology development to Foton automobile was clearly defined, the performance was 
analyzed by using multiple regression method. Results show that government subsidy and tax return for 
green technology development have a positive effect on Foton automobile’s performance, environmental 
regulation stringency has a significant positive moderating effect. Referring to the conclusions, some 
suggestions were put forward for Foton automobile’s future development and the development of new-
energy automobile industry. 

INTRODUCTION

As the international environment continues to change 
and various advanced technologies continue to change,  
environmental and energy issues are becoming more and 
more prominent and countries are attaching more and more 
importance to environmental protection. Traditional cars 
need to consume a large amount of oil and emit carbon 
monoxide, carbon dioxide, hydrocarbon chemicals and other 
waste gas, polluting the air environment. In such an envi-
ronment, new-energy vehicles emerge as the times require 
(Chu et al. 2018). However, as new-energy vehicles need the 
support of high-end technologies, there is no advantage in 
price, and the market acceptance of new-energy vehicles is 
not high compared with traditional cars at present. Therefore, 
the development of new-energy vehicles enterprises and 
industries requires a series of subsidies and policy support 
for green technology development from the government.

In 2010, China’s government issued a new-energy subsi-
dy policy to support green technology development. In recent 
years, with the change of market conditions, the government 
subsidy policy for green technology development has been 
changing constantly in the continuous process. In 2016, the 
Ministry of Finance exposed the “subsidy fraud” of some 

auto companies. Starting from 2018, relevant government 
departments’ support measures for relevant enterprises are 
significantly lower than before, which can be described as 
entering the “post-subsidy era”.

As early as 2011, the production and sales volume of 
new-energy vehicles in China was very low, which was only 
820,000 units. According to the overall automobile produc-
tion in 2011, the proportion of new-energy vehicles was 
less than 1‰. By 2018, however, tremendous changes had 
taken place. The annual sales volume reached 1.27 million, 
accounting for 4.5% of the total automobile production and 
sales volume, and the production and sales volume increased 
by more than 150 times. From 2011 to 2018, both the pro-
duction and sales volume, as well as the proportion of total 
automobile production and sales volume in China, showed 
an amazing development speed.

The ministry of industry and information technology has 
released the audit report on the promotion and application 
of new-energy vehicles for the first time since May 2017. 
According to the latest report, the number of new-energy  
vehicles receiving government subsidies for green technolo-
gy development totaled 615,100, and the number of subsidies 
to be liquidated reached 62.4 billion RMB. The specific 
situation is shown in Table 1.
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The cumulative sales volume of new-energy vehicles in 
China increased continuously from the first quarter of 2016 
to the third quarter of 2019. The quarterly sales volume of 
new-energy vehicles fluctuated and increased from the first 
quarter of 2016 to the fourth quarter of 2018, and showed the 
characteristic of quarterly change from 2017 to 2018, which 
meant that the sales volume kept rising from the first quarter 
to the fourth quarter. In addition, it could be found that the 
sales volume in the second and third quarters of 2019 was 
lower than that in the same period of 2018, which was most 
likely due to the serious decline of government subsidies for 
new-energy vehicles during this period. It could be seen that 
government subsidies for green technology development had 
played a positive role in promoting the overall performance 
of the industry.

Had new-energy automobile enterprises used government 
subsidies to enhance their strength? Did government subsi-
dies and policy support for green technology development 
promote the pace of development of each enterprise and 
the whole industry? What would companies need to do to 
cope with future subsidy declines? Therefore, it is of great 
significance for both the government and enterprises to study 
the influence of government subsidies for green technology 
development on the performance of new-energy automobile 
enterprises.

PAST STUDIES 

Government subsidies mainly referred to the free monetary 
and non-monetary economic subsidies provided by the 
government to enterprises. The purpose was to promote the 
upgrading and development of enterprises and industries, to 
optimize the allocation of social resources, and to promote the 
balance of social supply and demand. Government subsidies 
were generally free and conditional. Therefore, government 
subsidies did not affect the ownership of enterprises, and 
enterprises in turn had no obligation to repay the assets to 

relevant departments in the future. But enterprises would 
be limited in their use of government subsidies. At present, 
subsidies for green technology development of the Chinese 
government to the new-energy automobile enterprises were 
mainly in the form of direct subsidies and tax incentives. 
In 2012, the government just issued a new energy vehicle 
subsidy policy, vigorously advocating the purchase of new 
energy vehicles, and adopting different subsidy rules ac-
cording to different models. In 2013, the subsidy rate was 
reduced by 5%, and in 2014, the subsidy rate was reduced by 
10%. In 2017, the subsidy policy was substantially adjusted 
to further improve the subsidy rules from requirements of 
energy consumption, mileage and power battery standards. 
The requirements of electric passenger cars were strictly 
stipulated to avoid cheating and compensation. In addition 
to large subsidies to businesses, consumers could enjoy 
exemption from vehicle purchase tax when they buy a car. 
In addition, electric vehicles in new energy vehicles could 
also enjoy an additional exemption from consumption tax. 
At the same time, new-energy automobile manufacturers, if 
they met the requirements for the recognition of high-tech 
enterprises, might pay enterprise income tax at a tax rate of 
15%, and allow additional deductions based on research and 
development expenses (Han 2019).

It was found that government subsidy would slow down 
the growth of enterprises in terms of performance and scale, 
which would have a negative influence on the performance 
of enterprises (Fredrik 2000). Okamuro & Nishimura 
(2015) pointed out that government subsidy could improve 
innovation performance. Research showed that non-tax sub-
sidies had a greater influence on the cost of debt and social 
performance than tax subsidies. Government subsidies to 
university-industry research collaborations through finan-
cial subsidies could improve innovation performance, and 
financial subsidy from the government would slow down 
the growth of enterprises in terms of performance and scale, 
which would have a negative influence on the performance of 

Table 1: New-energy vehicles to promote the application of clearing table.

Year of the 
vehicle

Enterprise declara-
tion and promotion 
(unit)

Liquidation fund 
(ten thousand 
RMB)

Number of promo-
tions approved by the 
expert group (unit)

Subsidy funds to 
be liquidated (ten 
thousand RMB)

Time of public 
notice

Batch

2016 94,072 641,482 85,094 585,936 2017.05.17 First

2016 71,446 320,804 71,199 314,263 2017.09.07 Second

2016 57,816 1,684,109 57,494 1,676,431 2017.11.28 Third

2016 51,016 1,246,311 50,208 1,233,058 2018.05.25 Fourth

2017 230,616 960,115 161,667 664,099 2018.05.25 Fourth

2016 10,952 266,020 10,876 264,500 2018.09.25 Fifth

2017 85,717 274,872 78,011 244,319 2018.09.25 Fifth

2015 30,936 330,055 29,034 300,088 2019.03.19 Sixth

2016 72,614 968,440 71,546 957,937 2019.03.19 Sixth

Total 705,185 6,692,208 615,129 6,240,631
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enterprises (Beason 2015). In addition, supporting measures 
of relevant departments could also promote development 
pace of some small and medium-sized enterprises that  
attached importance to advanced technology (Du & Huang 
2020). Although direct replenishment funds of relevant sub-
sidy policies were relatively limited, the atmosphere in the 
industry tended to be optimistic due to the encouragement 
of government departments, which indirectly introduced 
capital from outside the industry into the industry. Relevant 
subsidy measures further encouraged the enthusiasm of 
technological innovation of relevant enterprises and guide 
their development direction (Xu et al. 2016, Kolkis 2019). 
Support policies of relevant departments could positively 
affect the financial performance of enterprises with little 
force (Roper & Hewitt-Dundas 2015, Votinov et al. 2020). 

Government subsidies would cause enterprises to become 
dependent on subsidy funds and even lead to non-productive 
investment behaviours, which would reduce the financial 
performance of enterprises and hinder the improvement of 
the innovation ability of enterprises (Syed & Kamel 2018, 
Miguel et al. 2020). Due to the information asymmetry 
between government and enterprises, and the motivation of 
enterprises to maximize profits, enterprises could apply for 
subsidies without conducting research and development, 
namely, showing the problem of enterprises cheating for 
subsidies.

MATERIALS AND METHODS

In the study, 79 enterprises’ data on two core explanatory 
variables of government subsidy (Gov) and tax return (Tax) 
in 2018, the moderating variable of environmental regulation 
stringency (ERS), and the control variables of total asset 

size (Size), listed age (Age), and revenue growth rate (Rgr) 
were selected. The explained variable was analyzed by a 
cross-sectional regression method. The regression analy-
sis of the performance (Perf) was carried out. Because of 
the cross-sectional data, data of different enterprises were 
independent of each other. Therefore, before regression, 
stability test can be avoided, and only some data need to be 
logarithmically processed. The processed variables can be 
shown as government subsidies (Gov), tax returns (Tax), and 
total asset size (Size). The selection and definition of specific 
indicators are shown in Table 2.

RESULTS ANALYSIS

Scale of government subsidy for green technology devel-
opment granted to Foton automobile: According to the 
data of the enterprise’s annual report and quarterly report, 
the number of government subsidies for green technology 
development Foton automobile received from 2012-2019 is 
shown in Table 3.

The number of government subsidies that Foton received 
from 2012 to 2015 was increasing. In 2012, it received a 
total of 33.90 million RMB of government subsidies, and in 
2015, it reached 90.23 million RMB, achieving an increase 
of 166.29%. Since 2016, the number of government subsi-
dies received by Foton automobile had been declining. The 
subsidy in 2018 was only 22.35% of that in 2015. In 2019, 
the number of government subsidies for green technology 
development received was close to that in 2018.

According to the annual report of Foton automobile, 
the ways included financial allocation and tax refund. In 
terms of financial allocation, the subsidies received by 
Foton automobile in 2012-2015 mainly included automobile 

Table 2: Definition of variables.

Variable Variable name Variable symbol Variable explain

Dependent variable Performance Perf Market value/total assets

Independent variable Government subsidies Gov Log(government subsidies)

Tax refund Tax Log(tax refund)

Moderating variable Environmental Regulation Stringency ERS Strict degree of regional environmental regulation

Control variable Total asset size Size Log(total assets)

Listed age Age Observed year and established year impairment

Revenue growth rate Rgr Main revenue of the current period-main revenue of the 
previous period)/main business income of the previous period

Table 3: Amount of Government subsidy for green technology government of Foton automobile from 2012 to 2019.

Year Amount (ten thousand RMB) Year Amount (ten thousand RMB)

2012 33895.24 2016 85719.75

2013 46777.66 2017 37443.37

2014 72737.32 2018 20169.14

2015 90230.06 2019 19805.21
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R&D subsidies, automobile basic research fund subsidies, 
energy-saving automobile subsidies for green technology 
development, etc. After 2016, the government subsidies for 
green technology development received by Foton automobile 
mainly focused on automobile R&D, production and sales.

Regression result: The correlation between independent 
variables and dependent variables is given in Table 4.  
Government subsidy (Gov), tax return (Tax), and total asset 
size (Size) have a significant positive relation with revenue 
growth rate (Rgr). In addition, total asset size (Size) has a 
significant positive relation with listed age (Age).

According to index and relative data, the regression result 
is given in Table 5. It shows that the influence of govern-
ment subsidies (Gov) on performance (Perf) is significantly 
positive at 5% level, and the coefficient is 0.07, which can 
be shown in equation (1).

 Perf = 0.89 + 0.07Gov + 0.57Size – 0.11Age + 1.22Rgr (1)

The influence of tax return (Tax) on performance (Perf) 
is significantly positive at 5% level, and the coefficient is 
0.06, which can be shown in equation (2)

 Perf = 0.31 + 0.06Tax + 1.45Size + 0.15Age + 0.58Rgr (2)

When the moderating variable of environmental regula-
tion stringency (ERS) is introduced, the influence of govern-
ment subsidies (Gov) on performance (Perf) is significantly 
positive at 1% level, and the coefficient is 0.23, which can 
be shown in equation (3). It means that under the situation 
of environmental regulation, new-energy automobile enter-
prises tend to get better performance by using government 
subsidies, which shows lager coefficient and higher signif-
icance level.

 Perf = 1.32 + 0.23Gov + 1.11ERS × Gov + 0.89Size –
 1.24Age + 0.98Rgr  (3)

The influence of tax return (Tax) on performance (Perf) 
is significantly positive at 1% level under environmental 
regulation, and the coefficient is 0.14, which can be shown 
in equation (4). It means that under the situation of environ-
mental regulation, the coefficient is larger and the significant 

level is improved. Due to tax return, new-energy automobile 
enterprises get more capital in green technology develop-
ment. Strict regulation may constrain enterprise behaviour.

 Perf = 0.67 + 0.14Tax + 0.53ERS × Tax + 0.66Size +
 0.35Age + 1.21Rgr (4)

Under environmental regulation, the influence of govern-
ment subsidies (Gov) on performance (Perf) is significantly 
positive at 5% level, and the coefficient is 0.35. The influence 
of tax return (Tax) on performance (Perf) is significantly 
positive at 5% level, and the coefficient is 0.10, which can 
be shown in equation (5).

 Perf = 0.78 + 0.35Gov + 1.10Tax + 0.89ERS × Gov +
 0.25ERS × Size – 0.12Age + 0.84Rgr  (5)

Through the analysis, the following results are drawn. 
Firstly, the government subsidies for green technology de-
velopment of China’s new-energy automobile industry are 
characterized by large overall subsidies and large differences 
in the number of government subsidies received by different 
enterprises. And relevant documents show that the govern-
ment subsidies to new-energy automobile enterprises will 
be withdrawn shortly. At present, China had issued several 
policies to encourage new-energy automobile enterprises to 
strengthen technological transformation and upgrading and 
increased support and government subsidies. However, from 
the actual effect, it was not ideal. It was mainly reflected in 
the fact that the core technology of new-energy enterprises 
had not made great progress, and the problems such as the 
endurance and security of new-energy technology have not 
been completely solved (Samanta et al. 2019). At the same 
time, after obtaining government subsidies, some enterprises 
did not fully invest in green technology research and devel-
opment, but invested their funds in real estate, stock market, 
etc., resulting in a large amount of capital waste, which was 
not conducive to the whole industry

Secondly, after a specific empirical analysis, it is found 
that government subsidies for green technology development 
have a significant positive influence on the performance of 
relevant enterprises. At the significance level of 5%, the 

Table 4: Correlation between independent variables and dependent variables of the samples.

Gov Tax ERS Size Age Rgr

Gov 1 -0.07 0.16 0.01 -0.09 0.24**

Tax -0.07 1 0.08 -0.04 0.02 0.12*

ERS 0.16 0.08 1 0.13 0.05 0.21*

Size 0.01 -0.04 0.13 1 0.17* 0.32**

Age -0.09 0.02 0.05 0.17* 1 0.05

Rgr 0.24** 0.12* 0.21* 0.32** 0.05 1

Note: *, ** and *** indicate that the parameter estimates are significant at the level of 1%, 5%, and 10%, respectively.
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coefficients of government subsidies and tax refunds are 
0.06 and 0.02, respectively. This means that government 
subsidies for green technology development can promote 
new-energy automobile enterprises to continue to carry 
out technology research and development, to improve their 
technological level and enhance their competitive strength. 
Finally, sustainable development ability may be gained (Dou 
et al. 2019, Elston 2019).

Thirdly, through a case study of Foton automobile, it is 
found that the government subsidies for green technology 
development have a significant positive effect on the profita-
bility, operation ability and growth ability, but it has no obvi-
ous effect on the debt-paying ability. In general, government 
subsidies for green technology government have a significant 
positive influence on the performance, and to some extent, 
government subsidies have improved the performance of 
Foton automobile. From the performance point of view, profit 
and growth can reflect the sustainable competitive advantage 
of new-energy automobile enterprises. Foton automobile can 
continue to invest in R&D, continuously launch green prod-
ucts and innovate and upgrade green technology by obtaining 
government subsidies for green technology development, 
to not only make continuous profits but also to promote its 
rapid growth. At the same time, it can also drive the whole 
new-energy automobile industry to transform into green 
technology and green energy.

Fourthly, after introducing the moderating variable of 
environmental regulation stringency, the influence of both 
government subsidies and tax return on performance is 
enhanced, which may explain that environmental regula-

tion may have a strict requirement of using the subsidies. 
New-energy automobile enterprises should use these subsi-
dies in green technology development, to improve the core 
competitiveness and sustainable development capacity. With 
relative regulations, most enterprises may have capital em-
bezzlement, which may lead to a vicious cycle.

CONCLUSION

It can be concluded that government subsidies for green 
technology development have a significant positive effect 
on the performance of new-energy automobile enterprises. 
To sum up, government subsidies for green technology 
development have a significant positive influence on Foton 
automobile’s performance, which to some extent improves 
its’ performance. 

Through the analysis of this study, it can be found that 
development position shown and disclosed by some com-
panies is not true. Therefore, enterprises should be aware 
of this situation. While receiving and applying government 
subsidies for green technology development, attention should 
be paid to research, development and innovation. A series 
of measures should be adopted to improve operating condi-
tions and strength, to achieve independent and sustainable 
development. 

Due to the emergence of many failure cases, China’s 
subsidies to new-energy automobile enterprises are be-
coming less and less. Enterprises should be able to make 
good use of subsidies to promote their development, rather 
than relying on government subsidies for green technology 

Table 5: Regression results.

Independent variable Model (1) Model (2) Model (3) Model (4) Model (5)

Coefficient (t)

c 0.89***
(5.68)

0.31**
(2.47)

1.32
(0.56)

0.67**
(2.12)

0.78*
(1.69)

Gov 0.07**
(2.44)

0.23***
(4.67)

0.35**
(2.29)

Tax 0.06*
(1.88)

0.14***
(6.43)

0.10**
(2.44)

ERS*Gov 1.11**
(2.40)

0.89*
(1.74)

ERS*Tax 0.53*
(1.73)

0.25*
(1.87)

Size 0.57***
(3.78)

1.45**
(2.14)

0.89**
(2.39)

0.66***
(5.12)

0.53***
(7.32)

Age -0.11*
(-1.77)

0.15**
(1.99)

-1.24*
(-1.85)

0.35**
(2.15)

0.12*
(1.72)

Rgr 1.22**
(2.01)

0.58**
(2.25)

0.98*
(1.91)

1.21
(1.26)

0.84**
(2.47)

Note: *, ** and *** indicate that the parameter estimates are significant at the level of 1%, 5%, and 10%, respectively.
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development. It can be found that government subsidies for 
green technology development can play a positive role in 
promoting the performance of enterprises. It also takes into 
account the decline and withdrawal of government subsidies. 
What’s more, the government should introduce relevant  
environmental regulations in succession, because require-
ments of these regulations may supervise enterprises to in-
crease green technology development input, and standardize 
the use of government subsidies. In addition, what enterprises 
need to do is increasing R&D input, to get sustainable de-
velopment ability. Therefore, investors in the market should 
conduct in-depth research and analysis on the performance of 
the intended investment enterprises, and consider the factor 
of government subsidies, so as to reduce investment risks to 
some extent.
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ABSTRACT
Jatropha biodiesel produced from Jatropha podagrica oil by alkaline-catalysed transesterification 
was blended with diesel in the ratios of 88:12 wt% (B88) and 12:88 wt% (B12). The fuel properties, 
consumption rate and exhaust gas emission characteristics of J. podagrica biodiesel, diesel and their 
blends were assessed. The results showed that J. podagrica seed oil have similar fatty acid profile 
with those of Jatropha curcas cultivated in Thailand and other South-East Asian countries. Blending of  
J. podagrica biodiesel and diesel enhanced the fuel properties of the blends, similar to those of the 
diesel. However, the B88 blend emitted lesser pollutants when compared to B12 and petrol diesel, 
making it very ideal for use as a promising alternative to the petrol diesel used in the mini tractor for 
farming activities. The results from the current study form a basis for further research on the use of B88 
as a fuel source.  

INTRODUCTION

Global energy demand is growing as a result of rapid eco-
nomic and population growth (Salvi & Panwar 2012). The 
worldwide primary energy demand is estimated to increase 
by 1.5% per annum from 2007 to 2030 with an overall in-
crease of 40% (Elango & Senthilkumar 2011). Currently, 
the world’s economy is mostly dependent on fossil fuels, a 
situation which has raised serious concerns due to the limited 
reserves and the negative effects of fossil fuel combustion 
(Borugadda & Goud 2012). Energy security, environmental 
health, and greenhouse gases (GHGs) concerns associated 
with fossil fuel combustion have resulted in the development 
of environmentally friendly and renewable alternative energy 
sources (Abbaszaadeh et al. 2012).

In recent years, utilization of biofuel has attracted global 
attention, especially in the transportation industry, because of 
its general compatibility with conventional liquid transport 
fuel from fossil sources (Salvi & Panwar 2012). Biodiesel 
is a vital renewable clean biofuel that shares similar charac-
teristics with petrol diesel, making it a promising alternative 
(Ibeto et al. 2012). Biodiesel is biodegradable, renewable, 
has low emissions, and not toxic (Atabani & Cesar 2014). It 
is produced from animal fats and vegetable oils (Aransiola 

et al. 2014). First generation biodiesel is produced from 
food-based oils such as rapeseed, soybean, and palm oils 
(Gülsen et al. 2014). However, biodiesel from these edible 
oil crops is not sustainable (Zhang et al. 2015). Continuous 
use of these edibles crops creates a food versus fuel crisis, 
resulting in an increase in their demand and price, adding 
up to the cost of biodiesel production (Larran et al. 2015). 
Consequently, biodiesel production from non-food oil crops 
has gain global attention (Atabani & Cesar 2014). Second 
generation biodiesel from non-food oil crops is more eco-
nomical as these crops are found all over the world and can 
survive under all types of environmental conditions and 
lands without intensive husbandry (Atabani et al. 2013). In 
view of this, several researches have been done on Jatropha, 
a non-edible oil, as a potential substitute for petrol diesel. 

Jatropha oil is relatively easy to store, transport, and 
safe to handle. However, the high viscosity of Jatropha oil 
causes insufficient atomization and incomplete combustion 
when used directly in diesel engines (Forson et al. 2004). 
Modification of the Jatropha oil through techniques such as 
heating, transesterification, and blending with petrol diesel 
has been used to eliminate atomization and combustion 
problems associated with high viscosity (Agarwal & Agarwal 
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2007). A combination of these techniques has been reported 
by several researchers as enhancing the fuel properties of 
Jatropha oil, comparable to that of petrol diesel (Agarwal 
& Agarwal 2007, Chauhan et al. 2011, Chen et al. 2013).

Notwithstanding the potential of Jatropha oil, research 
works have mainly focused on Jatropha curcas. However, 
there are other equally important Jatropha species yet to 
be exploited. Our study effort is aimed at using Jatropha 
podagrica oil as a substitute for diesel fuel with no engine 
modification. Our research highlights the physio-chemical 
properties of J. podagrica seed oil, and the performance 
and emission characteristics of J. podagrica biodiesel, 
Jatropha biodiesel-diesel blends in a mini-tractor (Kubota 
M7040, 4-stroke, 3-inches, 20 HP) engine. For comparison, 
diesel fuel was also tested and set as the benchmark.  This 
is important because of the high energy consumption in the 
agriculture sector of Thailand. Tillage and other farm op-
erations are expensive due to high fossil fuel consumption 
(Youssef et al. 2014), and on the other hand, is ecologically 
unfavourable (Borugadda & Goud 2012).  Therefore, a fuel 
type that has less consumption rate, with fewer emissions will 
reduce farmers production cost and contribute immensely to 
environmental sustainability. 

MATERIALS AND METHODS

Extraction of Jatropha Oil

Healthy whole J. podagrica seeds were collected from field 
crops in NongYaPlong District, Petchaburi, Thailand. The 
50 kg of the unshelled seeds were thoroughly washed and 
dried under room temperature for 3 months. The seeds were 
then shelled and dried in a hot air oven at 60°C for 12 h. 
Approximately 40 kg of the dried kernels were finely milled 
with an SM 100, Rtsch, Rheinis-che StraBe 36-D-42781 
(Haan, North Rhine-Westphalia, Germany) miller for 30 
min. From the dried kernels, 39.2 kg dough was obtained 
and used for the oil extraction. The dough was continuously 
stirred in a distilled water for 15 min and the mixture filtered 
with a 5-micron filter to separate the solid waste from the 
solvent. The solvent was kept under room temperature for 
12 h to enable the oil layer separate from the water. The 
oil layer was then strain and kept in a rotary evaporator to 
remove excess moisture. Finally, the Jatropha oil obtained 
was held in a 100-litre oxygen-free chamber for 3 months 
to precipitate smaller particles. After the 3 months storage, 
the yellowish brown-liquid oil (triglyceride) was filtered with 
3-micron filter and transferred to the stock-solution chamber 
for transesterification.

Fatty Acid Analysis

The fatty acid profile of the seed oil was evaluated using the 

gas chromatography (GC, Agilent 6890, Agilent Technologies 
Inc., CA, USA) fitted with a flame ionization detector (FID). 
The carrier gas was helium at the flow rate of 1 mL/min. The 
fatty acid compositions were identified with an HP-FFAP 
capillary column (25 m × 0.25 mm; 0.22 mm film thickness; 
Agilent Technologies Inc., CA, USA). The initial temperature 
of the oven was held at 180°C for 50 min and increased to 
220°C at the rate of 10°C/min. The injector and FID temper-
atures were set at 220°C. The total oil volume of 10 μL was 
injected into the column at the flow rate of 1 mL/min.

Transesterification Process

Alkaline-catalysed transesterification was carried out in this 
study as described by (Mofijur et al. 2013). The conditions 
for the transesterification process were 6:1 M ratio of J. po-
dagrica oil to methanol, 1% potassium hydroxide (KOH) as 
a catalyst, a reaction time of 60 min, continuous stirring at a 
speed of 600 rpm, and a temperature of 60°C. The mixture 
was then kept in a separating funnel for 12 h to separate the 
biodiesel from glycerol and other impurities. The glycerol 
and other impurities were then disposed of. The methyl ester 
obtained was then placed in a rotary evaporator to evaporate 
the excess methanol and gently washed with distilled water at 
60°C to remove the remaining impurities and glycerol. The 
washing was repeated severally till a neutral pH was attained. 
Finally, the biodiesel was dried in a rotary evaporator.

Experimental Fuels

After the transesterification process, two Jatropha biodies-
el-diesel blends were prepared in the ratios of 88:12 wt% 
(B88) and 12:88 wt% (B12). The blending was done at the 
speed of 2000 rpm with a homogenizer machine. The crude 
Jatropha oil, methyl ester, and petrol diesel were set as test 
fuels. The test fuels and blends were then tested in the mi-
ni-tractor (Kubota M7040, 4-stroke, 3-inches, 20 HP) engine.

Physicochemical Properties of the Fuels

The standard methods of the Association of Official Ana-
lytical Chemists (AOAC 2006), were adopted to determine 
the physicochemical properties of the seed oil, methyl ester, 
diesel, and blends. Properties such as viscosity, density, acids 
value, specific gravity, iodine number, saponification values 
and free fatty acids were analysed. The calorific value, car-
bon residues, sulphur content, cloud point, pour point, and 
flash point were also evaluated as described by the American 
Society for Testing and Materials (ASTM) D240, D4530, 
D6667, D2500, and D93, respectively.

Engine Performance Test 

The mini-tractor (Kubota M7040, 4-stroke, 3-inches, 20 
HP) engine was used to evaluate the test fuels and blends 
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for engine fuel consumption rate (mL/h) at various speeds 
(1,500-2,300 rpm) and exhaust emissions at the maximum 
speed of 2,300 rpm. The exhaust emission gases, nitrogen 
oxides (NOx), hydrocarbons (HCs), and carbon monoxide 
(CO), were measured with the exhaust gas analyser (BOSCH 
BEA-350). 

Statistical Analysis  

One-way analysis of variance (ANOVA) and comparison of 
means (Tukey’s test at 5% significance level) were done using 
SPSS version 17.0 (SPSS Inc., Chicago, IL). The mean values 
with their corresponding standard deviations were presented.  

RESULTS AND DISCUSSION

Compositional Analysis of Fatty Acids in J. podagrica 
Oil

A total of 14.22 kg crude oil yield was realized, representing 
28.4% by weight per kg of the unshelled Jatropha kernels. 
It is well known that the crude oil content of Jatropha is 
approximately 30-35% (Pandey et al. 2012). Forson et al. 
(2004) reported a 6.88 kg of oil from 32 kg of unshelled 
Jatropha seeds using a simple mechanical ram-press, which 
represented a 21.5% oil yield per kg of the unshelled seeds. 
The major fatty acid components of J. podagrica seed oil in 
the current study were the unsaturated fatty acids linoleic and 
oleic acids (Table 1). The study also revealed the presence 
of saturated fatty acids, mainly palmitic and stearic acids, in 
the seed oil. Several researchers have reported linoleic, oleic, 
palmitic, and stearic acids as the main fatty acid composition 
of J. curcas seed oil (Deng et al. 2010, Emil et al. 2010, Ilham 

& Saka 2010, Jain & Sharma 2010a, Jain & Sharma 2010b). 
J. podagrica seed oil in the current study share similar fatty 
acid profile with those of J. curcas cultivated in Thailand, 
Malaysia and Indonesia (Table 1). 

Physicochemical Properties of the Fuels

Transesterification of J. podagrica seed oil is very important 
in its consumption as fuel. Due to the low acid value of the 
seed oil in this study, alkaline transesterification was carried 
out. The physicochemical properties of raw J. podagrica seed 
oil, methyl ester, diesel, and blends are shown in Table 2. The 
viscosity of J. podagrica seed oil in the current study was 
reduced after the transesterification process. However, the 
value was still higher when compared to that of the diesel. 
A blend of the methyl ester and diesel further reduced the 
viscosity close to that of the diesel. The viscosity of the oil is a 
very important property in assessing its suitability as a liquid 
fuel. High viscosity inhibits the injection process and delays 
ignition of the engine (Ong et al. 2013). The low viscosity of 
the blend is very significant in enhancing its flow and atom-
ization characteristics, making it very suitable as liquid fuel 
for diesel engines. Similar to viscosity, the density, acid value, 
specific gravity, cloud point, pour point, flash point, sulphur 
content, and carbon residue of the seed oil were reduced after 
transesterification. Blending the biodiesel with the diesel 
again caused a further reduction to these properties except 
for the sulphur content which increased slightly. However, 
transesterification of the seed oil helped to increase the cal-
orific value. The value was further increased after blending 
with petrol diesel. Transesterification and further blending 
with diesel in this research enhanced the physicochemical 

Table 1: Fatty acid composition of J. podagrica seed oil.

Fatty acid composition (%) J. podagrica (This study) J. curcas (Thailand)* J. curcas (Malay-
sia)*

J. curcas (Indonesia)*

Myristic acid (C14:0) 0.10 - 0.10 0.10

Palmitic acid (C16:0) 13.80 15.20 14.20 14.50

Heptadecanoic acid (C17:0) 0.10 0.10 0.10 0.10

Stearic acid (C18:0) 7.80 6.80 7.00 7.00

Arachidic acid (C20:0) 0.30 0.20 0.20 0.20

Palmitoleic acid (C16:1) 0.70 0.70 0.70 0.70

Oleic acid (18:1) 44.50 44.60 44.70 42.40

Linoleic acid (C18:2) 32.50 32.20 32.80 34.60

α-Linolenic acid (C18:3) 0.20 0.20 0.20 0.20

Saturated fatty acids 22.10 22.30 21.60 21.90

Unsaturated fatty acids 77.90 77.70 78.40 77.90

Source: (Emil et al. 2010, Supamathanon et al. 2011)
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properties of the blends. The properties of the blends were 
comparable to that of the diesel (Table 2). Modification of 
vegetable oils to give them similar combustion properties as 
petrol diesel is very important in their use as a liquid fuel. 
Transesterification, pyrolysis, micro-emulsion, and blending 
are major processes for the modification of vegetable oils 
including that of Jatropha seed (Agarwal & Agarwal 2007). 
Several researchers have reported of the enhancement of 
vegetable oil after blending with diesel at various ratios 
(Agarwal & Agarwal 2007, Chen et al. 2013, Mofijur et al. 
2013, Rehman et al. 2011).

Fuel Consumption

The fuel consumption rate of the mini-tractor (Kubota 
M7040, 4-stroke, 3-inches, 20 HP) at different engine 

speeds used in the current study is given in Table 3. Fuel 
consumption increased as the engine speed was increased 
from 1,500-2,300 for the different fuel types. Jatropha bio-
diesel consumption was very high when compared to the 
other fuel types. The consumption rate of the other fuel types 
was however similar. The low B88, B12, and petrol diesel 
consumption, when compared to that of Jatropha biodiesel, 
may be attributed to their high calorific value (Chen et al. 
2013). Agarwal & Agarwal (2007) reported that the low 
calorific value of seed oil from Jatropha results in high fuel 
consumption to maintain the level of energy input to engines. 
The decrease in the viscosity of B88 and B12 may have also 
contributed to the low consumption when compared to that of 
Jatropha biodiesel (Chauhan et al. 2010). Fuel atomization of 
the blends may have been significantly improved due to the 

Table 2: Physicochemical properties of J. podagrica seed oil, methyl ester, diesel, and blend.

Properties Jatropha oil Jatropha biodiesel Diesel B88 B12

Viscosity (cP, 40°C) 42.8 5.23 3.50 3.80 3.60

Density (20°C, kg/m3) 0.90 0.88 0.84 0.87 0.85

Acid value (mg KOH/g) 2.13 0.52 0.12 0.32 0.12

Specific gravity (g/cm3) 0.93 0.90 0.85 0.87 0.86

Calorific value (MJ/kg) 39.20 41.05 42.80 41.40 42.20

Cloud point (°C) 8 1 - 10 - 4.3 -8

Pour point (°C) 5 2 - 13 - 8 -10

Flash point (°C) 180 135 76 85 79

Sulphur content (%) 0.007 0.002 0.043 0.003 0.040

Carbon residue (%, w/w) 2.35 1.23 0.16 0.75 0.50

Iodine number (g/100 g) 86.80 - - - -

Saponification value (mg KOH/g) 183.50 - - - -

Free fatty acids (FFA, %) 2.10 - - - -

Table 3: Fuel consumption rate of the mini-tractor (Kubota M7040, 4-stroke, 3-inches, 20 HP).

Engine operation 
(RPM)

Jatropha biodiesel 
(mL/h)

B88 
(mL/h)

B12 
(mL/h)

Diesel 
(mL/h)

1,500 520 502 502 502

1,600 525 501 501 500

1,700 550 543 542 542

1,800 630 590 590 589

1,900 670 632 632 632

2,000 730 699 699 698

2,100 770 764 763 762

2,200 850 809 809 808

2,300 910 858 875 875
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low viscosity (Agarwal & Agarwal 2007). The difference in 
fuel density observed earlier (Table 2) may have also con-
tributed to the variations in fuel consumption. The decrease 
in the fuel density results in less discharge of fuel for the 
same displacement of the plunger in the fuel injection pump 
(Chauhan et al. 2011). This leads to less fuel consumption 
as was observed in B88, B12 and diesel in comparison to 
Jatropha biodiesel in our current study.

Gaseous Emissions 

The emissions levels of NOx (Fig. 1), HC (Fig. 2), and 
CO (Fig. 3) as a result of using the various fuel types were 
assessed by operating the engine at the maximum speed of 
2300 rpm. The assessment revealed that Jatropha biodiesel 
and its blends emitted significantly (p<0.05) higher NOx 
when compared to petrol diesel. The NOx emission levels 
significantly (p<0.05) increased with an increase in the 
Jatropha biodiesel percentage. This may be attributed to 
the higher oxygen content in biodiesel when compared to 
petrol diesel. This causes complete combustion with the bio-
diesel and its blend increasing the combustion temperature 
and subsequent increase in NOx emissions (Mofijur et al. 
2013). Similar observations have been reported by several 
researchers (Chauhan et al. 2011, Mofijur et al. 2013, Dhar 
et al. 2012). However, the emission levels of HC and CO 
were significantly (p<0.05) higher with the use of petrol 

diesel when compared to those of the Jatropha biodiesel and 
its blends. As the percentage of the petrol diesel increased, 
significantly (p<0.05) more HC and CO were emitted. The 
complete combustion that occurs with the use of biodiesel 
and blends with high biodiesel percentage leads to a decrease 
in the CO and HC emissions (Chauhan et al. 2011). 

The performance of the engine and the level of pollutants 
it emits are very critical factors in the use of biodiesel and 
its blends as an alternative fuel to petrol diesel (Chen et al. 
2013). The use of biodiesel and its blends as fuel for engines 
contributes less emissions of carbon monoxide, particulate 
matter, sulphur oxides, smoke, and polyaromatic hydrocar-
bons (Agarwal & Agarwal, 2007). However, petrol diesel 
combustion is one of the main contributors to environmental 
pollution worldwide. These pollutants have a serious impact 
on the health of the environment and humans (Mofijur et al. 
2013). One of the major advantages of using biodiesel as an 
alternative fuel is that it can be blended with petrol diesel 
to enhance its performance as well as significantly reducing 
emission of pollutants (Chauhan et al. 2010). The successful 
use of biodiesel-petrol diesel blends at different ratios has 
been reported by several researches across the globe (Ataba-
ni & Cesar 2014, Mofijur et al. 2013, Rehman et al. 2011, 
Tsolakis et al. 2007). Among the different types of fuel in 
the current study, B88 and B12 share similar properties with 
the petrol diesel. However, B88 emits less pollutant, making 
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Fig. 3: Carbon monoxide emissions for different fuel types at a maximum speed of 2300 rpm. 

CONCLUSION 

Jatropha biodiesel-petrol diesel blend can be an alternative fuel for mini tractor during farming activities. 

The Jatropha biodiesel-petrol diesel blends in the current study share similar characteristics and properties 

with petrol diesel. However, B88 emits less pollutant when compared to B12 and petrol diesel, making it a 

potential alternative fuel. This study forms a strong basis for further research on the use of B88 as the fuel 

source for diesel engines. 
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it very ideal for use as a promising alternative to the petrol 
diesel in the mini tractor for farming purposes.

CONCLUSION

Jatropha biodiesel-petrol diesel blend can be an alternative 
fuel for mini tractor during farming activities. The Jatropha 
biodiesel-petrol diesel blends in the current study share 
similar characteristics and properties with petrol diesel. 
However, B88 emits less pollutant when compared to B12 
and petrol diesel, making it a potential alternative fuel. This 
study forms a strong basis for further research on the use of 
B88 as the fuel source for diesel engines.
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Wetland Plants’ Chemical Ecology for Iron of A Ramsar Site in An Indo-Burma 
Hotspot: In-Situ Bioaccumulation and Phytoremediation Implications  
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ABSTRACT
Biogeochemistry of iron in wetlands is inextricably linked with chemical ecology of aquatic biota 
impacting the ecology of wetland plants and human health. Therefore, its bio-accumulation in plants is 
of extreme eco-technological relevance in quest of potential phytoremediation tools. To this end, the 
Fe concentrations in water and four invasive alien macrophytes (Eichhornia crassipes, Lemna minor, 
Pistia stratiotes and Salvinia cucullata) of Loktak lake (a Ramsar Site) were measured. Further, the 
outcome of the present research can assess the efficiency of these plants in Fe-phytoremediation. 
Concomitantly, to get an explicit Fe-macrophyte’s chemical ecology scenario of Loktak lake, physico-
chemical parameters as well as biodiversity attributes were also investigated. Results revealed that 
among the four plant species, Pistia stratiotes accumulated the highest amount of Fe concentration 
and thus act as the best bio-accumulator of Fe. Further, the extent of Fe bio-accumulation was as Pistia 
stratiotes>Lemna minor>Eichhornia crassipes>Salvinia cucullata. The study revealed the importance 
of the selected invasive wetland plants as the potential bio-agents of Fe accumulation.

INTRODUCTION

Global wetland systems offer immense ecosystem services 
to humanity with their unique ecological/environmental 
features and biodiversity of floating and/or submerged macro-
phytes (Prasad et al. 2002, Bassi et al. 2014, Rai et al. 2018). 
However, recent decades witnessed a paradigm shift in wet-
land’s health in view of the abrupt increase in environmental 
contaminants. In this respect, it has been well known that 
natural wetlands demonstrate a majestic chemical ecology 
in remediating the metallic contaminants. Thus, elucidating 
the complex chemical and ecological interactions existing 
in the wetland systems can pave the way for phytoremedi-
ation, hence ecological restoration (Valderrama et al. 2013, 
Evangelou et al. 2013, Singh & Rai 2016, Al-Baldawi et al. 
2017, Rai & Kim 2019, Rai et al. 2020). 

Several macrophytes of Indian Ramsar wetlands, e.g. 
Phragmites australis (of Hokersar wetlands in Kashmir 
Himalaya) have been identified for their phytoremediation 
potential of heavy metals (Chatterjee et al. 2011, Ahmad et 
al. 2014, Khatun 2016). Moreover, in this context elucidation 
of mechanisms leading to integrated restoration/eco-manage-
ment of Kolleru lake (a Ramsar wetland in Andhra Pradesh, 
India) abridged the chemistry with ecological restoration 
(Sharma & Sujatha 2016). Thus, the heavy metal pollution of 
global wetland systems and their phytoremediation attained 
considerable research attention (Feng et al. 2017, Rai 2018; 
Rai 2019, Rai et al. 2019).

The excess use of agrochemicals (including fertilizer and 
plant nutrients) contaminate soil, water and food crops/veg-
etables with heavy metals (Rai 2008, Alhashemi et al. 2011, 
Fatima et al. 2014, Rai et al. 2020). Also, the bioavailability 
of heavy metals is remarkably influenced by the geochemical 
factors in global wetlands (Fairbrother 2007). Moreover, the 
sediments of the wetland effectively sequester hydrophobic 
chemical pollutants which are readily available from various 
pollutant discharges (Rai et al. 2018).

Natural wetlands are the important sink for environmental 
pollutants in view of their complex physico-chemical and 
biogeochemical mechanisms operating inside wetlands 
(Jiao et al. 2014, Xin et al. 2014, Zhang et al. 2016). It has 
been well known that aquatic/wetland plants absorb emerg-
ing contaminants and nutrients from the water/sediments 
of natural wetlands in view of being interfaces with them 
(Xue et al. 2010, Rai et al. 2019). For a low level of envi-
ronmental contamination, the aquatic plants (mostly invasive 
aliens) also act as ecological indicators (Pratas et al. 2012, 
Borisova et al. 2014, Rai & Singh 2020). Therefore, in envi-
ronmental biotechnology, the screening of macrophytes for 
phytoremediation of metallic contaminants has also received 
tremendous attention (Sood et al. 2012, Borisova et al. 2014, 
Rai et al. 2019).

Phyto-technological investigations in global biodiversity 
hotspots especially from North East Indian sites are rarely 
investigated for pollution ecology of Ramsar wetland plants. 
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The sewage is eventually drained into the Ramsar wetland 
(Loktak lake) may also result in eutrophication as well as 
contamination of the lake with heavy metals of extreme 
human health concerns (Meitei et al. 2016, Rai 2018a). In In-
dian prospect, 26 Ramsar wetlands of ecological importance 
are listed (out of the current total of 37 wetlands under the 
Ramsar convention), facing the environmental perturbations 
in one form or other (Tombi & Shyamananda 1994; Ramsar 
secretariat 2013, Bassi et al. 2014, Rai 2018). The scientific 
investigations of Ramsar sites tend to provide their current 
global status in order to fill up the knowledge gap pertaining 
to their metals biogeochemistry and aquatic plants ecology.  

Iron (Fe) plays a crucial role in various bio-systems 
(plants as well as animals) due to its involvement in biochem-
ical pathways, metabolic machinery, respiratory functions 
(being an integral component of haemoglobin) and in DNA 
synthesis (Ghaly et al. 2008, Rai et al. 2018a). Nevertheless, 
Fe is also toxic in higher concentration ranges to living enti-
ties of the wetland ecosystem and propensity to cause human 
health risks in case of metals transfer through food chain. 
In the present study, considering the all the stress caused 
by the Fe (as other metallic contaminants were negligible), 
the authors aim to analyse and determine the amount of Fe 
accumulation in aquatic bodies as well as selected aquatic 
plants such as Eichhornia crassipes, Lemna minor, Pistia 
stratiotes and Salvinia cucullata of Loktak lake to know the 

efficiency of their bio-accumulation/phytoremediation. Phys-
icochemical parameters not only affect the concentrations of 
metallic contaminants but also creating unique relationships 
among and within the biotic and abiotic components of the 
ecosystem (APHA 2005, Rai 2010). Henceforth, chemical/
physicochemical parameters and ecological attributes (phy-
tosociology/biodiversity) were also studied to have an inte-
grated chemical as well as the ecological approach. It is worth 
mentioning that these selected wetland plants are invasive 
aliens, perturbing the aquatic biodiversity. Nevertheless, their 
controlled utilization as contaminant’s hyperaccumulators 
can assist their sustainable management, concomitantly, 
decontaminating the organic/inorganic pollutants from the 
environment (Rai & Kim 2019).  

MATERIALS AND METHODS 

Study Area

Loktak lake (Ramsar site; Latitude of 24º25’-24 º42’ N and 
Longitude of 93º46’-93º55’E) lies in the middle of the state 
Manipur situated in the north-eastern part of India. 

Sampling Sites

A total of four sampling sites were selected for analysis which 
is explicitly described in Fig. 1. The basis of the site selection 
was attributed to the source of pollution and other anthropo-
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Fig. 1: Study area and location of study in Manipur, North East India (an Indo-Burma hotspot 

region). 
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genic disturbances in the vicinity of this Ramsar lake. The Sites 
are as follows. Site I (Loktak Nambul vicinity); Site II (Loktak 
Nambol vicinity, Nambol river carries waste of the Bishenpur 
municipal area); Site III (Loktak Yangoi vicinity, located at 
the confluence of Yangoi river); Site IV (Loktak proper, near 
National Hydro Power Corporation Limited of Loktak lake).

Water samples in triplicate (in 2L polythene bottles) were 
collected in the morning between 6:30 to 9:30 a.m. in rainy, 
winter and summer seasons from August 2013 to July 2015, 
and immediately brought to the laboratory for analysis. In 
addition to physicochemical parameters, we confined our 
quest on Fe as it was the only metal recorded above the 
permissible limit in natural water and wetland plants (Singh 
& Rai 2016). Other hazardous heavy metals like Hg, Cr, Pb, 
Hg, As (a metalloid) and Zn were recorded in negligible/
trace concentrations in water and wetland plants. Hence-
forth, this fact prompted us to carry out a detailed chemical 
and biological study in relation to screening the different 
wetland plants for their possible role in bio-accumulation 
and phytoremediation of iron (Fe).

Phytosociological Analysis

Vegetation analysis was carried out by following the standard 
methods as outlined in Misra (1968), Kershaw (1973) and 
Mueller-Dombois & Ellenberg (1974). Harvest methods were 
adopted for phytosociological analysis on the macrophytes 
and quadrats (1m × 1m) were used. Macrophytic diversity 
has been calculated using the following indices. 

Iron Analysis of Water and Wetland Plants

The water samples were filtered through 45 µm syringe 
filter and metals were determined by Microwave Induced 
Plasma Atomic Emission Spectrophotometer (MP-AES: Ag-
ilent-4100) available in Central Instrumentation Laboratory 
(CIL), Mizoram University, India. The fresh macrophytes 
samples were weighed and kept in the oven for drying and 
temperature was maintained at 802°C for 24 hours. The dried 
plant samples were again weighed and crushed it into pow-
der. The powdered plant samples were then digested using 
the di-acid method as mentioned elsewhere (APHA 2005).

RESULTS AND DISCUSSION

Iron Accumulation in Water

The Fe concentrations of water at different sites during dif-
ferent seasons were measured and presented in Table 1. As 
mentioned before, the chemical, as well as physical (phys-
ico-chemical/water quality) parameters, play a vital role in 
bio-availability of heavy metals in water and wetland plants 
(Rai 2010), therefore, it was duly monitored in conjunction 
with ecological studies. Fig. 2(a-f) explicitly describe the 
seasonal variations in different water quality parameters 
recorded during the study period. 

Pertaining to the metal concentrations (analysed in the 
year 2013-15), the highest value of Fe concentration was 
measured as 0.17 mg.L-1 at Site IV during winter season of 
2014 followed by 0.15 mg.L-1 at Site II and Site IV during 
the winter season and 0.13 mg.L-1 at Site II during the winter 
season of the same year 2014. The lowest value of 0.01 mg.L-

1 was observed at Site I during the rainy season and summer 
season of 2014, as demonstrated clearly in Fig. 3. Seasonal 
variations revealed that Fe accumulation in lake water is 
higher during the winter season. However, comparatively low 
values were measured during the rainy season (attributed to 
dilution) and summer season for all the sampling periods. 

Fe Accumulation in Plants

The four plant species samples were collected in triplicate 
from all the four sites in winter season. The trends of Fe 
concentrations are shown in Figs. 4-7. Results revealed that 
among the plants, the highest Fe concentration was measured 
28.29 mg.kg-1 in Pistia stratiotes at Site II followed by 13.01 
mg.kg-1 and 12.68 mg.kg-1 in Pistia stratiotes at Site I and 
Site III, 12.74 mg.kg-1 and 12.52 mg.kg-1 in Lemna minor 
at Site I and Site II. The lowest value of 1.68 mg.kg-1 was 
measured in Salvinia cucullata at Site I (Table 2). The high-
est value 28.29 mg.kg-1 is higher than the permissible limit 
set by World Health Organisation (WHO), i.e. 20 mg.kg-1. 
Salvinia cucullata has the lowest Fe as compared to the other 
plant species, i.e. Eichhornia crassipes, Lemna minor and 
Pistia stratiotes. 

Table 1: Fe concentrations (mg.L-1) of water from different study sites (average of three replicates).

Study
Sites

2013-2014 2014-2015

Rainy Winter Summer Rainy Winter Summer

Site I 0.02 0.07 0.03 0.01 0.08 0.01

Site II 0.08 0.13 0.1 0.07 0.15 0.09

Site III 0.04 0.1 0.06 0.06 0.12 0.03

Site IV 0.08 0.17 0.06 0.05 0.15 0.07



1610 Prabhat Kumar Rai et al.

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

16 
 

 

 
Fig. 2a 

 
Fig. 2b 
 

 
Fig.2c 
 

0
5

10
15
20
25
30
35

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015
Te

m
pe

ra
tu

re
 in

 ºC
Seasons

Temparature

Site I

Site II

Site III

Site IV

5.5
6

6.5
7

7.5
8

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

pH

Seasons

pH

Site I

Site II

Site III

Site IV

0

0.5

1

1.5

2

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

Tr
an

sp
er

an
cy

 in
 m

Seasons

Transperancy

Site I

Site II

Site III

Site IV

Fig. 2a

16 
 

 

 
Fig. 2a 

 
Fig. 2b 
 

 
Fig.2c 
 

0
5

10
15
20
25
30
35

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015
Te

m
pe

ra
tu

re
 in

 ºC

Seasons

Temparature

Site I

Site II

Site III

Site IV

5.5
6

6.5
7

7.5
8

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

pH

Seasons

pH

Site I

Site II

Site III

Site IV

0

0.5

1

1.5

2

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

Tr
an

sp
er

an
cy

 in
 m

Seasons

Transperancy

Site I

Site II

Site III

Site IV

Fig. 2b

16 
 

 

 
Fig. 2a 

 
Fig. 2b 
 

 
Fig.2c 
 

0
5

10
15
20
25
30
35

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015
Te

m
pe

ra
tu

re
 in

 ºC
Seasons

Temparature

Site I

Site II

Site III

Site IV

5.5
6

6.5
7

7.5
8

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

pH

Seasons

pH

Site I

Site II

Site III

Site IV

0

0.5

1

1.5

2

Rainy Winter Summer Rainy Winter Summer

2013-2014 2014-2015

Tr
an

sp
er

an
cy

 in
 m

Seasons

Transperancy

Site I

Site II

Site III

Site IV

Fig.2c

17 
 

 
Fig. 2d 
 

 

Fig. 2e  
 

 

Fig. 2f 
 
Fig. 2a-f:  Seasonal variations in chemical/physicochemical/water quality parameters at all 
the four sites of the study area, i.e. Ramsar wetland (Loktak lake, N.E. India of biodiversity 
hot spot). 
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Table 2: Fe concentrations (in mg.kg-1) of plants from different study sites.

Name of the plants/macrophytes Site I Site II Site III Site IV

Eichhornia crassipes 0.72 9.77 9.07 0.53

Lemna minor 12.52 12.74 9.92 9.41

Pistia stratiotes 13.01 28.29 12.68 1.09

Salvinia cucullata 1.68 3.14 2.72 2.25
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From the present studies, it has been noted that Pistia 
stratiotes accumulate high amount of Fe concentration from 
the lake. The recorded trend of Fe bio-accumulation was as 
Pistia stratiotes>Lemna minor>Eichhornia crassipes>Sal-
vinia cucullata. In this context, high concentrations of Fe in 
water samples might be attributed to the pollution caused by 
draining rivers and the domestic/urban waste from human 
settlements. 

From the phytosociological/ecological studies of the 
different sites of Loktak lake, altogether a total of 24 wetland 
plant species belonging to 23 genera and 17 families were 
recorded. Of this, 10 species belonging to 8 genera and 8 fam-
ilies, 13 species belonging to 12 genera and 11 families, 12 
species belonging to 11 genera and 9 families and 21 species 
belonging to 20 genera and 15 families were reported from 
Site I, Site II, Site III and Site IV respectively (Table 3). To 

Table 3: Ecological/phytosociological attributes of wetland plants/macrophyte species in Ramsar (Loktak) lake.

Parameter Site I Site II Site III Site IV

Number of Families 8 11 9 15

Number of Genera 8 12 11 20

Number of Species 10 13 12 21

Simpson Index of Dominance 0.37 0.27 0.42 0.12

Shannon-Weiner Diversity Index 1.31 1.68 1.37 2.37

Table 4: Sorenson’s Similarity Index between different sites of Ramsar (Loktak) lake.

Site I Site II Site III Site IV

Site I

Site II 0.87

Site III 0.73 0.72

Site IV 0.65 0.71 0.61

Table 5: Family-wise distribution of wetland plants/macrophyte species in Ramsar (Loktak) lake.

Sl. No. Family Site I Site II Site III Site IV

1 Amaranthaceae 1 1 1 1

2 Apiaceae - - - 1

3 Araceae 1 1 1 1

4 Asteraceae - 1 - -

5 Azollaceae 1 1 1 1

6 Ceratophyllaceae 1 1 - 1

7 Convolvulaceae - - 1 1

8 Hydrocharitaceae 1 1 - 2

9 Lemnaceae 2 2 2 2

10 Menyanthaceae - 1 - 1

11 Nymphaeaceae - - - 2

12 Poaceae - 1 1 3

13 Polygonaceae - - 2 -

14 Pontederiaceae 1 1 1 1

15 Potamogetonaceae - - - -

16 Salviniaceae 2 2 2 2

17 Trapaceae - - - 1

(-) Absent
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this end, among 24 plants recorded, Alternanthera philox-
eroides Griseb., Azolla pinnata Lam., Eichhornia crassipes 
Linn., Lemna minor Linn., Pistia stratiotes Linn.,Salvinia 
cucullata Roxb., Salvinia natans Hoffm., and Spirodela 
polyrhiza (Linn) Schleid. were the plants with higher density 
at all the sites. Biodiversity/phytosociological attributes re-
lated data of macrophyte/wetland plant species is calculated 
in the study (Table 4). Shannon-Weiner diversity index for 
macrophyte species was highest at the Site IV i.e. 2.37 and 
lowest in the Site I i.e. 1.31. However, a reverse trend in the 
results was observed in the case of the Simpson index of 
dominance. The Simpson index of dominance was maximum 
at Site III i.e. 0.42 and minimum at Site IV i.e. 0.12. Table 5 
shows the present dominance and diversity of wetland plants 
in this Ramsar lake. As the Simpson’s index of dominance 
values decreases, Shannon-Weiner diversity increased which 
is quite appropriate in ecological perspective. 

Pertaining to Fe bio-accumulation/remediation, many 
studies have documented the Fe accumulation and ability 
of these wetland plants from wastewaters which are rich in 
nutrients (Singh & Rai 2016). Ghaly et al. (2008) studied 
the accumulation of Fe by different aquatic plants including 
broad leaved cattail, soft stem bulrush, soft rush and wool 
grass plants from the contaminated water. 

P. stratiotes has also been extensively used for removal 
of heavy metals other than Fe (Rai 2018a). The removal of 
heavy metals by P. stratiotes in the laboratory was tested 
(Miretzky 2010). Lu et al. (2011) reported that Pistia is a 
hyper-accumulator of Cu, Fe, and Pb. Also, Pistia stratiotes 
was found to be the best phytoremediator for Cu and Pb 
in removing 66.5% and 70.7% of these metals (Lone et al. 
2008). To this end, remarkable advances in instrumentation 
assisted metals analysis in wetland plants (Feng et al. 2017). 
However, to our best of knowledge, the present study is the 
first report on Pistia stratiotes as a better tool as an ecological 
indicator of Fe.

CONCLUSION

From the findings of the present study, it can be concluded 
that the water of the Loktak lake is contaminated with Fe to 
a reasonable extent and may further exacerbate in due course 
of time. However, the other heavy metals were well below 
the permissible limit in water sediments and biota. To this 
end, wetland plants can be a remarkable tool and this study 
revealed differential extent of Fe bio-accumulation among 
macrophytes (Pistia stratiotes>Lemna minor>Eichhornia 
crassipes>Salvinia cucullata). The present study can possi-
bly be the first report on Pistia stratiotes as a better tool in 

relation to bio-accumulation of Fe. Henceforth, the wetland 
plants play an important role in indicating the Fe concen-
tration of the water as well as the extent of accumulation in 
the plants itself. Interestingly, the studied macrophytes are 
actually invasive aliens, perturbing the aquatic ecology/bio-
chemistry. Nevertheless, their controlled utilization as con-
taminant’s hyperaccumulators can assist in their sustainable 
management, concomitantly, decontaminating the organic/
inorganic pollutants from the total environment.
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ABSTRACT
This paper aims to study structural differences and anti-erodibility properties of purple and loess soils 
in hilly terrains of southern and northern China. Yoder’s method and Le Bissonnais method were used 
to determine the distribution of soil particle sizes, mean weight diameter (MWD), and geometric mean 
diameter (GMD). The sequences of water-stable aggregates in different sizes were as follows: On one 
hand, the sequence of purple soil aggregates was W2-5mm>W0.25-0.5mm>W0.5-1mm>W0-0.053mm>W0.053-

0.25mm>W1-2mm>W>5mm. On the other hand, the sequence of the loess soil was W0-0.053mm>W0.053-

0.5mm>W0.25-0.5mm>W0.5-1mm>W2-5mm>W1-2mm>W>5mm. Three LB treatments were carried out and the 
results were as follows: MWD and GMD of soil aggregates in the loess soil presented the trend of slow 
wetting (SW)>wetting stirring (WS)>fast wetting (FW), while those in the purple soil were WS>SW>FW. 
Under SW treatment, purple soil had higher erodibility factor (K) than loess soil, close to the result of 
Yoder’s method. Yet under WS and FW treatments, K values of purple soil were much lower than that of 
loess soil (P<0.05). A significant difference in K, MWD, GMD, and soil organic matter (SOM) values was 
found between purple soil and loess soil (P<0.05). Slope positions greatly influence MWD, GMD, SOM 
content for the two soils (P<0.01), and the interaction between soil type and slope position showed an 
extremely significant positive correlation to MWD and GMD (P<0.01). Our study indicates that, under 
different breakdown mechanisms, purple soil has a more stable structure and higher anti-erodibility 
than loess soil. The results of this study will provide a theoretical basis for further understanding of the 
erosion mechanism of the main soils in China.  

INTRODUCTION

Soil structure plays an important role in maintaining soil 
functions. The structure’s basic units are soil aggregates, 
which will decide the stability of the soil (Mikha & Rice 
2004). Aggregate stability refers to the ability to resist exter-
nal damage, which affects a variety of physical or chemical 
properties of the soil, such as nutrient storage, water infiltra-
tion and soil anti-erosion ability (Bernard & Roose 2002). 
Improving the stability of soil aggregates will effectively 
enhance soil quality and prevent environmental problems 
such as soil erosion and other forms of land degradation 
(Zhu et al. 2017). Soil erodibility is the intrinsic susceptibility 
of a soil to erosion by runoff and raindrop impact. It is an 
important quantitative parameter to evaluate the sensitivity 
of soil to erosion. The most commonly used soil erodibility 
term is the soil erodibility factor (K) of the Universal Soil 
Loss Equation (USLE) (Wang et al. 2014).

Purple soil is one of the most important soil resources in 
China. It is widely distributed in southern China and covers 
an area of 0.2 million km2 (about two per cent of China’s 

territory). It is a highly fertile soil but also weatherable and 
prone to water erosion. Soil erosion of the purple soil in the 
hilly areas will result in an adverse effect on soil quality 
and form coarse sand, which indicates desertification (Shi 
et al. 2012). Most widespread in northern China, loess soil 
covers about 10 per cent of the land surface of the Earth and 
approximately 5 to 10 per cent of China’s territories. Due to 
its special structure, loess soil has very weak resistance of 
soils to erosion and may be easily dislodged by heavy rains. 
The Loessal Plateau is one of the areas in China where soil 
erosion by water is problematic, which is the result of its 
deep loess deposits (Liu 2013).

Some studies have demonstrated the soil erosion of loess 
soil and purple soil by the dynamic activity of erosive agents, 
respectively. Others have focused on the effects of tillage, 
land use, and vegetation etc. (An et al. 2013, Zeng et al. 2018, 
Kalhoro et al. 2017, Li et al. 2015, Tuo et al. 2017, Xu et 
al. 2016). For example, the FW treatment of the LB method 
is proved to be better than Yoder’s method in determining 
aggregate stability, especially for land uses. So, it is recom-
mended for future studies (An et al. 2013). Furthermore, with 
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the LB method, vegetation types had significant effects on 
soil aggregates during different rain conditions. Soil organic 
matter and clay contents were significantly related to the sta-
bility of soil aggregate (Zeng et al. 2018). Although external 
agents cause soil erosion, the structure and properties of the 
soil will determine how much it is eroded.

Most previous studies compared loess and purple rill 
erosion through measuring volume replacement (Chen et al. 
2015, Chen et al. 2017, Xing et al. 2018). Yet few of them 
studied different soil structures and anti-erodibility in pur-
ple soil and loess soil. Therefore, the purposes of this study 
were (1) to compare the stability of the purple and loess soil 
aggregates by adopting Yoder’s method and LB method, 
and (2) to examine soil anti-erodibility of the two soils, and 
discuss the similarities and differences of soil structures 
and anti-erodibility of purple soil and loess soil in different 
landscape positions.

MATERIALS AND METHODS

Soil location of this study: To further the study, we have 
selected two areas, of which loess soil and purple soil are 
widely distributed, respectively (Fig. 1). One area is located 

in Suining County at the centre of Sichuan Basin (30°21’51” 
N,105°28’37” E). It is in the middle and lower reaches of the 
Jialing River and has the monsoon-influenced humid subtrop-
ical climate. Its annual average temperature is 18°C and the 
average annual precipitation is about 933 mm, concentrating 
from May to September. Its average annual evaporation is 
897 mm. The parent material of the purple soil is the Juras-
sic Suining formation (J3s). Suining County is one of the 
main areas where purple soil is widely distributed. Located 
on steep slopes, most farmland is small in size and arable 
lands are prone to tillage erosion. The other area is located 
in Guyuan City of Ningxia province in China (36°01’43” 
N, 106°28’08” E). As part of the Loessal Plateau, it is a 
semi-arid region in the transitional climate zone (TCZ). Its 
annual average temperature is 7°C and the average annual 
precipitation is about 400 mm. Approximately 70% of annual 
precipitation falls as rain between June and September. The 
majority of the soils in the study area are loess soil. It is a 
result of cultivation and crop growth, which break down 
loessal parent material. 

Soil Samples and Experimental Procedures: A straight 
slope was selected to study the purple soil and loess soil. It 

 

Fig. 1: Location of the study area. 

 
Fig. 1: Location of the study area.
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was 20 meters long and 5 meters wide, with a slope gradi-
ent of 15 degrees. The entire slope was divided into three 
segments: the upper (0-7m), the middle (7-14m), and the 
lower (14-20m). Five repetitions were performed to take 
core samples on each slope segment. For aggregate analyses, 
samples were collected from the surface layer (0-20 cm) with 
a flat spade, and placed in plastic containers that were rigid 
and impact-resistant. In this way, samples would not be dis-
turbed during transportation to the laboratory. Subsequently, 
soil samples were air-dried, with large particles being gently 
peeled off so that the samples mainly consisted of 10-mm 
diameter small clods while the natural structure of soil was 
preserved. Debris, roots and other impurities on the samples’ 
surface were also removed. The distribution of aggregates’ 
size was measured by Yoder’s method and LB method. 

First of all, we conducted Yoder’s method, 50 g of ag-
gregates was carefully added to nests of sieves, with a pan 
underneath, having with 5 mm, 2 mm, 1 mm, 0.5 mm, 0.25 
mm and 0.053 mm size arranged from top to bottom, respec-
tively, on the shaker apparatus. Each sample was added to the 
top sieve and slowly wetted in tap water for about 20 min. 
The water level in the container was adjusted to ensure that 
the water just touches the base of this sieve. The aggregates 
would be saturated due to the capillary rise. Then, the nest 
was manually oscillated in the water. The rate of oscillation 
was 60 cycles per minute and the process lasted for 2 min. 
Aggregates retained in the sieves were transferred to beakers 
using tap water. The remained fraction on each sieve was 
weighed and recorded after drying at 105°C for 24 h.

Secondly, we took the LB method, in which slow wetting 
(SW), wet stirring (WS) and fast wetting (FW) were carried 
out after the samples were dried at 40°C for 24 h (Bissonnais 
1996). Soil aggregates with size ranging from 3 to 5 mm 
were selected to measure their structural properties. The 
measurements were based on the three tests FW, WS and 
SW. (1) FW, 5 g of aggregates were immersed in 50 mL of 
deionized water in a 250 mL beaker for 10 minutes before 
the water was absorbed by a liquid transfer tube. (2) WS, 5 g 
of aggregates were immersed in 50 mL of alcohol in 250 mL 
conical bottles (concentration 99%). After 10 min, water was 
added to 200 ml of the conical bottle before the bottle was 
tightly closed with the stopper. The bottle was then carefully 
turned upside down for 20 times and was allowed to stand 
for 30 min. It could be observed that a coarse dispersion was 
precipitated. A straw was used to remove the excess water. 
(3) SW, firstly, 5 g of aggregates were placed on a wet filter 
paper with the tension of -0.3 kpa, and they were completely 
wetted for 30-40 min. Secondly, the wetted soil was moved 
to a screen with circular pores 50 µm in diameter and was 
immersed in alcohol, before being swayed up and down for 

20 times (the maximum extent of a vibration was 2 cm). 
Finally, the soil was moved to an aluminium box, dried at 
40°C and weighed. Besides, sieves with 2 mm, 1 mm, 0.5 
mm, 0.25 mm, and 0.053 mm openings were used to perform 
dry screening for obtaining aggregates of varying sizes.

Wet oxidation with K2Cr2O7 and the pipette method 
(Liu 1996) were adopted to measure the concentrations 
of soil organic matter (SOM; g.kg-1) and soil particle-size 
fractions for each subsample. The basic soil physical and 
chemical properties for the purple soil and loess soil are 
listed in Table 1.

Calculations: Aggregate indices (MWD, mm) were calcu-
lated by:

 MWD = x
m
mi
i

i
Â Â

 …(1)

Where, xi is the mean particle diameter of the ith size class 
(mm) and the value of mi is calculated from the weight of 
aggregates retained on each sieve (g).

The corresponding expression of GMD (mm) is:

 GMD = exp
lnm x
m
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Where, mi is the weight of aggregates retained on each 
sieve (g) and lnxi is the natural log of the average particle 
diameter of the ith size classes (mm).

PAD (%) is calculated as follows:

 PAD = 
W W
W
T S

S

-
¥100%

 
…(3)

Where, WT refers to the weight of aggregates >0.25 mm 
after dry sieving (g) and WS indicates the weight of aggregates 
of the same size after wet sieving (g).

Relative slaking index (RSI) and relative mechanical 
breakdown index (RMI) were used to describe the break-
down mechanism of soil aggregates. Their expressions are 
as follows (Zhang & Horn 2001):

 RSI = 
MWD �MWD

MWD

SW FW

SW

 …(4)

 RMI = 
MWD �MWD

MWD

SW WS

SW

  …(5)

Where, MWDSW, MWDFW and MWDWS are the mean 
weight diameter values of the soils after slow wetting, fast 
wetting and wet stirring treatments, respectively. RSI and 
RMI evaluate the effects of slaking disaggregation and me-
chanical breakdown of soil aggregates, respectively.
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K was calculated as follows (Shi et al. 2012):

K =
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Statistical analysis: All statistical analyses were performed 
with SPSS (version 21.0). Duncan’s multiple-range test and 
both One Way and Two Way ANOVA were used to analyze 
the significance of the differences in soil properties between 

the  loess and purple soils. Values with the different letters 
indicated a significant difference (P<0.05). Pearson’s cor-
relation coefficient was adopted to measure the statistical 
relationship between two continuous variables. 

RESULTS

Properties of purple soil and loess soil in terms of soil 
aggregate size distribution and wet aggregate stability: 
The soil aggregate size distribution at different positions of 
the experimental terrain is shown in Fig. 2. According to Fig. 

Table 1: Basic properties of soil.

Soil type Slope 
position

Bulk Density
(g·cm-3)

Moisture content
(%)

 Organic matter
(g·kg-1)

Soil particle-size fraction (%)

0.05-2 mm 0.002-0.05 mm <0.002 mm

loessal 
soil

Upper 1.22 15.21 4.30 17.91 69.08 13.01

Middle 1.11 15.34 6.77 17.11 66.18 16.71

Lower 1.32 15.16 9.92 18.79 67.66 13.56

                    Mean 1.22±0.09A 15.24±0.08A 9.84±1.23A 17.94±0.69A 67.64±1.18A 14.43±1.63A

purple 
soil

Upper 1.34 20.01 8.49 24.89 45.75 29.37

Middle 1.43 19.12 11.17 24.13 39.98 35.89

Lower 1.41 18.33 12.67 24.61 41.64 33.75

                    Mean 1.39±0.04B 19.15±0.69B 10.78±1.73A 24.54±0.31B 42.46±2.43B 33.00±2.71B

Note: The capital letters in the same column indicate that the structural characteristics of different soils are significantly different at the level of P<0.05. 
The same below.

 

Fig. 2: Particle size distribution of purple and loess soils. 
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2, the most and second most dominant sizes of purple soil are 
2~5 mm and 0.25~0.5 mm, respectively. The average contents 
of 2~5 mm and 0.25~0.5 mm large purple soil particles are 
19.68% (11.29%~34.67%) and 18.76% (11.53%~23.73%), 
respectively. They are significantly higher than that of loess 
soil (P<0.05, 5.54%). By contrast, the dominant size of loess 
soil is 0~0.053 mm, with an average content of 60.93% 
(46.11%~68.91%), significantly larger than that of purple 
soil (P<0.05) in the same size fraction. Besides, loess soil 
has more 0.053~0.25 mm aggregates (15.36%~23.28%) 
than purple soil (less than 39.18%). The difference between 
purple soil and loess soil in soil aggregate size distribution 
is notable. For purple soil, the contents of different particle 
sizes decrease in the following order: 2-5 mm> 0.25-0.5 mm> 
0.5-1 mm> 0-0.053 mm> 0.053-0.25 mm> 1-2 mm> 5 mm. 
The soils at the lower slope are more stable than soils at the 
slope as the content of water-stable aggregates (<0.25 mm) 
increases in the slope (from top slope to foot slope). As for 
loess soil, the contents of different particle sizes decrease in 
the following order: 0-0.053 mm> 0.053-0.5 mm> 0.25-0.5 
mm> 0.5-1 mm> 2-5 mm> 1-2 mm> 5 mm, among which 
loess soil aggregates 0-0.053 mm in size are most widely 
distributed. Based on the result of Yoder’s method, there 
are much more water-stable aggregates in purple soil than 
in loess soil.

The properties of purple soil and loess soil in terms of 
aggregate stability based on Yoder’s method and LB 
method: To further analyse purple and loess soils, we have 
used Yoder’s method to determine values including MWD, 
GMD, PAD and the percentage of aggregates larger than 0.25 
mm (R0.25) (Qi et al. 2011). The results are given in Table 2. 
The MWD and GMD of purple soil were significantly higher 
than those of loess soil after dry sieving, indicating stronger 
mechanical stability of purple soil than loess soil. Moreover, 

R0.25 of purple soil is three times higher than that of loess 
soil. Based on Yoder’s method, the MWD and GMD values 
of purple soil were significantly higher than those of loess 
soil, indicating better water‐stability of aggregates in purple 
soil than in loess soil. R0.25 of purple and loess soils are sig-
nificantly different. Purple soil has significantly smaller PAD 
value than loess soil, but both values increase as the slope 
goes steeper. The CV of PAD in purple and loess soils are 
24.71% and 2.32% respectively. It shows that the loess soil 
is more easily influenced by the Yoder’s method, no matter 
on which kind of terrain positions.

The results of the LB method show differences in MWD 
and GMD values among treatments (Table 3). After the FW 
treatment, different soils show significantly different MWD 
and GMD values, even at the same slope position. MWD 
and GMD of purple soil increase by 36.19% and 36.59%, re-
spectively, compared with loess soil. After the WS treatment, 
MWD and GMD of purple soil at the same slope position 
are 2.14mm and 1.63mm, respectively, which are strikingly 
different with those of loess soil (0.53 mm and 0.22 mm). 
Despite the above-mentioned differences, (P<0.05), there 
is no large significance between the two soils after SW 
treatment. The MWD values of loess soil at the same slope 
position show SW>WS>FW, while for purple soil at the same 
slope position the sequence is WS>SW>FW. The results of 
the LB (FW, SW and WS) method show that purple soil has 
higher aggregate stability than loess soil. 

We have adopted the LB method to study the breakdown 
mechanism of the two types of soils and found significant 
differences between their soil aggregates at different terrain 
positions. The RSI values of purple soil are on an upward 
trend, while RSI values of loess soil, which are significantly 
higher, show a downward trend. The RMI values of loess soil 
are positive, and less than the RSI values. Moreover, RMI also 

Table 2: The soil aggregate stability based on Yoder method.

Soil types Slope po-
sition

MWD (mm) GMD (mm) R0.25 (%) PAD (%)

Dry Wet Dry Wet Dry Wet

Loess
soil

Upper 3.86 2.41 2.71 1.08 96.86 81.99 15.35

Middle 4.55 1.71 2.94 0.59 93.62 73.13 21.89

Lower 4.52 1.31 2.93 0.45 93.98 69.96 25.56

                      Mean±SD 4.31±0.32A 1.81±0.45A 2.86±0.11A 0.71±0.27A 94.82±1.44A 75.03±5.09A 20.93±4.22A

Purple soil Upper 0.57 0.22 0.20 0.06 19.8 13.09 31.40

Middle 0.66 0.37 0.26 0.08 33.34 21.59 31.99

Lower 0.54 0.41 0.24 0.09 32.04 22.36 32.88

                       Mean±SD 0.59±0.05B 0.33±0.08B 0.23±0.02B 0.08±0.01B 28.39±6.10B 19.01±4.20B 32.09±0.61A
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shows a downward trend. Therefore, loess soil aggregates 
are more prone to the slaking effect than the mechanical 
breakdown effect. Since the RMI values of purple soil are 
negative, its dominant breakdown mechanism is slaking.

The comparison of K values based on Yoder method 
and the LB method: Yoder’s method shows the significant 
differences between the K values of purple and loess soils 
(Fig. 3). Purple soil has much lower K values than loess 
soil at the same slope position. LB method studies K values 
through three treatments. It is found that the K values of 
the two soils are similar after the SW treatment. This result 
suggests that the dominant aggregate breakdown mechanism 

of purple soil is clay swelling. After the WS treatment, purple 
soil has much smaller K values than loess soil. After the FW 
treatment, the K values of loess soil increase by 102.79% 
compared with that of purple soil. It can be concluded that 
purple soil has lower erodibility than loess soil, especially 
for WS and FW treatment. Moreover, loess soil has higher 
KSW than KWS but purple soil shows the opposite pattern, 
which is consistent with the results of MWDSW and MWDWS. 
In general, loess soil is more susceptible to erosion than 
purple soil. As for purple soil, fast wetting, among all three 
treatments, does the most damage to its soil aggregates, 
while Yoder’s method has done more damage to purple soil 

Table 3: The soil aggregate stability based on the LB method.

Soil 
type

Slope 
position

MWD (mm) GMD (mm)
RSI RMI

SW WS FW SW WS FW

Purple 
soil

Upper 1.53 2.32 1.18 0.97 1.85 0.66 0.23 -0.52

Middle 0.86 1.63 0.55 0.49 1.19 0.26 0.34 -0.91

Lower 1.35 2.48 0.72 0.75 1.84 0.36 0.48 -0.74

                            Mean±SD 1.25±0.28A 2.14±0.37A 0.82±0.27A 0.74±0.20A 1.63±0.31A 0.43±0.17A 0.35±0.10A -72±0.16A

Loess
soil

Upper 1.93 0.64 0.59 1 0.25 0.22 0.69 0.65

Middle 1.15 0.47 0.38 0.42 0.19 0.14 0.67 0.6

Lower 1.05 0.5 0.32 0.47 0.2 0.13 0.61 0.48

                        Mean±SD 1.38±0.39A 0.54±0.07B 0.43±0.12B 0.63±0.26A 0.21±0.03B 0.16±0.04B 0.66±0.03B 0.58±0.07B

 

Fig. 3: Comparison of K values of purple soil and loess soils under different treatments. 
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DISCUSSION

Purple and loess soils are two typical erodible soils widely 
distributed in southern and northern China, respectively. 
They have distinct properties due to differences in climate, 
topography, elevation, and parent rock (Table 6). The wide 
difference in both latitude and topography of the two soils’ 
geographical distribution results in different climates. Every 
summer, the southeast monsoon will blow from the ocean to 
the mainland. Monsoon also brings precipitation, the level of 
which decreases from east to west and from south to north. 
Therefore, the rainfall in the area of purple soil is 2~3 times 
heavier than in the area of loess soil and often lasts for a long 
time. There are broad differences between the breakdown 
mechanism of purple and loess soils (Table 3).

The purple soil is weathered from purplish rocks while 
loess soil is a young soil that develops weakly on the loess or 
secondary loess parent material. Since humus accumulation 
and tillage fracture and crumble the soil, they disrupt soil 
structure, accelerating surface runoff and soil erosion. Profile 
of purple soil is A-AC-C. The upper and lower layers are 
uniform without significant difference. Leaching and precip-
itation are rare, and a new body is not formed. By contrast, 
the soil profile of loess soil is A-C; the transition of horizons 
is obvious; the upper and lower layers are the organic layers 

Table 5: Multivariate ANOVA of soil type and slope position.

Index
            Soil type       Slope position Soil type*Slope position

F P F P F P

K 152.897 <0.001** 0.257 0.781 1.695 0.261

MWD 450.398 <0.001** 15.187 0.004** 28.665 0.001**

GMD 2243.445 <0.001** 193.636 <0.001** 224.568 <0.001**

R0.25 368.544 <0.001** 0.183 0.837 4.934 0.054

SOM 124.578 <0.001** 69.803 <0.001** 2.320 0.179

RSI 12.059 0.013* 0.295 0.755 1.233 0.365

RMI 67.841 <0.001** 0.795 0.494 0.478 0.642

aggregates than the LB method. Under Yoder’s method, the 
overall effect of the crushing mechanism is greater than the 
individual effect on loess soil.

Effects of slope position and soil types on the stability of 
soil aggregates: Table 4 gives the correlations among MWD 
values. In terms of purple soil, a positive and significant cor-
relation exists between the MWD values of the SW treatment 
and the MWD values of the WS and FW treatments. But no 
such significant correlations are found in MWD values of 
loess soil by both Yoder’s method and LB method. Purple 
soil shows a significant positive correlation between soil 
clay swelling effect and mechanical breakdown effect, and 
soil clay swelling effect expresses a positive relationship 
with slaking effect. However, no significant relationship is 
observed in the breakdown mechanisms of loess soil.

As findings illustrated above (Table 5), soil types greatly 
influence soil properties including K value, MWD, R0.25, 
SOM, RSI and RMI while slope position is highly related to 
SOM content, MWD and GMD values. However, only MWD 
and GMD values show significant and positive relationship 
with the interaction of soil type and slope position. No sig-
nificant correlation exists between SOM content and values 
of K, R0.25, RSI and RMI. Therefore, the interaction of soil 
type and slope position has a significant impact on SOM.

Table 4: Correlation analysis of MWD values of the purple soil and loessal soil under Yoder and LB method.

Treatment
                                  Purple soil                                  Loess soil

SW WS FW Yoder SW WS FW Yoder

SW 1 1

WS 0.831* 1 0.527 1

FW 0.835* 0.618 1 0.809 0.229 1

Yoder 0.336 -0.022 0.708 1 -0.559 -0.772 -0.523 1

Notes: * Significant correlation at the P<0.05 level. ** Significant correlation at the P<0.01 level. The same below.
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with 10~30 cm thick; and at parent material layer, where 
the precipitation is greater, the calcium carbonate has been 
leached slightly.

Influenced by human activities, the thickness of the purple 
soil layer is 15~25 cm, and the thickness of the tillage layer 
is relatively stable. The tillage layer of the loessal layer is 
about 15 cm thick. Some areas are less than 10 cm thick, and 
loess parent material is immediately below the tillage layer. 
The mineral composition of purple soil is mainly composed 
of hydromica and quartz. Purple soil has a stable aggregate 
structure, with higher contents of sand grains and clay than 
loess soil. The mineral composition of loess soil is mainly 
quartz and feldspar. Loess soil is loose in structure, with a 
relatively high content of silt (about 60%). The SOM content 
of purple soil ranges from 10 to 30 g·kg-1, and the pH from 
5.5 to 8.0, with low content of CaCO3 and very low content 
of nitrogen. The contents of phosphorus and potassium are 
rich. The SOM content of loess soil is from 3 to 10 g·kg-1, 
with the pH ranging from 8.0 to 8.5, the content of CaCO3 
3~6 times higher than that of purple soil, and low content 
of nitrogen, zinc, and manganese. Although loess soil is 
rich in phosphorus and potassium, it is hard to be made into 

commercial use (Li 1991, Zhang 2002).

Soil stability is greatly affected by both external and in-
ternal factors. LB method identifies different disaggregation 
mechanisms of soil aggregates. The SW treatment simulates 
the capillary action inside the soil under the damage of light 
rain, which causes the soil clay to swell; the WS simulates 
the mechanical breakdown caused by splash erosion which 
damages the soil structure; and the FW treatment simulates 
the slaking of soil under heavy rains due to gas explosion 
nearby. In our study, the aggregate stability of both purple 
soil and loess soil was most severely damaged under the FW 
treatment, among all three treatments. Heavy rains were the 
main external factor for soil erosion in the study areas, and 
slaking is the main internal factor of soil aggregate disruption. 
The SW treatment has the least damage to loess soil, which 
is supported by the current findings by Guo et al. (2010). 
The study indicates that clay swelling has little effect on 
the aggregate stability of loess soil. By contrast, the WS 
treatment has the least damage to purple soil, indicating that 
mechanical breakdown of splash erosion will slightly affect 
the aggregate stability of purple soil. In mountainous areas 
with purple and loess soils, serious soil erosion is observed 

Table 6: Comparison of the main properties of purple and loess soils.

Characteristic item Purple soil Loess soil

Regional distribution Mainly distributed in the subtropical area of China (Si-
chuan, Yunnan, Guizhou, etc.) and most widely distributed 
in Sichuan Basin.

Mainly distributed in Semi-arid and arid areas in temperate 
and warm-wet zones (Shaanxi, Ningxia, etc.) and is the 
most widely distributed on Loess Plateau.

Climate condition The annual average temperature is 14~18°C; the annual 
average precipitation is 1000~1500 mm; rainfalls con-
centrate in June-October, and the annual evaporation is 
300~900 mm.

The annual average temperature is 7~16°C, and the annual 
average precipitation is 200~500 mm, mostly concentrating 
in July-September. Annual evaporation is 800~2200 mm.

Mechanism 
of soil

Purple soil is a lithogenic soil formed by weathering of 
purple shales in tropical and subtropical regions, mainly 
due to frequent weathering and erosion.

The parent material of loess is Quaternary aeolian loess. 
Its formation is mainly through light humus accumulation 
of grass, tillage maturation and soil erosion.

Profile morphology The section structure is usually A-AC-C, with no obvious 
humus layer. The AC transition layer is below the surface 
layer and the parent layer is at the bottom.

The profile is A-C soil structure, with organic stratum on 
above and parent stratum on below.

Topsoil properties The thickness of the plough layer in a farmland slope is 
15~20 cm. Below plough layer is plough bottom layer and 
parent material layer.

The tillage layer is 10~15 cm thick, thinner than that of 
purple soil, and the loess parent material layer is below 
the tillage layer.

Mineral composition The clay minerals of purple soil are mainly 2:1 hydromica, 
montmorillonite and chlorite. The primary minerals contain 
a lot of quartz, and the secondary minerals are mainly illite.

The mineral composition of loess is mainly quartz and feld-
spar, while the clay mineral is mainly hydromica, followed 
by chlorite and a small amount of kaolinite.

Architectural feature The pore distribution is mainly macropore (>1.2 mm), and 
the degree of agglomeration is high.

Structurally loose, there are many voids between particles 
and large voids.

Soil particle-size fraction
The content of sand and clay in purple soil is higher, and 
the particles of different sizes are evenly distributed.

The silt content of loess soil is relatively high, and the 
particle size distribution is mainly concentrated in non-wa-
ter-stable aggregates.

Chemical property SOM contents range from 10 to 30 g.kg-1. pH is from 5.5 
to 8.0, and the content of CaCO3 is less than 30 g.kg-1.

SOM content is 3~10 g.kg-1; pH is 8.0~8.5, and the content 
of CaCO3 is 90~180 g.kg-1.
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in summer when heavy rains become frequent. It is recom-
mended to plant hedgerows on the slopes to enhance soil 
stability and prevent soil losses (Wang et al. 2018).

Related researches showed that due to the difference in 
geographical location and parent material, the breakdown 
mechanisms of purple and loess soils were different (Wang 
et al. 2013). The slaking effect of loess soil was stronger than 
mechanical breakdown, which increased from the top to the 
bottom of the slope, but mechanical breakdown decreased 
in the opposite direction. The purple soil mainly expressed 
slaking rather than mechanical breakdown, because the high 
content of clay prevented further mechanical breakdown 
(Wang 2013). The high content of soil clay acted as a binder 
to enhance soil aggregate stability. During the wetting pro-
cess, the clay enhanced the slaking and thus decreased soil 
aggregate stability (Yan 2008). That was the reason why the 
clay enhanced the stability of the agglomerate in the purple 
soil but reduced the stability in the loess soil. To sum up, 
the dissipation and mechanical effect of the LB method on 
loess soil is greater than that in purple soil, which affects its 
anti-erodibility.

There was a significant correlation between soil type 
and soil aggregate stability indexes. Since Yoder’s method 
was a combination of various breakdown mechanisms, the 
binding effect of SOM was dwarfed by the slaking and clay 
swelling. As a result, the effect of SOM on soil aggregate 
stability became not obvious. Related researches showed that 
clay content significantly affected the binding effect of soil 
organic matter (Wang 2013). SOM promoted the stability 
of soil aggregates through its binding effects when the clay 
content was less than 25%, but the effects would be lost when 
the clay content was above 35%. According to a recent study, 
the MWD values of the loess soil gradually rose down the 
slope, while the purple soil followed the opposite trend. The 
clay content of purple soil was 29.37%~35.89%, and that of 
loess soil was 13.01%~16.71%. Therefore, SOM in loess soil 
promoted soil aggregate stability, but the binding effect of 
SOM in purple soil couldn’t be reflected. Besides, as purple 
soil was located in a hilly area with frequent heavy rainfalls, 
strong water erosion occurred on the slope. Water erosion 
would carry the fine aggregates down the slope and caused 
the content of fine-grained soil at the lower slope significantly 
increased. Such a sorting effect on soil aggregates reduced 
MWD values (Zhang et al. 2014).

CONCLUSION

Laboratory experiments were conducted to evaluate struc-
tural stability and erodibility of loess and purple soils. The 
results of this study showed that the structural stability 
and erodibility of purple soil is quite different from that of 

loess soil. Purple soil has a more stable structure and higher 
anti-erodibility than loess soil under different breakdown 
mechanisms (SW, WS and FW). After comparing three LB 
treatments, we found that MWD and GMD of the loess soil 
showed the trend of SW>WS>FW, yet that of the purple 
soil followed the trend of WS>SW>FW. Under the SW 
treatment, the K value of purple soil was greater than that 
of loess soil and was close to the result of Yoder’s method. 
Under WS and FW treatments, the K value of the purple soil 
was significantly lower than that of the loess soil. This study 
demonstrated and provided a theoretical basis for further 
understanding of the erosion mechanism of the loess and 
purple soils in southern and northern China.
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ABSTRACT
The coronavirus disease (COVID-19) was first noticed over Wuhan, China during December 2019. The 
spreading characteristics of COVID-19 infection from one person to another are resulting in a growing 
number of infected cases and created massive stresses across the world. The rapid dissemination of 
COVID-19 infection declares it as a pandemic. In India, till the mid of May 2020, there were around 
75,048 confirm with 2440 number of death cases, specifically due to COVID-19. To break the chain 
of COVID-19, the Government of India had decided to implement the lockdown, first implemented on 
23rd March 2020. Some of the significant benefits of lockdown resulted in the reduction in atmospheric 
pollutants of the cities across the world. The study is based on the fine and coarse particulate matters 
(PM) data corresponding to before lockdown and during lockdown periods. The efforts were made over 
Delhi (DEL) and one of the neighbouring cities, i.e. Gurgaon (GW) considering the duration 1st January 
2020 to 15th May 2020 to understand the impact of lockdown on the particulate matter, i.e. PM (PM1.0, 
PM2.5 and PM10). Our investigation shows the decline in PM concentration during the lockdown period. 
The impact of COVID-19 pandemic resulted in the rapid increase in the number of COVID-19 cases in 
DEL, India, and the inhabitants of about 14 million people. The significance of the particulate matter, 
temperature (°C) and relative humidity (%) on the dispersal of COVID-19 virus and its association to 
the total number of cases (TC), active cases (AC), recovered cases (RC) and death cases (DC) with 
special reference to DEL were also discussed. 

INTRODUCTION

In the existing scenario, the whole world is at the risk of 
the widespread global infection, i.e. COVID-19 declared as 
pandemic (WHO 2020) that affected more than 208 countries 
(Singh et al. 2020). According to the recent study conducted 
by Jain et al. (2020), there were approximately 4,369,933 
COVID-19 cases all over the world out of which 98% were 
suffering from mild, 2 % with a severe infection while 15 % 
patient could not survive. The first case of the novel corona-
virus, i.e. COVID-19 was initially reported in Wuhan city, 
China in December 2019 and after a few weeks, it started 
to progressively spread across bordering countries. As per 
the medical reports, COVID-19 has a severe impact on the 
respiratory system causing a range of breathing problems, 
from mild to critical and, more dangerous for the people’s 
previous history of bronchitis, Chronic Obstructive Pulmo-
nary Disease (COPD), heart disease, and diabetes. As per the 
World Health Organization (WHO), the people having age 
above 60 years, and children less than 10 years are severely 
affected by coronavirus (Donnelly et al. 2003). As per the 
medical experts, this type of disease is a bit similar to severe 

acute respiratory syndrome (SARS), mostly spread through 
the droplets, hand contact or some times by indirect contact 
also, but still, the exact reasons of the medium of transmis-
sion or the routes of transmission could not be recognized.

In India, till 13th May 2020, there were around 75,048 
confirmed with 2440 number of death cases (MoHFW 2020). 
By seeing the criticality of this infection and its fast spread, 
the Government of India has decided to implement the 
lockdown in different phases which was first implemented 
on 23rd March 2020. As a preventive measure, various ac-
tivities and operations related to the social gathering, travel, 
industries operations, transport including all three modes, 
commercials, construction, restaurants except the limited 
essential services like groceries, milk, fruits and vegetable, 
medicines, etc. were restricted. However, one of the positive 
impacts which has been observed in many cities and countries 
including China, Brazil, Barcelona, New York, Los Angeles, 
Zaragoza, Rome, Dubai, India, Beijing, Shanghai, etc., was 
the reduction of the pollutants during the period of lockdown 
(Bao & Zhang 2020, Saadat et al. 2020, Singh et al. 2020). 
Xu et al. (2020) reported the deterioration in the levels of 
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pollutants like PM2.5, PM10, SO2, CO, and NO2 during the 
lockdown period over China. With the various air pollution 
monitoring stations, the improvement in air quality was also 
observed in most of the Indian cities during the lockdown 
period (http://www.cpcbenvis.nic.in/). Before the lockdown, 
the pollutant level in most Indian cities was at very high 
(Aggarwal & Jain 2015, Kumar et al. 2013, WHO 2018). 

The earlier study demonstrated the noticeable effect of 
meteorological parameters especially surface air tempera-
ture and relative humidity on particulate matters (Wang et 
al. 2020). Wu et al. (2020) are also in close agreement of 
the association between air quality and COVID-19 cases in 
China. Air pollution measured as particulate matter (PM) has 
also been shown to be detrimental to human health (Cohen et 
al. 2005, Donaldson et al. 2001) and lead to increased mor-
tality rates (Dockery et al. 1993, Hales et al. 2010). Various 
pollutants have been included to define the air quality index, 
some of them are CO, ozone, SO2, NO2, NH3, Pb, PM2.5 and 
PM10 (NAAQS). However, the most accountable pollutants 
responsible for poor air quality indexes in India are currently 
PM2.5 and PM10.

Saksena & Dayal (2000), in their study over DEL, con-
sidered PM as one of the hazardous pollutants responsible for 
chronic bronchitis, whereas, Goyal (2003) found it accountable 
for asthma. Therefore, considering the criticality of PM and the 
current lockdown situation, we have analysed the fine (PM1.0 
and PM2.5) and coarse (PM10) PM data for seven different 
places of Delhi (DEL) and Gurugram also known as Gurgaon 
(GW), India. Gurgaon is a city situated in the southwest of 

New Delhi. The 24 hours daily mean concentrations of PM 
(PM1.0, PM2.5 and PM10) were analysed for the different sites 
over DEL, i.e. IIT-Delhi (IIT-DEL), Greater Kailash (GK), 
Lodhi Road (LR), Mahant Gurmukh Singh (MGS), Ramjas 
colony (RJ), Shantipath (SP), US Embassy (USE) and Gurgaon 
(GW) together with the corresponding temperature (T°C) and 
relative humidity (RH %) for the duration from 1st January 
2020 to 15th May 2020. The resulting daily averages corre-
sponding to the above locations were analysed and compared 
for before (1st January 2020 - 22nd March 2020) and during 
lockdown (23rd March 2020-15th May 2020) period. As the 
optimized T (°C) and RH (%) support the droplet stability in 
the local environment which may be favourable for the wide-
spread transmission of the virus (Chen et al. 2020). As per 
the study conducted over different cities of Italy and China, it 
was noticed that the association between the high frequency 
of corona cases/mortality and the high level of atmospheric 
pollutants persistently for over four years (Down to Earth 
). The efforts were also made over DEL to understand the 
linkage between PM, T (°C), and RH (%) and their synergic 
effect on COVID-19 cases corresponding to the total number 
of cases (TC), active cases (AC), recovered cases (RC) and 
death cases (DC) by considering the available data for period 
1st April 2020 to 15th May 2020.

DATA AND ANALYSIS TECHNIQUES

The present study examines the effect of lockdown on the 
air quality of Delhi (DEL) and Gurgaon (GW), India (Fig. 
1). The data related to major pollutants, i.e. PM of size ≤ 2.5 
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µm (PM2.5), ≤ 10 µm (PM10) and ≤1.0 (PM1.0) along with 
meteorological parameters, i.e. T (°C), RH (%) were down-
loaded through the freely available data source, i.e. Purple Air 
Sensors (https://www.purpleair.com). The PurpleAir sensors 
are an “Internet of things” (IoT) air quality sensor or partic-
ulate sensor consisting of a network of elements. PurpleAir 
uses PMS5003 and PMS1003 laser particle counters. These 
sensors count suspended particles in sizes of 0.3, 0.5, 1.0, 
2.5, 5.0 and 10 µm. These particle counts are processed by 
the sensor using a complex algorithm to calculate the PM1.0, 
PM2.5 and mass concentration in µg.m-3.  

The continuous 24-hour average PM with associated T 
(°C) and RH (%) data was procured for the period 1st Janu-
ary 2020 to 15th May 2020. The procured data cover seven 
different sites over Delhi, i.e. IIT-DEL, GK, LR, MGS, RJ, 
SP and USE, and two locations over GW                  (Fig. 
1). In the case of the analysis over DEL and GW, the 
combined averages of all locations were taken. The data 
corresponding to TC as well as RC was collected from the 
source of New Delhi Television Limited (NDTV), an Indian 
television media company. (https://www.ndtv.com/coronavi-
rus?pfrom=home-mainnavgation). To calculate the 2-tailed 
Bivariate Pearson correlations among PM, T (°C), RH (%), 
TC, AC, RC and DC, the statistical analysis model Statistical 
Package for the Social Sciences (SPSS) was used.

RESULTS AND DISCUSSION

This section examines the variation in the mean concentra-
tion of PM associated to size 1 micron, 2.5 microns and 10 
microns commonly recognized as PM1.0, PM2.5 and PM10, 
over DEL and GW, Influence of Meteorology on PM and its 
association to TC and RC associated to COVID-19.

Distribution of PM

The significant dissimilarity appears for fine (PM1.0, PM2.5) 
and coarse (PM10) over DEL and GW in the box and whiskers 

charts view (Fig. 2).

The boxes here correspond to 50% of the distribution 
of the values (from 25% to 75%), while the square and line 
within the boxes indicate the mean and median values, re-
spectively. The “x” and “–” symbols correspond to 1%/99% 
and min/max values, respectively. The dissimilar dispersal 
can be visible clearly from the distribution pattern of PM 
concentration (PM1.0, PM2.5 and PM10) in the above two sites 
during the period 1st January 2020 to 15th May 2020. It was 
found the median PM concentration of 56.10 µg.m-3 (PM1.0), 
85.72µg.m-3 (PM2.5) and 96.03 µg.m-3 (PM10) over DEL while 
lower median concentration of 29.66 µg.m-3

 (PM1.0), 44.62 
µg.m-3 (PM2.5) and 48.22 µg.m-3 (PM10) was observed over 
GW. The higher mean PM concentration of 69.22 µg.m-3 
(12.88-264.34 µg.m-3), 111.75 µg.m-3 (12.88-64.34 µg.m-3) 
and 127.61µg.m-3 (20.94-559.78 µg.m-3) related to PM1.0, 
PM2.5 and PM10, respectively were observed over DEL. It 
was noticed that the low mean concentration of PM (PM1.0, 
PM2.5 and PM10) over the site GW show better air quality as 
compare to DEL. All of the sizes of PM were exhibited dis-
similar concentration that indicates the diverse sources over 
both the locations, i.e. DEL and GW. The higher mean con-
centration and prominent characteristic of PM2.5 and PM10 
indicated in Box plot (Fig. 2), suggest road traffic (Mahato 
et al. 2020, Kumar et al. 2017) as well as industries, power 
plants and domestic emissions (Sahu et al. 2011a, Guttikunda 
et al. 2013) as the prime responsible factors.

In trend analysis (Figs. 3a & 3b), covering entire duration, 
i.e. 1st January 2020 to 15th May 2020, PM10 exhibit a higher 
mean concentration of 127.61 µg.m-3 (DEL) and 57.53 µg.m-3 

(GW), whereas PM1.0 and PM2.5, illustrate the mean concen-
tration of 69.22 µg.m-3 (DEL), 34.20 µg.m-3 (GW) and 111.75 
µg.m-3 (DEL) and 53.10 µg.m-3 (GW), respectively. The high-
er PM concentration during this period, evidently suggests 
the vehicular emission, industrial emission, and other forms 
of combustion process as the major sources of pollutants. 
After the execution of comprehensive lockdown through 
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were exhibited dissimilar concentration that indicates the diverse sources over both the 

locations, i.e. DEL and GW. The higher mean concentration and prominent characteristic of 

PM2.5 and PM10 indicated in Box plot (Fig. 2), suggest road traffic (Mahato et al. 2020, 

Kumar et al. 2017) as well as industries, power plants and domestic emissions (Sahu et al. 

2011a, Guttikunda et al. 2013) as the prime responsible factors. 
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Fig. 2 Boxplots of daily concentrations of analysed pollutants over Delhi and Gurgaon; the median is shown by the middle line of the box. Concentra-
tions are expressed in µg.m-3 for PM1.0, PM2.5 and PM10.
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restricting various activities and operations related to social 
assembly, travel, industries operations, and transport started 
from 23rd March 2020, PM mass concentration in DEL (Fig. 
3a), and GW (Fig. 3b) were significantly declined. Before 
the lockdown, it was noticed that the PM concentration in 
DEL as 94.72 µg.m-3 (PM1.0), 155.45 µg.m-3 (PM2.5) and 
178.88 µg.m-3 (PM10) that drastically reduced to 30.96 µg.m-

3, 46.12µg.m-3 and 50.69 µg.m-3 by the percentage decrease 
of 67.31, 70.29 and 71.66, respectively due to the result of 
the lockdown. The significant decline in the concentration 
of PM, clearly confirms the influence of the transport and 
traffic movement in the air quality of DEL. 

Before lockdown, low PM concentration has been ob-
served corresponding to PM1.0 (42.29 µg.m-3), PM2.5 (66.82 
µg.m-3), and PM10 (72.62 µg.m-3), in GW (Fig. 2b) as com-
pared to DEL. The observed PM concentration (PM2.5 and 
PM10) was slightly towards the higher side of the prescribed 
limit given by NAAQS (http://cpcb.nic.in/airquality-Stand-
ard). The tremendous decline of 48.21 %, 51.82 % and 52.45 
% in PM1.0 (21.90 µg.m-3), PM2.5 (32.19 µg.m-3) and (34.52 
µg.m-3) were witnessed the impact of lockdown over GW. 
The analysis related to before and after lockdown noticeably 
exposed a significant decline in the concentration of PM 
pollutants during lockdown (23rd March-15th May 2020) by 

strictly follow-up. Due to holdup of all type of movements, 
industrial emission and transportation on the road, the fine 
(PM1.0 and PM2.5) and coarse (PM10) particulate were sig-
nificantly reduced over both of the locations (DEL and GW) 
and approached within the limit of NAAQS (PM2.5 = 60 
µg.m-3, PM10 = 100 µg.m-3, based on 24-hours average (Jain 
et al. 2020) demonstrating the noticeable improvement in air 
quality. The significant decrease in atmospheric pollution 
attributed to transportation and industrial emissions over 
Beijing, Shanghai, Guangzhou and Wuhan cities were also 
observed during the corona pandemic (Wang et al. 2020). 

Influence of Meteorology on PM

The previous studies demonstrated the effect of meteoro-
logical variables which has a major impact on air quality 
(Espinosa et al. 2004, Karar & Gupta 2006). The complete 
cycle of the formation of secondary pollutants has a great 
association with the pollutant release rate into the air from 
the origin, wind speed, turbulence level, air temperature, and 
precipitation (Bhaskar et al. 2010). Generally, T (°C) has 
substantial involvement in the air quality of the province, 
therefore, correlation analysis by considering the period of 
1st March 2020-15th May 2020 between PM concentrations 
and T (°C) for the site DEL (Fig. 4) and GW (Fig. 5) were 
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Fig. 3 (a, b).  Trend analysis showing the effect of lockdown period on particulate matter in Delhi (a) and Gurgaon (b).
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studied to understand the role of T (°C). 

There was a significant negative correlation between T 
(°C) and PM1.0 (0.72), PM2.5 (0.73) and PM10  (0.73) in DEL 
while over GW, it was found to be 0.54 (PM1.0), 0.58 (PM2.5) 
and 0.25 (PM10). In the associated Fig. 4 and Fig. 5, the 
red, green and black dots indicate the data corresponding to 
PM1.0, PM2.5 and PM10, respectively. The regression analysis 
reveals a significant negative correlation (r) of T (°C) with 
PM in DEL whereas GW has a low negative correlation of 
0.25 with PM10. The regression slope obtained over DEL was 
-0.09 (PM1.0), -0.05 (PM2.5) and -0.04 (PM10) which has the 
similar pattern as followed over GW with regression slope 
-0.16 (PM1.0), -0.11 (PM2.5) and -0.01 (PM10), respectively. 
The complete period of observation indicates the declining 
characteristics of PM concentrations on the increase of the 
T (°C).

PM Over Different Locations of DEL and GW

As long-range transport and dust also have a significant 

contribution to the accumulation or dispersion of pollutants 
at urban sites (Arif et al. 2018). Further, the concentration 
of PM1.0, PM2.5 and PM10 for seven different locations of 
DEL and GW were analysed and impressed in the box and 
whisker plot to distinguish the possible impact of lockdown 
(Fig. 6a-c).

Before lockdown and during the lockdown period of the 
study have been distinguished by the letter B and A, respec-
tively. Before lockdown, the mean concentration of PM1.0 and 
PM2.5 over IIT-DEL, GK, LR, MGS, RJ, SP and USE were 
89.29±45.51 µg.m-3, 57.07±32.70 µg.m-3, 90.01±40.72 µg.m-

3, 70.35±28.33 µg.m-3, 133.18±68.15 µg.m-3, 97.53±49.39 
µg.m-3, 121.31±54.03 µg.m-3 and 146.67±78.63 µg.m-3, 85.04 
± 51.02 µg.m-3, 162.04±91.42 µg.m-3, 124.75±57.26 µg.m-

3, 218.38±144.20 µg.m-3, 163±88.94 µg.m-3, 191.09±94.03 
µg.m-3, respectively (Fig. 5a and Fig. 5b). However, the 
mean concentration of PM1.0 in the above said locations was 
166±89.47 µg.m-3, 103.33±60.19 µg.m-3, 187.32±116.52 
µg.m-3, 134.78±63.75 µg.m-3, 283.46±161.89 µg.m-3, 
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of the box. Concentrations are expressed in µg.m-3 for PM1.0 (a), PM2.5 (b) and PM10 (c). (Letter “B” and “A” represent the boxes related to before 
lockdown and during lockdown respectively).

200.83±112.21 µg.m-3, 205±105.07 µg.m-3, respectively as 
depicted in Fig. 6c.

The GW region was observed the lower PM concentra-
tion, i.e. 43.31±20.25 µg.m-3 (PM1.0), 66.55±29.94 µg.m-3 
(PM2.5), and 72.63±33.10 µg.m-3 (PM10) as compared to DEL 
during the span of before lockdown. The average PM2.5 and 
PM10 concentrations over the different study sites of DEL 
and GW regions were at higher side than the given limit of 
NAAQS (PM2.5 = 40 µg.m-3) and PM10=60 µg.m-3) (Jain et 
al. 2020). Before the lockdown situation, the highest PM1.0 
values were found over the RJ showing mean of 133.18 
µg.m-3 and is followed by USE, SP, LR, IIT, MGS and GW, 
respectively. The high interquartile range (RJ, USE, SP and 
LR) suggests that PM1.0 hold quite different concentration 
demonstrating the large spread (56.95-203.85 µg.m-3). The 
large upper whisker over the location IIT-DEL, SP and USE 
show that the PM1.0 concentration varies amongst the most 

positive quartile group. The upper parts of the scale, i.e. 
positive quartile group corresponding to almost all locations 
except RJ shows the pronounced variability in the concen-
tration of PM1.0, but in the case of the least positive quartile 
group, the concentration spread is relatively less. However, 
the box plots associated with the before lockdown period, 
show large concentration distributions of PM1.0 whereas 
the box plot accompanying during lockdown shows the 
slight dispersion that illustrates the extreme decline in the 
concentration of PM1.0.

As per the previous studies, PM2.5 comprises numerous 
unsafe constituents, which may enter into the lungs through 
the respiratory tract and hazardous to the human health, main-
ly to children and the elderly people (Daoru et al. 2018). The 
previously conducted study, expose the particulate matter as 
one of the prime reasons behind the destructive consequence 
on the human respiratory system by emphasizing to take 
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recurrent medical prescription (Anderson et al. 2012). The 
dissemination and variability of PM2.5 concentration have 
been summarized in box plots as depicted in Fig. 6(b). The 
highest mean concentration of fine particulate matter PM2.5 
(218.37µg.m-3) was observed over RJ during before lock-
down period and 63.41 µg.m-3 during the lockdown period. 
The extremely upper and lower whiskers (before lockdown) 
demonstrate the case of least quartile that corresponds to 
less pronounced behaviour of PM2.5 concentration due to the 
less number of data (4 days) over RJ region. The localities 
LR, SP and USE unveil the large upper whisker and show 
the noticeable inconsistency in the concentration of PM2.5.

As compared to the DEL region, the GW region (Fig. 
6b) elucidate the low mean PM2.5 concentration monitoring 
data, i.e. 73.51 µg.m-3 (13.98 µg.m-3-188.04 µg.m-3) associ-
ated to prior lockdown (GW-B) that drastically reduced to 
31.97 µg.m-3 (12µg.m-3-60.83 µg.m-3) due to the impact of 
lockdown (GW-A). The lockdown impact was responsible 
for the sudden fall in PM2.5 concentrations due to nationwide 
restriction on transport movement and industrial units that 
were associated with the emission of primary pollutants into 
the vicinity. Before the lockdown period, the corresponding 
locations of DEL and GW were high PM2.5 concentration 
which supports the finding of ambient PM2.5 concentrations 
greater than 60 µg.m-3 over New Delhi (Singh et al. 2011, 
Tiwari et al. 2014). This might be due to the location of the 
site that is close to traffic and residential pollution sources 
(Gulia et al. 2018, Kumar et al. 2017). As per the above 
findings, a very diverse pattern of PM  concentration has 
been observed in the studied region. Fig. 6(c) exposes the 
mean concentration of PM10 by showing the highest value 
over RJ (283.46 µg.m-3) trailed by USE (205.82 µg.m-3) and 

SP (200.83 µg.m-3) associated to before lockdown period 
that further started to deteriorate to 69.36 µg.m-3 (RJ), 58.64 
µg.m-3 (USE) and 53.59 µg.m-3 (SP) due to the lockdown 
effect. The location GW shows the mean concentration of 
72.63 µg.m-3 (before lockdown) and 34.28 µg.m-3 (during 
lockdown) and both are very close to the prescribed limit of 
60 µg.m-3 given by NAAQS.

COVID-19 and Associated Factor

DEL has been regarded as one of the epicentres for corona-
virus in India and to understand the rapid increase in COV-
ID-19 cases, it is important to understand the phenomenon 
and responsible factors for its spreading. The available data 
corresponding to COVID-19 along with T (°C), RH (%), 
and PM, the analysis over DEL has been conducted. The 
results of 2-tailed Bivariate Pearson correlation (Table 1), 
were applied among Total Cases (TC), Active Case (AC), 
Recovered Case (RC), PM1.0, PM2.5, PM10, T (°C), and RH 
(%) over DEL for the period 1 April 2020 to 15 May 2020.

Based on forty-five days data for period 1st April 2020 
to 15th April 2020, it was observed the average TC, AC, 
RC, DC as 3003±2393, 2137±1514, 821±877, 44±28 re-
spectively. During this period the mean concentration of 
PM1.0, PM2.5, and PM10  were 31.42 µg.m-3, 46.36 µg.m-3 
and 50.78 µg.m-3, respectively. However, the average T (°C) 
and RH (%) were 34.72°C and 27.86 % respectively. The 
Pearson correlation results (Table 1) over DEL revealed the 
considerable correlation of T (°C) with TC (0.57, p = 0), AC 
(0.59, p = 0), RC (0.51, p = 0) and DC (0.58, p = 0) related 
to COVID-19 and clearly indicates the increase in total and 
active COVID-19 cases due to elevation of T (°C). Due to 
the unavailability of the data related to the other features 

Table 1: Two-tailed Bivariate Pearson correlation among Total Cases (TC), Active Case (AC), Recovered Case (RC), PM1.0, PM2.5, PM10, Temp, and RH 
over DEL. (** shows here that Correlation is significant at the 0.01 level (2-tailed) and * showing that Correlation is significant at the 0.05 level (2-tailed).

2-tailed bivariate Pearson correlation

 TC AC RC DC PM 1.0 PM 2.5 PM 10 Temp RH

TC Pearson Correlation 1.00 0.99** 0.98** 0.93** 0.34* 0.21 0.16 0.56** 0.28

p-value  0.00 0.00 0.00 0.02 0.16 0.29 0.00 0.06

AC Pearson Correlation 0.99** 1.00 0.95** 0.92** 0.33* 0.20 0.15 0.58** 0.25

p-value 0.00  0.00 0.00 0.03 0.19 0.34 0.00 0.10

RC Pearson Correlation 0.98** 0.95** 1.00 0.92** 0.36* 0.23 0.18 0.52** 0.33*

p-value 0.00 0.00  0.00 0.01 0.12 0.24 0.00 0.03

DC Pearson Correlation 0.93** 0.92** 0.92** 1.00 0.32* 0.20 0.14 0.58** 0.26

p-value 0.00 0.00 0.00  0.03 0.20 0.37 0.00 0.08

RH Pearson Correlation 0.28 0.25 0.33* 0.26 0.09 0.06 0.03 -0.07 1.00

p-value 0.06 0.10 0.03 0.08 0.55 0.70 0.85 0.65  
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that contribute to affecting the rate of spread of COVID-19 
infection within a DEL region, the analysis does not point 
out towards temperature as a single one factor responsible 
for the transmission of COVID-19. As the increase in the T 
(°C) over DEL during April and May is also associated to the 
seasonal weather phenomenon, so it is difficult to declare the 
accurate association of T (°C) with the TC. The important 
finding related to the worthy positive correlation (0.51, p = 
0) of T (°C) and RC has been observed but the probability 
of a significant increase in RC with temperature alone is not 
reasonable to come at some conclusion. 

There is a relationship between RH (%) and the COV-
ID-19 virus persistence (Oliveiros et al. 2020 . Most viruses 
survive best at low RH (<40%) and extremely high RH 
(>90%). But, the relationship between the survival of the 
COVID-19 virus and relative humidity needs to be expli-
cated (Paul et al. 2020). Here, the RH (%) shows the least 
correlation with TC (0.28, p = 0.06), AC (0.25, p = 0.10), 
and DC (0.26, p = 0.08) and moderate correlation with RC 
(0.33, p = 0.03). Such a good correlation of RH (%) with 
RC suggests the slight positive influence of RH on RC. The 
lower humidity supports the aerosol particles to reduce its 
size to stay suspended in the air for a longer time. As in the 
existing months (April to May 2020), the mean RH (%) is 
lower (27.86 %) and the infection spread may be due to the 
suspended aerosol particles. In the case of COVID-19 virus 
dissemination, these suspended aerosols particles may play 
a major role in the transmission of the virus from one to 
another but up to some inadequate distance. To avoid this 
infection, the Government of India, declared the guidelines to 
maintain the social distancing as a well minimum of 1-meter 
distance with another person which was helpful to avoid the 
possibility of infection and a large increase in the number of 
TC (0.28, p = 0.06).

The increase of RH (%) with the presence of droplets 
in the atmosphere supports the heavy aerosol particles to 
settle down on the ground surface. So, in this case, when 

the infected person, coughs or sneezes in an open area, the 
aerosol droplets due to its heaviness starts to settle down on 
the surface and further contribute to transmitting the COV-
ID-19 virus through the surface contact.

Some earlier studies found the significant role of T (°C) 
and RH (%) responsible for the spread of many respiratory 
infectious diseases like influenza (Barreca et al. 2012, Lowen 
et al. 2007). Chen et al. (2020), reported that the cities with 
the prevalent transmission of COVID-19 virus were with high 
RH of 60-90% and low T (°C). To diagnose the influence 
of the concentration of particulate pollutants on the total 
number of COVID-19 cases, the spatio-temporal analysis 
(Fig. 7) was done. 

It was found that there was 154 number of confirmed 
cases of COVID-19 on dated 1 April 2020 which corresponds 
to the particulate mass concentration of 21.96 µg.m-3 (PM1.0), 
34.69 µg.m-3 (PM2.5) and 39.04 µg.m-3 (PM10). After 43 days 
(15th May 2020), the cases of COVID-19 in DEL reached up 
to a maximum number of 8470 with the increase of 98.02 %, 
and in the similar pattern the PM concentration also rapidly 
increased by 48 % (PM1.0), 40.47 % (PM2.5) and 38.02 % 
(PM10). The increase in the number of COVID-19 cases with 
the increase of particulate matter mass concentration over 
DEL suggests the influence of fine and coarse particulate 
matter on TC. The influence of variable sizes of PM on 
TC, AC, RC and DC were demonstrated using the Pearson 
correlation (r) and Sig. 2-tailed, i.e. p-values.

The PM of different sizes, i.e. PM1.0, PM2.5 and PM10 
demonstrated the correlation (r) with TC, AC, RC and DC 
(Table 1). The PM1.0 has the moderate correlation with TC 
(0.34, p = 0.02), AC (0.33, p = 0.02), RC (0.36, p = 0.01) 
and DC (0.32, p = 0.02) whereas PM2.5 and PM10 had least 
correlation value (r) with TC, AC, RC and DC as 0.21 (p = 
0.15), 0.19 (p = 0.19), 0.23 (p = 0.12), 0.19 ( p = 0.19) and 
0.16 (p = 0.29), 0.14 (p = 0.23), 0.18 (p = 0.23) and 0.13 (p 
= 0.36), respectively. Our studies indicate that PM1.0 is rela-
tively more associated with the various stages of COVID-19 
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patients, i.e. TC, AC, RC and DC as compared to PM2.5 and 
PM10. These findings suggest that, while direct COVID-19 
infection is vital track of transmission, the role of PM1.0 in 
virus transmission may play a significant character. The RH 
(%) was associated with the PM by signifying the correlation 
(r) as follows, i.e. 0.09 (PM1.0), 0.05 (PM2.5) and 0.03 (PM10). 
Also the Sig. (2-tailed), i.e. p values of 0.54, 0.69 and 0.84 
related to PM1.0, PM2.5 and PM10 respectively, demonstrate 
the extremely less influence of RH (%) on PM over DEL 
during the study period. 

CONCLUSION

The paper validates the effect of lockdown over Delhi and 
Gurgaon on the particulate matter in air. This is the first study 
that attempts to demonstrate the effects of meteorological 
factors in COVID-19 in DEL. It has been observed that prom-
inent effect of lockdown demonstrates the decline of 67.31%, 
70.29 % and 71.66 % over Delhi and 48.21 %, 51.82 %, and 
52.45 % over Gurgaon in PM1.0, PM2.5, and PM10, respec-
tively. In this study, the particulate matter, temperature and 
relative humidity justify special attention. Relative humidity 
(RH %) was found as a substantial parameter that showed a 
significant correlation with COVID 19 recovered cases. For 
the study period selected, the COVID-19 recovered cases in 
Delhi were observed to be favoured by lower mean relative 
humidity (27.86°C) that was validated through the moderate 
correlation of 0.33 (p = 0.03) with the recovered cases. Such 
correlation suggests the influence of relative humidity on 
COVID-19 recovered cases. Based on the dual character of 
RH (%) on the dispersion of COVID-19 virus, the increase in 
the number of COVID-19 cases in July and August through 
surface transmission can be predicted.

However, it is essential to declare that the present study 
presents a preliminary investigation and as per our observa-
tion, an extensive study with long term data might enhance 
the understanding between meteorological conditions and 
the COVID-19 transmissibility. 
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T Temperature TC Total cases
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IIT-DEL IIT-Delhi AC Active cases

USE US Embassy DC Death cases
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ABSTRACT
Halophytes are widely distributed throughout several regions due to the presence of the saline condition. 
The present paper reflects vegetation cover along with plant species of different kinds in the coastal 
area of Mangrol taluka of Gujarat, India. It consists of 25 plant species under 25 genera and 12 families 
of angiosperm. During the field survey, observations were made and plant characteristics and habitat 
of flora were studied. The main objectives of the present study are the identification, baseline survey 
and utility of saline plants in the area. The utility of the plants such as ecological and economic (such as 
medicinal, industrial and commercial, etc.) which can reflect their significance to the society. Majority of 
the plant species found are naturally occurring, but a few of them are agricultural plants used for various 
purposes. Due to increasing population growth, urbanization and especially over-demanding medicinal 
plants people are harvesting without any knowledge of regeneration and conservation, due to which 
many species are threatened. Because of this, it is very important to conserve plant species, which are 
extensively utilized in various purposes.   

INTRODUCTION

India has a coastline of about 7,516.6 km long with 2.02 
million km 2 exclusive economic zone and 0.13 million km 

2 continental shelf (Khoshoo 1996) and it covers nine states 
and two union territories. Gujarat coastal line has a length 
of approximately 1600 km; it constitutes about 24% of the 
total coastal length of India. Coastal zone is an important bi-
ogeographically habitats of the Indian subcontinent (Rodgers 
& Panwar 1998). Coastal areas are vulnerable to be invaded 
by tides, and conventional saline-alkali land management 
measures can hardly achieve the desired results because of 
serious salinity problems, harsh natural conditions, simple 
ecosystem structure, poor stability, and fragile ecological 
environment (Zhang 2018). According to Stoker (1928), the 
critical level of salinity for plants is 0.5% of the dry weight. 
Though the fact that only a small group of higher plants can 
grow in the saline habitats was recognized many hundred 
years ago yet the name “halophyte” was assigned to such 
plants by Pallas in the early nineteenth century. Researches 
on biological diversity and its values, uses, loss, conserva-
tion and management during the last two decades has made 
a spectacular niche in the field of environmental science 
(Vyas & Joshi 2014). In recent years, however, the attention 
is being paid worldwide to accommodate the salt-tolerant 
species such as Cressa, Suaeda, Trianthema, Salvadora, to 
support animal life and providing useful pharmacological as 

well as economic aspects for human (Nikalje et al. 2018). 

The local community around the coast relies on these 
basic resources, collecting and using many plant species for 
food, wood, fibre, fuel and medicine. Their high utility in 
economic and medicinal usage is an important contributing 
factor to their overexploitation. Salinity is among the major 
environmental crisis and serious threat to food, fuel and fibre 
production in the world. This problem, which extends to more 
than 100 countries, is encountered in all types of climate due 
to the consequence of both natural processes as well as human 
interference (Shabala & Munns 2017). The continual use of 
coastal plants over many years without any replanting, it has 
resulted in an accelerated decline in the loss of a wide range 
of threatened and endangered species. This kind of survey is 
necessary to explain the usefulness of coastal vegetation to 
the human community living around the coast.

MATERIALS AND METHODS

Study Area

Mangrol taluka of Junagadh district is situated on the extreme 
coast of Gujarat having dense vegetation of coastal flora. 
Nine villages of Mangrol taluka and three villages of Madiya 
taluka were surveyed for the present study 21°13’N to 21° 
00’N and 69°59 ’ E to 70° 13’ E. Total area surveyed under the 
present study was approximately 40 km, along the coastline 
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of Mangrol taluka consisting of various villages on the coast.

Data Collection

As described earlier, twelve villages were surveyed namely, 
Antroli, Diwasa, Sangavada, Shil, Lodge, Rahij, Maktupur, 
Mangrol, Khodada, Khambhadiya, Jujarpur and Chorvad. 
Plant species along the coast of 40 km around Mangrol taluka 
were observed and identified and recorded for the baseline 
study. The number of each species in all the surveyed villag-
es was recorded along with their habitat in which they were 
found. Based on the number of species, they were distributed 
into families in which they belong and utility of all the species 
were studied.

RESULTS

In the present investigation a total of 25 species of coastal 
flora belonging to 18 families were enumerated (Fig. 2) in 
the coastline of Mangrol taluka (Junagadh). As stated earlier, 
12 villages namely Antroli, Diwasa, Sangavada, Shil, Lodge, 
Rahij, Maktupur, Mangrol, Khodada, Khambhadiya, Jujarpur 
and Chorvad located on the coastal belt were identified and se-
lected for the current study. From these locations, four species 
which were found to be dominant in the majority of areas were 
noted to be Cyprus conglomerates, Halopyrum mucronatum, 
Prosopis juliflora and Casuarinas equisitifolia. Habitats of 
these plants are saline and hence can be considered as halo-

phytic vegetation. Halophytic vegetation is growing in different 
parts of the habitat by facing several environmental stresses. 

For this study, a maximum of 15 species was found in 
the village of Lodge, and at least 4 species were found in 
the village of Shil, in the coast between Antroli to Chorvad 
village. As shown in Fig. 2, it was interesting to observe and 
note that the species in the rocky area are higher than in any 
other habitats such as sand dunes and moist areas.

SD=Sand dunes, M=Marshy, RP=Rock poolsAmong the 
habitat of selected coastal sites, sand dunes were found to 
be more followed by rock pools and marshy region. In the 
coastal areas surrounding Mangrol taluka, 9 villages with 
sand dunes are given in Table 1 such as Antroli, Sangavada, 
Shil, Maktupur, Mangrol, Khodada, Khambhadiya, Jujarpur 
and Chorvad; 2 villages with rocky pool are Lodge and 
Rahij and 1 village with marshy space is located in Diwasa. 
According to the survey, highly coastal floras are found on 
rocky pools (Fig. 2), while vegetation is less common on 
sandy dunes and marshy places.

As shown in Table 2, the Fabaceae family is found to 
be most dominant than all other families. There are three 
types of plants found in the Fabaceae family, namely Lotus 
garcini, Prosopis juliflora and Indigofera oblingifolia. Two 
species are found in Convolvulaceae, Poaceae, Acanthaceae 
and Amaranthaceae family and in addition to this, 1 plant is 
found in all family found here.

Table 1: The habitat in and around Mangrol taluka.

Habitat No. of habitat Location

SD 9 Antroli, Sangavada, Shil, Maktupur, Mangrol, Khodada, Khambhadiya, Jujarpur, Chorvad

RP 2 Lodge and Rahij

M 1 Diwasa

surveyed under the present study was approximately 40 km, along the coastline of Mangrol taluka 

consisting of various villages on the coast. 

    
Fig. 1: Map showing study area (Source: Google earth). 
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Fig. 2: Village-wise species richness. 
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Cucumis prophetarum
Indigofera oblingifolia
Sporobolus maderaspatanus
Boerhavia erecta
Alternanthera ficoidea
Calotropis procera
Amberboa ramose
Enicostem axillare
Limonium stocksii
Trianthema portulacastrum
Trichodesma indicum
Justicia diffusa
Celosia argentea
Taraxacum mongolicum
Aloe vera
Ipomea pes-caprae
Salvadora persica
Casuarina equisitifolia
Prosopis juliflora
Suaeda fruticosa
Sericostoma pauciflorum
Lotus garcini
Halopyrum mucronatum
Cyprus conglomerates

Fig. 2: Village-wise species richness.

Table 2: No. of Genera present in each family.

Sr. No. Family No. of Genera

1. Fabaceae 3

2. Convolvulaceae 2

3. Poaceae 2

4. Acanthaceae 2

5. Amaranthaceae 2

6. Boraginaceae 1

7. Chenopodiaceae 1

8. Cucurbitaceae 1

9. Plumbaginaceae 1

10. Cyperaceae 1

11. Casuarinaceae 1

12. Salvadoraceae 1

13. Asphodelaceae 1

14. Asteraceae 1

15. Aizoaceae 1

16. Gentianaceae 1

17. Apocynaceae 1

18. Nyctaginaceae 1
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Table 3: Checklist of coastal flora showing scientific name, common name, family, habit & utility.

S. 
No.

Plant name Family Habitat Common name Plant part 
used

Utility References 

1 Cressa cretica Convolvulaceae H Rudravanti Whole 
plant

enriches the blood and useful in 
constipation

(Chopra et al. 
2006)

2 Cyprus 
conglomeratus

Cyperaceae H          - Whole 
plant

used as fodder for animals (Keblawy 2011)

3 Halopyrum 
mucronatum

Poaceae G - Whole 
plant

coastal dune stabilizer (Khan et al. 1999)

4 Lotus garcini Fabaceae H - Leaves Used in benefits of kidney, 
controls diarrhea, for sleep 
deficiency

(Ghulam 2002)

5 Sericostoma 
pauciflorum

Boraginaceae S Karvash, 
Matravalli

Whole 
plant

Diabetes, dysentery, urinary 
infection

(Thakar 1998)

6 Suaeda 
fruticosa

Chenopodiaceae S Shrubby 
seablight

Leaves

Whorl 
plant

Treatment of ophthalmia
Making soap and glass

(Wichens 2012)

7 Prosopis 
juliflora

Mimosaceae T Gando baval Wood Production of hard wood for 
mosaics, boards and sleepers, 
good quality firewood

(Gomes 1977)

8 Casuarina 
equisitifoliys

Casuarinaceae T Saru, she-oak Root, 
stem

Treatment of dysentery (World health 
organization 2009)

9 Salvadora 
persica

Salvadoraceae T Meswak tree, 
Piludi

Wood
Roots 

Useful for fuel
Used as a toothbrushes

(Uphof 1959)

10 Ipomea pes-
caprae

Convolvulaceae C Morning glory 
or goat’s foot, 
Maryada vel

Stem 
Leaves 

Root

Made in ropes
Used to extirpate fungoid 
growth of ulcers
Relief in bladder diseases

(Burkill 1985)

11 Aloe vera Asphodelaceae H Indian aloe, 
Kuvarpathu

Whole 
plant

Cosmetic & medicinal purpose,
Used in commercially as 
an ingredient in yogurts, 
beverages, and some desserts

(Reynolds &  Tom 
(Ed.)  2004)

12 Taraxacum 
mongolicum

Asteraceae H Dandelions Whole 
plant

Treat inflammation, swollen 
lymph nodes, cysts and 
abscesses, as well detoxifying 
the kidney and liver

(Roger &  George 
2004)

13 Cucumis 
prophetarum

Cucurbetaceae C Spiked melon Fruit Used as an emetic (Uphof 1959)

14 Justicia diffusa Acanthaceae H Water willow Leaves
 

Used in ophthalmic (Chopra et al. 
1986)

15 Trichodesma 
indicum

Boraginaceae H Undhaphuli, 
Indian borage

Leaves, 
root

treatment of cough (Subban & 
AlarmalMangai 
2012)

16 Trianthema 
portulacastrum

Aizoaceae H Black pigweed Whole 
plant 

Used as a vermifuge and is 
useful in rheumatism 

(Aggarwal & Kaur 
2017)

17 Limonium 
stocksii

Plumbaginaceae H Sea-lavender Whole 
plant

Used as a food, pharmaceutical, 
cosmetics and other industrial 
products

(Akashi & Ayabe 
2010)

18 Enicostem 
axillare

Gentianaceae H Mahmejo Whole 
plant

Used as a laxative, stomachic 
and tonic

(Chopra et al. 
1986)

Table Cont....
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S. 
No.

Plant name Family Habitat Common name Plant part 
used

Utility References 

19 Lapidagathis 
cristata

Acanthaceae H Hiran-chaaro
(pathar-kotar)

Whole 
plant

Antiallergic medicine & used 
as a fodder

(Panda  2002)

20 Calotropis 
procera

Apocynaceae S Auricula tree Stem

Root
Seed 
capsules 
Leaves  

Termite proof stem used for 
roofing and building huts
Treatment of snakebites
Used as a stuffing material in 
mattresses
Treatment of asthma

(Von Maydell 
1990)

21 Alternanthera 
ficoidea

Amaranthaceae H Calico plant Whole 
plant

Bioagent in greywater treatment (Abbasi & Tauseef 
2018)

22 Boerhavia 
erecta

Nyctaginaceae H Erect 
spiderling, 
Satodi 

Whole 
plant

Used as a vermifuge Achigan-dako 
2009)

23 Sporobolus 
maderaspatanus

Poaceae G - Whole 
plant

Used as a forage (Joshi 2011)

24 Celosia 
argentea

Amaranthaceae H Common 
cockscomb

Whole 
plant

It could purge the liver of 
pathogenic fire, improve 
eyesight, and eliminate 
nephelium

(Shen 1997)

25 Indigofera 
oblingifolia

Fabaceae S Jhil, Jhiladi Leaves 

Stem 

Root 

Treat skin rash & stomach pain
Treatment of mercurial 
salivation
Used as a purgative

(Chopra et al. 
1986)

H = herb, S = shrub, T = tree and G = grass and C = Climber

Von Maydell, H. 1990. Trees and Shrubs of the Sahel. Their characteristics and Uses. Deutsche 

Gesellschaft Technische usammenarbeit, Germany. 

Vyas, S.J. and Joshi, A.J. 2014. Mineral composition in leaves of some halophytic species of 

‘Bhal’ region in Gujarat. Research Journal of Biology, 2: 99-103. 

Wichens, G.E., David, V. and Goodin, R. 2012. Plants for arid lands. In: Proceedings of the Kew 

International Conference on Economic Plants for Arid Lands held in the Joderell 

Laboratory, Royal Botanic Gardens, Kew, England, 23-27 July 1984. 

WHO 2009. Medicinal Plants in Papua, New Guinea, World Health Organisation. 

Zhang, G., Wang, C., Yang, H., Zhou, Z., Zhang, Y. and Zhao, L. 2018. Experimental research on 

improving the salt tolerance of plants in coastal saline soil - A case study of Huanghua City 
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Coastal vegetation is not commonly used for economic 
gain, but it also identified for ethnomedicinal, handicrafts 
and many other uses. Numerous reports have documented 
the utility of coastal flora in rural and tribal areas all over the 
world as a successful home remedy against different ailments 
(Hamburger & Hostettmann 1991, Hammiche & Maiza 2006, 
Hussain et al. 2003). Among the species, herbs were found 
to be more (14 sp.) followed by shrubs (4 sp.), trees (3 sp.), 
grass (2 sp.) and climbers (2 sp.) (Fig. 3). In the available 
literature, the vegetation of coastal flora was highly used in 

traditional and ethnobotanical interests were recorded after 
the critical screening.

CONCLUSION

The present work reflected a detailed and comprehensive 
database and descriptive survey of coastal flora which com-
piled the economic and ecological utility of the plant species 
observed for identifying the potential of the Mangrol coast. 
Throughout the 40 km coastline of the study area, twenty-five 
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coastal species were observed and recorded for their utility. 
The interesting fact is to interpret that these 25 species were 
listed under 18 families, which showed the immense potential 
of all the species observed in various treatments of diseases. 
It also revealed that Mangrol taluka having a coastal belt in 
highly diversified in terms of plant species with reference 
to the coastal line based on the habitat. These plant species 
were recorded on different coastal habitats comprising of 
sandy, rocky and marshy. 
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ABSTRACT
This study deals with the adsorption capacity of the powder of Aspergillus versicolor (Ascomycota) as 
a bioadsorbent for the removal of manganese ion from polluted water samples. The effect of various 
experimental parameters such as the effect of pH, quantity of the fungus powder, contact time with 
the manganese (II) ion solution and its concentration on the biosorption capacity was conducted to 
optimize them. Potato Dextrose Agar (PDA) plates amended with 100 ppm of Mn(II) ions were used for 
growing the fungus isolates and standard spread plate method was applied. The plates were incubated 
at 27°C for 4 to 7 days, then the grown fungi were killed by adding 0.5 N NaOH, washed with doubly 
distilled water, dried out in hot air oven and finally ground into a very fine powder. The results verify 
that the optimum pH value for manganese biosorption was 6. The rate of adsorption of manganese by 
Aspergillus versicolor was very fast reaching a maximum within 15 min at 31°C. Maximum removal 
efficiency occurred on the use of 0.3 g A. versicolor powder. The maximum metal uptake was relatively 
observed at 90 ppm manganese concentration. Manganese removal process decreased with increasing 
metal concentration. The desorption study showed that manganese was recovered up to 81.53% using 
0.1 N HCl rendering the possibility of the adsorbent regeneration. Experimental results have been 
analysed using a Langmuir and Freundlich adsorption isotherm models. Surface morphology study of 
A. versicolor powder using SEM analysis, assured its irregular surface nature. 

INTRODUCTION

Heavy metals in the environment represent a significant and 
long-term environmental hazard (Saranya et al. 2017), even 
low concentration of metals can be toxic to organisms, in-
cluding humans (Ramrakhiani et al. 2011). Industrial waste-
water usually contains non-biodegradable heavy metal ions 
and many of them are soluble in aqueous media thus being 
available to living organisms (Ashraf 2017). Groundwater 
is considered as one of the major sources of drinking water 
especially in rural and semi-urban areas of Egypt (Akl et al. 
2013). Manganese is often present in groundwater through 
natural leaches from soil rocks. The presence of such metal 
in waste stream and groundwater represents very serious 
concern since this metal is toxic to various life forms (Garba 
et al. 2016). Heavy metals and other constituents leach into 
the soil and damage the flora and fauna on the earth (Gayatri 
et al. 2017).  The administration of water contaminated with 
heavy metals even in low dose has been found to cause 
kidney damage, liver damage and anaemia. Manganese 
is a common metallic element found in the earth’s crusts 
(Kerani & Barbell 2014). According to the World Health 

Organization (WHO), the maximum acceptable drinking 
water limit of Mn is 0.05 mg/L. Abnormal concentration 
of manganese in the brain, especially in the basal ganglia, 
results in neurological disorders which are similar to Par-
kinson’s disease (Okoniewska et al. 2007). Manganese 
presence in water may generate organoleptic and operational 
troubles including discolouration of water, unpleasant me-
tallic taste and odour, increased turbidity and biofouling of 
pipelines as well (El Nemr et al. 2008, Khaled et al. 2015).  
Manganese can pollute water from dual sources, natural 
and manufactured (El-Waked et al. 2015). Manganese must 
be removed from water and wastewater for many reasons; 
first of them, it causes corrosion and pipe blockages. Thus, 
many methods have been developed for manganese removal 
such as precipitation, ion exchange, membrane technologies, 
adsorption, electrochemical processes, and also biological 
methods are commonly used (Shu et al. 2016). However, 
most of these methods are highly priced and complicated. 
Others can produce secondary pollution (Emmanuel & Rao 
2009). Adsorption is one of the most accessible techniques 
for heavy metals elimination from wastewater. Diverse 
physicochemical characteristics like specific surface area, 
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pore structure, and surface chemistry of adsorbents control 
the adsorption efficiency, selectivity, equilibrium time, 
regeneration capability, and their stability in aqueous solu-
tions have been studied (Islam et al. 2015). Microorganisms 
such as yeasts, fungi, bacteria and algae can adsorb heavy 
metals and radionuclides from their external environment 
(Jasmidia et al. 2017). The cell wall of the microorganisms 
essentially consists of negative surface charge membrane 
composition and various organic compounds such as car-
boxyl, acidic polysaccharides, lipid molecules, amino acids 
and other constituents, extracellular polymeric substances 
present on the outer surface of some microorganisms also 
contribute to biosorption of metal ions as those of polymers 
which retain negatively charged functional groups, such as 
carboxyl group, phosphate and sulphate. Several studies have 
been forwarded towards the use of fungal biomass such as 
Rhizopusarrhizus, Saccharomyces cerevisiae and Aspergillus 
niger for heavy metals removal (Veglio & Beolchini 1997). 
Aspergillus niger has been utilized in the biological decolour-
ization of azo dyes from textile wastewater effluent (Salem 
et al. 2019). Heavy metal removal by fungus Mucorrouxii 
has been achieved by Khambhaty et al. (2009). Biosorption 
of hexavalent chromium ions by dead marine Aspergillus 
niger fungus has been reported by Wang & Chen (2009).

In the present study, Aspergillus versicolor powder has 
been used for Mn removal from polluted water. Aspergillus is 
defined as a group of conidial fungi, where fungi are in an 
asexual state. The influences of the experimental parameters 
such as the effect of pH, contact time, initial concentration, 
stirring time, adsorbent dosage, the temperature on adsorp-
tion were studied. 

MATERIALS AND METHODS 

Reagents  

All reagents were of analytical pure grade. Standard man-
ganese(II) solution (1000 ppm) and Mn(II) stock solutions 
were prepared by dissolving 0.2846 g of anhydrous MnSO4 
in DDW containing 2 mL conc. H2SO4 and accurately diluted 
to volume in 100 mL volumetric flask by 20% potassium 
tartrate solution.

1M formaldoxime prepared by dissolving 20.0 g of 
hydroxylamine hydrochloride in 450 mL of distilled water. 
Add 10 mL of formaldehyde solution (37%) and made up to 
500 mL with distilled water. Doubly distilled water [DDW] 
was used in all the experiments.

Preparation of Potato Dextrose Broth and Agar Media

Potato dextrose broth and agar media for Aspergillus versi-
color fungus composed of 20 g of potato slices was boiled 

with 100 mL of doubly distilled water for 30 min, the filtrate 
was extracted by strain through many layers of cheesecloth 
and then the cloth was pressed for extracting the remaining 
liquid. Two g of dextrose was added. The filtrate was made 
to 100 mL. For agar plates, 1.5 g of agar was added to this 
mixture, the flask was closed with cotton plug and aluminium 
foil and this solution was autoclaved for 20 minutes at 121°C.

Preparation of Fungal Biosorbents

A. versicolor was obtained from Assuit University Myco-
logical Centre under the AUMC No. 90. It was grown on 
Czapek yeast extract agar (CYA). For fungal biosorption ex-
amination, Potato Dextrose Agar (PDA) plates were amended 
with 100 ppm of Mn(II) ions and the standard spread plate 
method was performed. The fungus was incubated for 4 to 
7 days at 27°C (Wang & Chen 2009). After the incubation 
period, the fully grown fungi (resistant metal fungi) were 
killed by adding 0.5 N NaOH in a conical flask containing 
the fungal mat and preserved in a water bath for 15 minutes. 
The mat was washed with doubly distilled water for about 
6-7 times till the pH reaches 7. The mat was then transferred 
to a sterile Petri dish and put in a hot air oven for 24 hours at 
75°C. The dried dead fungal mat was powdered to smallest 
particle size using mortar and pestle; the smaller the particle 
size, the larger the surface area. Biomass has been crushed 
to inhibit particle aggregation for enhancing the biosorption 
capacity, then stored in a sterile container for further study.

Instruments

UV/Vis spectrophotometer (Shimadzu UV/Vis, Perkin Elmer 
Lambada 3B spectrophotometer with 1cm Quartz cell) and 
Flame Atomic Absorption Spectrophotometer (AA 240FS, 
Agilent Technologies) were used for the determination of the 
residual manganese ions in the effluents samples after each 
adsorption processes. The pH measurements were made by 
the microprocessor pH meter (BT 500 BOECO, Germany), 
which was calibrated with two standard buffer solutions of 
pH 4 and 9. The morphology of the prepared samples was 
studied by Scanning Electron Microscopy (SEM) JEOL 
JEM-1200 EX. 

Adsorption of Manganese 

Batch experiments were carried out by shaking stopper flasks 
containing specific concentration of Mn2+ cations solution 
and specific amount of Aspergillus versicolor powder at 
120 rpm for desirable time, temperature and initial pH. The 
suspensions were then filtered and the filtrates were analysed 
using flame atomic absorption spectrophotometer. The pH 
values of suspensions were adjusted with dilute HCl or NaOH 
solution. The experiments were carried out by varying the 
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initial metal ion concentration, contact time, amount of the 
adsorbent, and pH of the initial suspension. Removal percent-
age of the initial concentration was expressed by a specific 
biosorption q (mg/g), which is calculated by equation (1):
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Where, Ci is the initial manganese concentration (ppm), 
Cf is the final concentration (ppm), Wt is the dose of sorbents 
(g) and V is the volume of solution (mL). The equation was 
applied in the pH range 1-10; the optimum pH was found 
to be 6  (Fig. 1).

Optimization of the Factors Affecting the Adsorption 
of Mn from Standard Solutions

Optimization of the pH: To study the effect of pH on the 
uptake % (adsorption) of manganese from aqueous media 
by Aspergillus versicolor dried powder, aliquots of 25 mL 
containing 100 ppm of the manganese ion were transferred 
to a set of 100 mL conical flasks each containing 0.3 g of 
the fungal powder. The pH of each flask was adjusted to a 
value in the range of 1-10, respectively, using 0.1M NaOH 
and 0.1M HCl solutions and stirred for 15 minutes. The 
contents of each flask were centrifuged and the residual 
manganese content in the supernatant solution was decant-
ed, then filtered and the concentrations of metal ions were 
determined using both the spectrophotometric and the flame 
atomic absorption method.

Optimization of biomass dose: Aliquots equal to 100 ppm 
manganese were transferred to a set of 100 mL conical flasks. 
The pH of each flask was adjusted to the optimum value of 6. 
Varying amounts of A. versicolor powder in the range 0.05-
0.5 g were added to each flask, respectively. The mixtures 
were stirred for 15 minutes, the residual manganese content 
in the supernatant solution separated by centrifugation, was 
determined by FAAS.

Stirring time: A set of 100 mL conical flasks, each of which 
loaded with the optimum biomass dose 0.3 g of A. versicolor 
powder and aliquots of 25 mL solution containing 100 ppm 
of manganese at the optimum pH of 6 were taken, and the 
incubation time was changed for different intervals of time 
(5-30 min) for each flask.

Metal ion concentration range: Applying the optimum 
conditions of the weight of A. versicolor powder, pH and 
stirring time in a group of flasks, aliquots of 25 mL solution 
containing varying concentrations of manganese in the range 
of 90-150 ppm were added to the flasks. The same proce-
dure was applied and the residual manganese content was 
determined from which the uptake per cent was calculated.

The Determination Methods: The spectrophotometric 
method: In a 25 mL volumetric flask, 2 mL of 20% potas-

sium tartarate solution (in case of the presence of traces of 
Al, Ti, Cr or U), about 10 mg of ascorbic acid (in case of the 
presence of traces of Fe (III)), and 20 mg of KCN (in case 
of presence of Ni, Co, Fe(III) or Cu) were added. Next, 1 
mL of 1 M formaldoxime was added followed immediately 
by 1 mL 1 M NaOH more than the volume required for the 
neutralization. The solution was diluted with DDW and 
mixed thoroughly. After 10 minutes, the absorbance of the 
solution was determined at 455 nm against a blank solution 
as reference.

FAAS method: The Mn lamp was adjusted at current 5.0 mA 
with optimum work range of 0.02-5 µg/mL at max equals 
279.5 nm, slit width 0.2 nm, using an acetylene-nitrous oxide 
fuel-oxidant mixture.

Desorption studies: Reusability of the adsorbent was tested 
by regenerating the spent adsorbent following a modified 
literature procedure (Chen et al. 2011). The desorption pro-
cess should yield the metal in a concentrated form, restore 
the biosorbent close to the original state for effective reuse 
with undiminished metal uptake and physical changes or 
damages to the biosorbent (Tella et al. 2014). The adsorbed 
manganese ions on the adsorbent surface are treated with 25 
mL 0.1 M HCl and stirred for 1 h. The amount of manganese 
ions remained in the solution after filtration or centrifugation 
is measured using the recommended spectrophotometric and 
FAAS methods. The percentage desorption was calculated 
according to equation (2)
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the recommended spectrophotometric and FAAS methods. The percentage desorption was 
calculated according to equation (2) 

Desorption % = Cr
Ci

× 100                                          …(2) 

  

is the initially sorbed metal  iCand is the released metal concentration,  rC Where
concentration  

RESULTS AND DISCUSSION 

 …(2)

Where Cr is the released metal concentration, and Ci is 
the initially sorbed metal concentration.

RESULTS AND DISCUSSION

The dried powdered biomasses have been introduced as a 
new field of bio-treatment technology, as an effective and 
relatively simple method for heavy metals recovery. Several 
studies have explained that inactive dried microbial biomass 
can passively bind metal ions via various physicochemical 
mechanisms (Dhankhar & Hooda 2011). It has been suggest-
ed that the pretreatment by manganese ions stimulates the 
surface characteristic groups by removing or masking them 
or by increasing the metal-binding sites (Asheh et al. 2003). 
The use of fungal biomass has been reported in literature for 
the removal of different heavy metals from wastewater, e.g. 
the uptake of chromium by Aspergillus foetidus (Prasenjit & 
Sumathi 2005), heavy metal biosorption using Aspergillus 
niger (Kapoor et al. 1999, Ahluwalia & Goyal 2007), heavy 
metal removal by fungus Mucorrouxii (Khambhaty et al. 
2009) biosorption of hexavalent chromium by dead fungal 
biomass of marine Aspergillus niger (Wang & Chen 2009). 
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Different factors that affect the adsorption process have been 
extensively studied to improve the biosorption capacity Q 
(mg/g) of A. versicolor towards manganese ions from the 
aqueous solutions.

Optimum pH

Earlier studies showed that the pH value has been observed 
as one of the important parameters which control the heavy 
metal biosorption (Blázquez et al. 2005, Dogan et al. 2006, 
Siddiquee et al. 2015). The variation of adsorption rates at 
different pH values is dependent on both the metal chemistry 
in solution and the surface chemistry of the sorbent (Iram 
et al. 2015). Adsorption of manganese by A. versicolor 
powder has been found to increase with the increase in pH 
value until it attains its maximum at pH 6. The biosorption 
of dried biomass increased with the solution pH due to the 
excess amounts of OH- ions within the solution, the binding 

sites on the fungal cell wall are negatively charged. The cell 
wall is made up of several components such as carboxyl, 
carbonyl, alcoholic and amino groups which determines the 
biosorption ability based on its protonation or unprotonation 
nature. This exerts an influential attraction between active 
sites and positively charged ions. Thus, it is most possible 
that at low pH values, the positively charged surface will 
not favour the binding with manganese ions due to columbic 
repulsion. With an increase in pH values, the surface becomes 
more and more negatively charged and thereby favouring 
manganese ion binding (Fig. 1, Table 1). 

Stirring Time

The kinetics of adsorption describing the shaking time in the 
removal of manganese is one of the characteristics defining 
the efficiency of biosorption rate. The results indicate that 
maximum biosorption capacity occurred after 15 minutes 
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Fig. 1: Effect of Initial pH on biosorption capacity of manganese by A. versicolor resistant powder. 

Fig. 1: Effect of Initial pH on biosorption capacity of manganese by A. versicolor resistant powder.

Table 1: Effect of initial pH on biosorption capacity of manganese by Aspergillus versicolor resistant powder, N=3.

pH Std. Deviation q (mg/g)

1.00 0.051 5.16±0.03

2.00 0.037 9.16±0.02

3.00 0.072 13.25±0.05

4.00 0.080 16.23±0.04

5.00 0.019 20.82±0.07

6.00 0.025 22.83±0.01

7.00 0.105 17.26±0.06

8.00 0.152 12.27±0.08

9.00 0.069 7.23±0.04

10.00 0.090 2.54±0.06
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where the uptake was 22.83 mg/g for manganese ions. After 
this period, the equilibrium is reached (Fig. 2, Table 2).

Biomass Dose

The increase in biosorbent concentration from 0.05g to 0.5g 
results in an extensive increase in the metal adsorption. The 
increase of the adsorption surface area and the availability 
of free adsorption sites help in the removal of manganese. 
Maximum removal efficiency was observed at the biomass 
dosage concentration of 0.3 g A. versicolor, which achieves 
manganese removal of 22.83 mg/g, after this concentration 
equilibrium is reached (Fig. 3, Table 3). 

Effect of Initial Metal Ion Concentration

The interest in processes of heavy metal removal by microor-
ganisms has increased considerably in recent years due to the 
biotechnological potential of microorganisms in metal recovery 

)Soleimani et al.  2016 (. The maximum metal uptake was 22.83 
mg/L at 90 ppm manganese concentration, which decreases 
with the increase of manganese concentration. At higher con-
centration, the available sites for sorption become fewer in 
comparison with the molecules of solute present. Hence, the 
removal of metal ions is strongly dependent upon the initial 
solute concentration, so heavy metal tolerant microorganisms 
such as A. versicolor instinctively use defence mechanisms on 
exposure to metal stress )Fiol et al.  2006 ( (Fig. 4, Table 4).

Effect of Temperature

Temperature is an essential and important factor in the 
biosorption process of metals. Metal adsorption onto the 
biosorbent is dependent on temperature; the increase in 
temperature has improved the manganese biosorption rate 
and decreased the contact time required for heavy metal 
removal. The temperature of the adsorption medium is con-
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Fig. 2: Effect of stirring time on biosorption capacity of manganese by A. versicolor resistant powder. 
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Fig. 2: Effect of stirring time on biosorption capacity of manganese by A. versicolor resistant powder.

Table 2: Effect of stirring time on biosorption capacity of manganese by Aspergillus versicolor resistant powder, N=3.

Time of stirring (min) Std. Deviation q (mg/g)

3.00 0.105 3.22±0.06

6.00 0.070 6.16±0.04

9.00 0.159 10.22±0.09

12.00 0.020 14.53±0.01

15.00 0.015 22.83±0.08

18.00 0.020 18.15±0.05

21.00 0.095 12.15±0.07

24.00 0.028 6.16±0.02

27.00 0.022 2.53±0.01

30.00 0.018 1.53±0.03
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sidered to be an important parameter for energy-dependent 
mechanisms in metal removal using the biosorbent. Maxi-
mum removal of manganese was found to be 22.93 mg/g 
at a temperature of 31°C. Temperature affects the cell wall 
stability components, its configuration and ionization of 
chemical moieties, and energy-independent mechanisms 
are likely to be affected due to temperature changes since 
the processes responsible for removal are largely phys-

icochemical (Bayramoğlu  et al. 2003). Similar results 
have been recorded in the bioaccumulation of Cu(II) and 
Cr(VI) by Streptococcus equisimilis and Aspergillus sp.   
(Dehghani et al. 2016,  Chen et al.  2011) (Fig. 5, Table 5).

The Morphology of the Prepared Fungi

Scanning electron microscope (SEM) is a type of electron 
microscope that produces images of a sample by scanning it 
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Fig. 2: Effect of stirring time on biosorption capacity of manganese by A. versicolor resistant powder. 
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Fig. 3: Effect of biomass dose on biosorption capacity of manganese by A. versicolor resistant powder.er.

Table 3: Effect of biomass dose on biosorption capacity of manganese by Aspergillus versicolor resistant powder, N=3.

Dose (g) Std. Deviation q (mg/g)

.050 0.020 8.54±0.01

.100 0.035 12.14±0.02

.150 0.115 15.45±0.06

.200 0.032 18.30±0.02

.250 0.085 21.55±0.05

.300 0.047 22.83±0.03

.350 0.078 22.82±0.04

.400 0.085 22.83±0.01

.450 0.075 22.83±0.06

.500 0.040 22.85±0.02

Fig. 3: Effect of biomass dose on biosorption capacity of manganese by A. versicolor resistant powder.
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 Fig. 4: Effect of metal concentration on biosorption capacity of manganese by A. 
versicolor resistant powder.  
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 Fig. 5: Effect of temperature on biosorption capacity of manganese by A. 
versicolor resistant powder. 

Fig. 4: Effect of metal concentration on biosorption capacity of manganese by A. versicolor resistant powder.
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with a focused beam of electrons. The micrographs showed 
that the fungi have an irregular surface (Fig. 6).

Adsorption Isotherm Studies

For the solid-liquid adsorption system, the adsorption 
behaviour can well be described as adsorption isotherm 

model (Tella et al. 2014). The adsorption isotherm means 
the distribution of adsorbate molecules between the solid 
phase and the liquid phase at equilibrium. Equilibrium is 
said to be reached when the concentration of adsorbate in 
bulk solution is in dynamic balance with that on the liquid 
adsorbate interface. 

Table 4: Effect of metal concentration on biosorption capacity of manganese by Aspergillus versicolor resistant powder. 

Metal Concentration (ppm) Std. Deviation q (mg/g)

90.00 0.030 21.56±0.01

100.00 0.144 19.28±0.08

110.00 0.142 16.57±0.08

120.00 0.305 14.54±0.17

130.00 0.172 12.44±0.09

140.00 0.104 10.30±0.06

150.00 0.025 16.79±0.05

Fig. 3: Effect of biomass dose on biosorption capacity of manganese by A. versicolor resistant powder.
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 Fig. 4: Effect of metal concentration on biosorption capacity of manganese by A. 
versicolor resistant powder.  
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 Fig. 5: Effect of temperature on biosorption capacity of manganese by A. 
versicolor resistant powder. 

Fig. 5: Effect of temperature on biosorption capacity of manganese by A. versicolor resistant powder.

Table 5: Effect of temperature on biosorption capacity of manganese by Aspergillus versicolor resistant powder, N=3.

Temperature (°C ) Std. Deviation q (mg/g)

25.00 0.081 20.22±0.04

27.00 0.061 21.34±0.03

29.00 0.098 22.23±0.07

31.00 0.020 22.93±0.01

33.00 0.026 21.56±0.05

35.00 0.079 20.44±0.06

37.00 0.028 19.54±0.02

39.00 0.115 19.25±0.09

41.00 0.025 18.53±0.01
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Langmuir adsorption isotherm: The equilibrium adsorp-
tion data for the concentrations of manganese ions were 
fitted into the linear form of Langmuir’s isotherm equation 
to determine the distribution of manganese ions between the 
adsorbent and solution according to equation (3).

 

determine the distribution of manganese ions between the adsorbent and solution 

according to equation (3). 

𝐜𝐜𝒆𝒆
𝑸𝑸𝒆𝒆

= 𝟏𝟏
𝑸𝑸𝒎𝒎𝑲𝑲𝑳𝑳

+ 𝐜𝐜𝒆𝒆
𝑸𝑸𝒆𝒆

        …(3) 

Where, Ce is the equilibrium concentration of the manganese ions in solution 

(mg.L-1), Qe is the equilibrium concentration of manganese ions on A. versicolor 

adsorbent (mg.g-1), Qm and KL are Langmuir constants related to sorption 

capacity and the rate of adsorption respectively. Maximum adsorption capacity 

(Qm) is the monolayer capacity of the adsorbent (mg.g-1) and KL is the Langmuir 

adsorption constant. A plot of Ce/Qe against Ce over the entire concentration 

range is a straight line with a slope of 1/Qm and the intercept of 1/QmKL. The 

correlation coefficient (R2) values reported were very close to 1 indicating that 

the adsorption follows the Langmuir adsorption isotherm. The quality of 

Langmuir isotherm can be determined by the magnitude of a dimensionless 

constant RL known as the separation factor expressed in equation (4).  

𝑹𝑹𝑳𝑳 = 𝟏𝟏
𝟏𝟏+𝑪𝑪𝟎𝟎𝑲𝑲𝑳𝑳

         …(4)                                                                    

Where, Co is the initial concentration of the manganese ions in mg.L−1 and KL is 

the Langmuir constant described earlier. The adsorption process is favourable 

within the range 0<RL<1, unfavourable when RL>1, becomes linear when RL=1, 

and the process is irreversible when RL=0. The value of RL is 0.045 for A. 

versicolor; hence the adsorption process is favourable (Fig. 7, Table 6). 

Freundlich adsorption isotherm: The linear form of the Freundlich adsorption Model 

equation (5) is: 

loge Qe = loge KF + 1
𝑛𝑛 loge𝑐𝑐𝑒𝑒    …(5) 

Where, Qe is the quantity of manganese ions adsorbed at equilibrium per gram 

of the adsorbent (mg.g-1), Ce is the equilibrium concentration of the manganese 

ions in the solution (mg.L-1), and Kf and n are the Freundlich adsorption model 

constants related to the adsorption capacity and adsorption intensity, 

respectively. Log Qe was plotted against log Ce and a straight line obtained 

 …(3)

Where, Ce is the equilibrium concentration of the 
manganese ions in solution (mg.L-1), Qe is the equilibrium 
concentration of manganese ions on A. versicolor adsorbent 
(mg.g-1), Qm and KL are Langmuir constants related to sorp-
tion capacity and the rate of adsorption respectively. Maxi-
mum adsorption capacity (Qm) is the monolayer capacity of 
the adsorbent (mg.g-1) and KL is the Langmuir adsorption 
constant. A plot of Ce/Qe against Ce over the entire concen-
tration range is a straight line with a slope of 1/Qm and the 
intercept of 1/QmKL. The correlation coefficient (R2) values 
reported were very close to 1 indicating that the adsorption 
follows the Langmuir adsorption isotherm. The quality of 
Langmuir isotherm can be determined by the magnitude of 
a dimensionless constant RL known as the separation factor 
expressed in equation (4). 
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Where, Co is the initial concentration of the manganese 

ions in mg.L−1 and KL is the Langmuir constant described 
earlier. The adsorption process is favourable within the 
range 0<RL<1, unfavourable when RL>1, becomes linear 
when RL=1, and the process is irreversible when RL=0. The 
value of RL is 0.045 for A. versicolor; hence the adsorption 
process is favourable (Fig. 7, Table 6).

Freundlich adsorption isotherm: The linear form of the 
Freundlich adsorption model equation (5) is:
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 …(5)

Where, Qe is the quantity of manganese ions adsorbed at 
equilibrium per gram of the adsorbent (mg.g-1), Ce is the equi-
librium concentration of the manganese ions in the solution 
(mg.L-1), and Kf and n are the Freundlich adsorption model 
constants related to the adsorption capacity and adsorption 
intensity, respectively. Log Qe was plotted against log Ce and 
a straight line obtained giving the intercept of log Kf and the 
slope of 1/n. The reported numerical value of 1/n is less than 
1, (Fig. 8, Table 6).

Selectively of the Adsorbent 

The spiking of the manganese authentic samples with differ-
ent concentrations of other metal ions, e.g. Ni(II) and Cu(II) 
proved that there is no complete selectivity for the resistant 
A. versicolor powder towards manganese ions, but it has an 

 

 

 

Fig. 6: Scanning electron micrograph of Aspergillus versicolor biomass 
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Fig. 6: Scanning electron micrograph of Aspergillus versicolor biomass

Table 6: Freundlich, Langmuir adsorption isotherm parameters.

Langmuir and Freundlich adsorption isotherm Parameters of manganese ions by Aspergillus versicolor.

Freundlich isotherm parametersLangmuir isotherm ParametersS. No.

0.8261/n22.9Qmax(mg/g)1

1.9KF0.27KL2

0.999R20.999R23

0.045RL4
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increased capacity towards the spiking ion more than the 
others. However, the resistant A. versicolor powder proved 
as efficient, low cost, available, economic biosorbent for 
removal of heavy metals, in general.

Desorption Studies

Effect of pH on desorption of iron: In strong acidic media 
at pH range (1.8-2.4) A. versicolor resistant powder showed a 
high desorption percentage, but on increasing the pH values 
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Fig. 7: Langmuir isotherm plots for the adsorption of manganese ions by A. versicolor.

Table 7: Effect of pH on desorption%, N=3.

pH Std. Deviation Desorption % 

1.80 0.020 81.53±0.01

2.40 0.147 81.44±0.08

3.00 0.228 77.66±0.13

3.60 0.102 73.19±0.05

4.20 0.245 68.27±0.14

4.80 0.221 64.30±0.11

5.40 0.191 58.35±0.01

6.00 0.147 55.48±0.09

6.60 0.019 52.31±0.02

7.20 0.025 81.53±0.07

 

Fig. 8: Freundlich isotherm plots for the adsorption of manganese ions by A. versicolor. 
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Fig. 9: Effect of pH on desorption (%) of manganese by A. versicolor resistant powder. 
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Table 8: Effect of stirring time on desorption %, N=3

Stirring time (min) Std. Deviation Desorption %

20.00 0.032 81.54±0.01

25.00 0.075 65.23±0.04

30.00 0.161 52.44±0.09

35.00 0.258 44.41±0.14

40.00 0.158 38.34±0.09

45.00 0.294 34.58±0.17

50.00 0.025 33.55±0.01

55.00 0.133 32.49±0.07

60.00 0.136 32.81±0.08

 

Fig. 8: Freundlich isotherm plots for the adsorption of manganese ions by A. versicolor. 
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Fig. 9: Effect of pH on desorption (%) of manganese by A. versicolor resistant powder. 
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Fig. 10: effect of stirring time desorption (%) of manganese by A. versicolor resistant powder. 

 

 
Table 1. Effect of initial pH on biosorption capacity of 

manganese by Aspergillus versicolor resistant powder, N=3. 

pH Std. Deviation q (mg/g) 

1.00 0.051 5.16±0.03 

2.00 0.037 9.16±0.02 

3.00 0.072 13.25±0.05 

4.00 0.080 16.23±0.04 

5.00 0.019 20.82±0.07 

6.00 0.025 22.83±0.01 

7.00 0.105 17.26±0.06 

8.00 0.152 12.27±0.08 

9.00 0.069 7.23±0.04 

10.00 0.090 2.54±0.06 

 

Fig. 10: Effect of stirring time on desorption (%) of manganese by A. versicolor resistant powder.

desorption percentage decreases (Fig. 9, Table 7).  
Stirring time: The maximum desorption percentage was 
found to be 81.54 during the first 20 minutes, but then grad-
ually decreased (Fig. 10, Table 8).

Real Samples Analysis   

Water samples collected from tap water, Bahr Youssef water, 
groundwater and Ibrahemia water were subjected to the ad-
sorption procedure as mentioned previously and the residual 

manganese was analysed by two methods, viz. colourimetry 
and AAS (Table 9).      

CONCLUSION

Biosorption of manganese ion by A. versicolor resistant fun-
gus is shown to be an effective bioremoval process. It could 
retain relatively high quantities of metal ions with increased 
capacity towards the adsorption of the amending metal ion, 
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although its selective adsorption was not achieved. The ki-
netics of biosorption has rapidly enhanced with temperature 
increase and acidic pH. From the obtained statistical results, 
it can be seen that the models are suitable for predicting 
biosorption capacity of A. versicolor within the range of the 
studied variables. 
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ABSTRACT
Biochar was prepared from the peanut shell. Then, it was mixed with the clay mineral kaolinite and 
stirred under the magnetic stirrer. The biochar derived from peanut shell supported with clay mineral 
kaolinite (B@K) was obtained. Adsorption experiments of dye Acid Orange 7 by B@K were conducted. 
The characteristics of B@K were determined by the elemental analyzer, specific surface area 
meter, scanning electron microscopy, transmission electron microscopy, Fourier transform infrared 
spectroscopy, X-ray photoelectron spectrometer and the model axis-HS. The experimental results 
showed that a large number of oxygen-containing functional groups appear on the surface of B@K, 
which is beneficial for binding dye ions. The adsorption process fits well with the pseudo-second-order 
kinetic model. It indicated that the adsorption process was both physical adsorption and chemical 
adsorption. Chemical adsorption is the main adsorption process. Langmuir isotherm model can better 
describe the adsorption isothermal process of B@K on dye Acid Orange 7. The adsorption process is 
monolayer adsorption process.   

INTRODUCTION

With the development of the printing and dyeing industry, a 
large number of dyes in China will be applied to many plants 
every year (Hu et al. 2017a). Therefore, it also produces a 
large amount of dye wastewater into the environment. The 
printing and dyeing wastewater is one of the most difficult 
to be treated among the industrial wastewaters at present. 
The printing and dyeing wastewater has large water volume, 
high organic matter content, complex composition, difficult 
to be degraded, and so on (Hu et al. 2017b, Qiu et al. 2018). 
Moreover, dye wastewater concentration in a water body 
usually remains low, which will cause the destruction of the 
water system for the decreasing of the water transmittance 
by the dye wastewater (Hu et al. 2017c). Additionally, the 
products of dye wastewater degraded are mainly carcino-
genic aromatic compounds. Effective treatment of this kind 
of wastewater will be very urgent (Rafatullah et al. 2010, 
Louis et al. 2018).

At present, the treatment methods of dye wastewater 
mainly include physico-chemical and biological methods (Hu 
et al. 2013). Among these methods, adsorption using acti-
vated carbon as an adsorbent is a commonly used treatment 
method for removing organic dyes in water. However, the 
high cost of activated carbon limits its application widely. 
Therefore, research on adsorbent containing lower costs and 

higher efficiency treatment is widely concerned by many 
researchers (Lu et al. 2012). 

As a new type of efficient and inexpensive adsorbent, 
biochar is a better material. Biochar is a highly aromatized 
structure, and carboxyl group, phenolic hydroxyl group, 
carbonyl group and acid anhydride appear on the surface of 
biochar. Because of these structural characteristics, biochar is 
a good adsorption material. Raw materials for the preparation 
of biochar are very extensive (Kennedy et al. 2007, Wu 2007, 
Ling et al. 2011, Pardieu et al. 2016, Lefebvre et al. 2017). 
At present, the agricultural waste, the forestry waste and the 
industrial organic waste were applied into the preparation of 
biochar, and the biochar derived from these materials own 
good adsorption ability (Nautiyal et al. 2016, Khataee et al. 
2018). Crop resources are abundant in China. Every year, a 
large amount of peanut shell was burned. It not only wastes 
of resources but also pollution of air. It is an urgent problem 
to develop clean and efficient technology and utilize these 
agricultural waste resources (Maria et al. 2018).

To improve the adsorption characteristics of biochar, 
it is usually modified by a clay mineral. In this study, the 
preparation of biochar from peanut shell supported with 
clay mineral kaolinite was explored. The biochar@kaolinite 
(B@K) was obtained. Then, the adsorption ability of B@K 
to remove dye Acid Orange 7 from aqueous solution was 
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tested. Additionally, the other goals of the study are: (1) 
study on the characteristics of B@K; (2) the adsorption ki-
netics and adsorption isotherms were discussed in details; 
(3) the adsorption mechanism was explored.

MATERIALS AND METHODS

Dyes and Chemicals: The dye Acid Orange 7 was chosen 
as an object in this experiment. It was purchased from 
Shanghai Chemical Co. Ltd. in China. Its molecular formula 
is C16H11O4N2SNa. The chemical structure of the dye Acid 
Orange 7 is shown in Fig. 1. 

Preparation of B@K: The peanut shells were washed with 
deionized water, and dried at 80°C for 24 h. The dried pea-
nut shells were crushed and sieved into 80 meshes. 10 g of 
peanut shell powder was taken into a 200 mL reaction vessel 
containing 100 mL of distilled water and kept at 140°C for 
24 h. After cooling, 80 meshes of biochar powder derived 
from peanut shells was obtained. 5 g of biochar power and 
5 g of clay kaolinite were added to the 200 mL of a beaker 
containing 100 mL distilled water and stirred for 30 min on 
a magnetic stirrer. Then, they were dried at 80°C for 24 h 
to obtain the biochar derived from peanut shells supported 
with clay mineral kaolinite (B@K).

Effect of contact time on the removal rate: 0.5 g of B@K 
powder was added into a 250 mL Erlenmeyer flask con-
taining 200 mL of 10 mg/L dye Acid Orange 7, and placed 
in an incubator at 25°C and 150 r/min. The contact time 
was 5, 10, 20, 40, 60, 90, 120, 180, 240, 360 and 480 min.  
The sample was taken from the supernatant, placed in a cen-
trifuge tube and centrifuged at 8000 r/min for 5 min. Then,  
it was measured with a UV-1600 spectrophotometer at  
485 nm.

Effect of the initial concentration of dye on the removal 
rate: 0.5 g of B@K powder was added into a 250 mL Erlen-
meyer flask containing 200 mL of dye Acid Orange 7, and 
placed in an incubator at 25°C and 150 r/min. The contact 
time was 360 min. The initial dye concentration ranged from 
5 to 80 mg/L. The sample was determined with a UV-1600 
spectrophotometer at 485 nm. 

Analytical methods: The value of pH was measured with a 
pH probe according to APHA standard method. The concen-

tration of dye Acid Orange 7 was measured with a UV-1600 
spectrophotometer at 485 nm.

The removal rate of dye Acid Orange 7 was calculated 
as follows:
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determined by scanning electron microscopy (JEOL 6500F, 
Japan) and Transmission electron microscopy (JEM-F200, 
Japan) respectively. The functional groups on the surface 
of B@K were determined by Fourier transform infrared 
spectroscopy (Bruker Tensor 27). X-ray photoelectron 
spectrometer (Krato AXIS Ultra DLD, Japan) and the model 
Axis-HS (Kratos Analytical) were used to determine the 
surface composition.

The pseudo-first-order kinetic model and the pseu-
do-second-order kinetic models were applied in this study 
to elaborate the adsorption kinetics. 

The pseudo-first-order rate is given as (Liu et al. 2016):
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is the Freundlich constant related to adsorption intensity, KL (L/mg) and KF ((mg/g)1/n) 

are the adsorption constants for Langmuir and Freundlich models respectively. 
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figures are the standard deviation of means (mean ± SD). All statistical significance 

was noted at α=0.05 unless otherwise stated. 
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Fig. 1: The chemical structure of the dye Acid Orange 7. 
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Fig. 1: The chemical structure of the dye Acid Orange 7.
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Where, Ce (mg/L) is the equilibrium concentration in 
the solution, qe(mg/g) is the adsorbate adsorbed at equilib-
rium, qmax (mg/g) is the maximum adsorption capacity, n is 
the Freundlich constant related to adsorption intensity, KL 
(L/mg) and KF ((mg/g)1/n) are the adsorption constants for 
Langmuir and Freundlich models respectively.

Statistical analyses of data: All experiments were repeated 
in duplicate and the data of results were the mean and the 
standard deviation (SD). The value of the SD was calculated 
by Excel Software. All error estimates given in the text and 
error bars in figures are the standard deviation of means 
(mean ± SD). All statistical significance was noted at α=0.05 
unless otherwise stated.

RESULTS AND DISCUSSION

Characteristics of B@K: The elements C, H, O and N of 
B@K are 44.21%, 4.18%, 47.16% and 4.45% respectively. 
BET specific surface area of B@K is 6.15 m2/g. The images 
of SEM and TEM are shown in Fig. 2. 

From Fig. 2, it can be concluded that it was a layered 
and irregular structure. The irregular surface of B@K is 
beneficial to adsorb. 

Fig. 3 is the FT-IR spectrum of B@K. There is a strong 
adsorption peak in the range from 3000 cm-1 to 3700 cm-1, 
which may refer to the stretching vibration of a hydroxyl 
radical group. It indicates that a large number of oxygen-con-
taining functional groups appear on the surface of B@K, such 
as carboxyl groups, hydroxyl groups, carbonyl groups and 
so on. The peak at 1645 cm-1 may correspond to stretching 
vibration of a carboxyl group, or an ester group, or an alde-
hyde C = O group. The peaks at 1400 cm-1 and 1060 cm-1 

may correspond to the aromatic group and C-O-C group 
respectively. The peaks at 820 cm-1, 562 cm-1 and 472 cm-1 
may correspond to C-H stretching functional group, -COO- 
bending vibration functional group and Si-O-Si functional 
group (Rebitanim et al. 2013). 

The surface composition and chemical state of B@K 
were further investigated by XPS. The C1s XPS spectra of 
B@K are shown in Fig. 4. The C1s XPS spectra of B@K 

 

 

 

 

 

 

 

 

 

 

Fig. 3: FT-IR spectrum of B@K. 
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Fig. 3: FT-IR spectrum of B@K

47.16% and 4.45% respectively. BET specific surface area of B@K is 6.15 m2/g. The 

images of SEM and TEM are shown in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

Fig. 2: SEM and TEM images of B@K, (a) SEM image, (b) TEM image. 
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can be the major component with peaks at 284.4 eV, which 
may be assigned to C/N-O, C-O or C-C bonds. These results 
suggest that B@K possess considerable amounts of oxygen/
nitrogen containing groups on its surface, which is beneficial 
for binding dye ions (Mohamed et al. 2016).

Effect of contact time on the removal rate: Fig. 5 is the ef-
fect of contact time on the removal rate of dye Acid Orange 7. 

As shown in Fig. 5, the adsorption process of dye Acid 
Orange 7 by B@K can be divided into three stages. At the 
first stage of 5 min, the removal rate of dye Acid Orange 7 is 
very fast. It is because the concentration of dye Acid Orange 
7 on the surface of the B@K is the highest in the initial stage. 
The removal rate increases the action of mass transfer. From 
5 to 360 minutes, the removal rate is faster, and the removal 
rate tends to increase slowly with the increase of contact 
time. When the adsorption process begins, the difference in 
the concentration of dye between the surface of B@K and 
liquid gradually decreases, resulting in a gradual decrease in 

the removal rate. After 360 min, the change of removal rate 
is very slow and the adsorption reaches an equilibrium state.

Effect of initial concentration on the removal rate: The 
effect of initial concentration of dye Acid Orange 7 on the 
removal rate is shown in Fig. 6. It can be seen that as the 
initial concentration of dye Acid Orange 7 increases, the 
amount of adsorption also gradually increases. This is mainly 
due to an increase in the difference in the initial concentration 
of dye Acid Orange 7.

Sorption kinetics: According to the data from Fig. 3, Eqn. 
2 and Eqn. 3, parameters of the pseudo-first-order kinetic 
model and the pseudo-second-order kinetic model for the 
description of dye Acid Orange 7 adsorption onto B@K 
were calculated. They are given in Table 1.

From Table 1, it can be seen that the adsorption process 
fits well with the pseudo-second-order kinetics model ac-
cording to the value of R2 (0.9973 > 0.8622). It also indicates 
that the adsorption process is both physical adsorption and 
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the removal rate. After 360 min, the change of removal rate 
is very slow and the adsorption reaches an equilibrium state.

Effect of initial concentration on the removal rate: The 
effect of initial concentration of dye Acid Orange 7 on the 
removal rate is shown in Fig. 6. It can be seen that as the 
initial concentration of dye Acid Orange 7 increases, the 
amount of adsorption also gradually increases. This is mainly 
due to an increase in the difference in the initial concentration 
of dye Acid Orange 7.

Sorption kinetics: According to the data from Fig. 3, Eqn. 
2 and Eqn. 3, parameters of the pseudo-first-order kinetic 
model and the pseudo-second-order kinetic model for the 
description of dye Acid Orange 7 adsorption onto B@K 
were calculated. They are given in Table 1.

From Table 1, it can be seen that the adsorption process 
fits well with the pseudo-second-order kinetics model ac-
cording to the value of R2 (0.9973 > 0.8622). It also indicates 
that the adsorption process is both physical adsorption and chemical adsorption. Chemical adsorption is the main ad-

sorption process. 

Sorption isotherms: According to the data from Fig. 4, Eqn. 
4 and Eqn. 5, parameters of Langmuir isotherm model and 
Freundlich isotherm model for the description of dye Acid 
Orange 7 adsorption onto B@K are given in Table 2.

From Table 2, the Langmuir isotherm model can better 
describe the adsorption isothermal process of B@K on dye 
Acid Orange 7 according to the value of R2 (0.9836 > 0.9623). 
The adsorption process is monolayer adsorption process. 
As the initial concentration of dye increases, the amount 
of adsorption increases and gradually reaches equilibrium.

CONCLUSIONS

 (1) B@K was a layered and irregular structure. A large 
number of oxygen-containing functional groups 
appeared on the surface of B@K, which is beneficial 

surface of the B@K is the highest in the initial stage. The removal rate increases the 

action of mass transfer. From 5 to 360 minutes, the removal rate is faster, and the 

removal rate tends to increase slowly with the increase of contact time. When the 

adsorption process begins, the difference in the concentration of dye between the 

surface of B@K and liquid gradually decreases, resulting in a gradual decrease in the 

removal rate. After 360 min, the change of removal rate is very slow and the adsorption 

reaches an equilibrium state. 
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of dye Acid Orange 7 on the removal rate is shown in Fig. 6. It can be seen that as the 

initial concentration of dye Acid Orange 7 increases, the amount of adsorption also 

gradually increases. This is mainly due to an increase in the difference in the initial 

concentration of dye Acid Orange 7. 
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Fig. 6: Effect of the initial concentration of dye Acid Orange 7 on the removal rate by B@K.

for binding dye ions. 

 (2) The adsorption process fits well with the pseudo-second-
order kinetics model. It indicates that the adsorption 
process is both physical adsorption and chemical 
adsorption. Chemical adsorption is the main adsorption 
process. 

 (3)  Langmuir isotherm model can better describe the 
adsorption isothermal process of B@K on dye Acid 
Orange 7. The adsorption process is monolayer adsorption 
process. As the initial concentration of dye increases, the  
amount of adsorption increases and gradually reaches 
equilibrium.
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Table 1: Parameters of the pseudo-first-order kinetic model and the pseudo-second-order kinetic model for the description of dye Acid Orange 7  
adsorption onto B@K.

pseudo-first-order kinetic model pseudo-second-order kinetic model

k1
(min)

qe
(mg/g)

R2 k2
(mg/g.min)

qe
(mg/g)

R2

0.4815 13.18 0.8622 0.00292 15.46 0.9973

Table 2: Parameters of the Langmuir isotherm model and Freundlich isotherm model for the description of dye Acid Orange 7 adsorption onto B@K.

Langmuir Freundlich

qm(mg/g) KL R2 KF n R2

101.28 0.0645 0.9836 11.3265 2.1786 0.9623
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ABSTRACT
A sudden leak of phenylethylene is an urgent issue for the surrounding environment. To mitigate its 
negative effect, the decontamination efficiency of phenylethylene on an activated carbon (AC)-based 
adsorbent was investigated. Factors such as the particle size and the temperature, that could affect 
the adsorption ratio, were explored. Meanwhile, the efficiency of AC, pretreated with different KMnO4 
and NaClO concentrations, was examined. It was proven that the decontamination efficiency was 
higher for the 300-mesh AC compared to the 200-mesh AC. The introduction of the oxidizer, KMnO4, 
had a negative effect on phenylethylene adsorption. Nevertheless, the NaClO-modified AC showed a 
positive influence on phenylethylene removal, while its decontamination gradually improved with the 
increase of the NaClO concentration. It was also found that the adsorption rate of phenylethylene was 
ascended with the temperature rise. After 1 h of adsorption with AC heated to 200°C, no phenylethylene 
desorption was observed.  

INTRODUCTION

Phenylethylene (C8H8) is a typical volatile organic compound 
(VOC) (Ren et al. 2013), which is mephitic, toxic and flam-
mable. Phenylethylene is an important organic chemical and 
is widely used in the production of synthetic resin, synthetic 
rubber, and ion-exchange resin. Its strong irritation and the 
narcotic effect would greatly harm people’s respiratory tracts 
and eyes. In recent years, several phenylethylene leakage 
accidents have occurred in China (Yu 2012, Zhou et al. 2016), 
such as the phenylethylene leakage at the Yangtze River in 
2001, the phenylethylene leakage due to tank car turnover 
in Lueyang City in 2010, and the phenylethylene spill at 
Jiangyin Section of the Yangtze River in 2011.

In case of emergency, the firefighters shall take simple 
and efficient measures to decontaminate hazardous chemicals 
quickly and conveniently. The decontamination materials 
should apply to the existing equipment and have a wide 
source, low cost, large output, and high adsorption efficiency 
(Jiang et al. 2017, Wang et al. 2016). Decontamination gen-
erally consists of chemical methods and physical methods. 
In particular, the physical methods include flushing, adsorp-
tion, evaporation, and reverse osmosis, while the chemical 
methods include neutralization, catalysis and oxidation (Li et 
al. 2014, Liu et al. 2010, Yao et al. 2016, Zhou et al. 2017).

Regarding the adsorption method, the decontamination 
is achieved by using a certain adsorbent to concentrate the 

molecular pollutants on its surface or in the internal pores 
(Yu et al. 2019, Zhou et al. 2019, Zhou et al. 2015). The use 
of large Brunauer, Emmett and Teller (BET) and abundant 
micropores resulted in the adsorption capacity of AC up to 
30-80 mg.g-1 (Guo et al. 2010), employing mainly granular, 
powdered, and fibrous AC. In 2008 Pan et al. (2008) studied 
the adsorption of ammonia-modified AC and determined 
the porous structure and surface acid-base groups of several 
modified AC fibres, while the effect of the porous structure 
and the surface groups on the adsorption of phenylethylene 
was also discussed. Results showed that, after ammonia 
modification, the basic group content, the pore volume, and 
the BET features of the AC fibre surface increased, thus 
further improving the adsorption capacities of AC fibre on 
phenylethylene. In the study by Ren et al. (2013), AC and 
its modification were initially prepared from municipal 
sludge. The BET, acid-base group content, phenylethylene 
static adsorption, and desorption activation energy of AC 
were then compared before and after modification. It was 
demonstrated that the BET of sludge AC, modified by 0.1 M 
copper sulphate solution, was increased by 32% (705 m2.g-1) 
compared to the value prior to modification. The impregna-
tion of the aluminium sulphate and copper sulphate solutions 
increased the surface acid group content of sludge AC, while 
the surface basic group content was reduced. Besides, the 
adsorption capacity of phenylethylene was increased more 
than two times compared to the precursor (211.4 and 178.8 
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mg.g-1, respectively). The adsorption penetration time for 
phenylethylene was increased from 2 to 10 min and the de-
sorption activation energy was extended from 2.94 to >6.00 
kJ.mol-1. Instead, Li et al. (2014) degraded phenylethylene by 
ozonation. Specifically, phenylethylene was effectively de-
contaminated by the ozone-coupled biological AC, whereas 
the decontamination rates of 1, 2, and 4 ppm phenylethylene 
were 100%, 60.6% and 57.9%, respectively.

The current study aimed to explore the decontamina-
tion behaviour of phenylethylene via AC in case of sudden 
leakage. The effect of particle size, thermal treatment, and 
oxidant modification on the phenylethylene adsorption on 
AC was investigated. Meanwhile, the second-order kinetic 
equation was used to illustrate the adsorption behaviour. The 
results of our investigation shed new light on the emergency 
disposal of sudden phenylethylene leakage.

MATERIALS AND METHODS

Reagents and Apparatus

Phenylethylene was procured from Tianjin Tianli Chemical 
Reagent (China). KMnO4 and NaClO were obtained from 
Sinopharm Chemical Reagent (China). The abovementioned 
reagents were of analytical grade and dissolved in deionized 
water (18.2 MΩ, Milli-Q, USA). AC was purchased from 
Jiangshan Lvyi Bamboo Charcoal (China) and was used after 
following purification process. After grinding and sieving, 
the AC was cleaned with deionized water before boiling. 
Afterwards, the solution was continuously stirred for 1 h and 
repeatedly flushed with deionized water to remove the surface 
impurity. Finally, the AC was dried for 12 h in a drying oven 
at 80°C. After being tested with the BET detector (ASAP 
2460, Micromeritics, USA), the specific surface area of the 

adsorbent reached 873.1 m2.g-1 (Fig. 1).

Fig. 2 shows a self-made apparatus that was used during 
the current study. It mainly consisted of four parts, namely a 
decontamination chamber, a water treatment agent atomiza-
tion injection system, a dry powder treatment agent injection 
system, and a foam injection system. The decontamination 
chamber consisted of a tank-8 (700 mm × 700 mm × 800 
mm), an oil evaporating pan-21 (120 mm high), an air sac-7 
(for balancing the chamber pressure during jet decontami-
nation), a steam sampling tube-20, a filter-12, and a vapour 
concentration analyzer-13 (CEM200 Multi-Gas Emergency 
Detector, Beijing Taihua Hengyue Technology Development 
Co., Ltd.). The water treatment agent atomization injection 
system consisted of a sink-1, a liquid pump-2, a transfer tube-
16, and a spray nozzle-3. The dry powder treatment agent 
injection system consisted of an air pump-4, a dry powder 
tank-5, a dry powder nozzle-6, a dry powder tube-18, and a 
compressed air tube-19. The foam injection system consisted 
of a foam concentrate tank-11, a foam concentrate tube-17, 
a foam pump-10, and a foam nozzle-9.

Experimental Steps

 1. After treating the dry powder tank-5 with vacuum, it 
was added in the tank, and the pressure was adjusted 
to 8 bar. Then, the nozzle above the experimental tank 
was connected to the dry powder tank. Boiling water 
of 50 mm in height was added to the liquid tray-21 and 
15 mL of phenylethylene were sprayed on the surface 
of the boiling water to accelerate the evaporation.

 2. The real-time monitoring was performed on the concen-
tration of phenylethylene gas with the gas detector-13. 
When phenylethylene was substantially evaporated and 
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Fig. 1: Nitrogen adsorption-desorption isotherms and pore size distribution profiles (inset) of AC. Fig. 1: Nitrogen adsorption-desorption isotherms and pore size distribution profiles (inset) of AC.
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the concentration reached a constant level, the valve of 
the dry powder tank was opened to spray the dry powder.

 3. The spraying was repeated 10 times, each of which 
lasted for about 2 s, and was completed in 3 min. The 
change in phenylethylene concentration was continu-
ously monitored and when the concentration dropped 
to a constant level, the experiment was considered to 
be complete.

RESULTS AND DISCUSSION 

Effect of particle size: The 200 and 300-mesh AC are com-
monly used in the market and are applicable for firefighting 
equipment (Sun et al. 2017, Zhang et al. 2015). The 200 and 
300-mesh AC powders were selected for this study as well 
to compare their effect on the phenylethylene decontamina-
tion. During the experiment, all the experimental conditions, 
including the amount of AC, the pressure of the dry powder 
tank, and the volatilization concentration of phenylethylene, 
were maintained constant. The real-time decontamination 
effect within five minutes is illustrated in Fig. 3.

The adsorption kinetics by the AC complied with the 
second-order kinetics, with insets showing the constants 

(R2 >0.97), indicating that the chemical adsorption is the 
rate-limiting step of the decontamination process (Liang et 
al. 2018, Yan et al. 2017). The decontamination rate of the 
300-mesh AC was 0.0127 h−1, i.e. about 1.25 times higher 
than the decontamination rate of the 200-mesh AC (0.0102 
h−1). Moreover, the 300-mesh AC had a lower phenylethylene 
residual rate (0.21 vs. 0.26), which indicated that its decon-
tamination capability was greater than that of the 200-mesh 
AC. The 300-mesh AC had also smaller particle size, higher 
BET, and better hovering property, leading to improved phe-
nylethylene elimination (Yu et al. 2017, Zhou et al. 2018).

Effect of oxidant modification: Fang et al. (2017) and Hu et 
al. (2017) documented that the oxidant impregnation could 
improve the adsorption capacity of the adsorbent. Based on 
these data, the 300-mesh AC was impregnated with a KMnO4 
solution and a NaClO solution and then used for the decon-
tamination of phenylethylene. Fig. 4 presents the adsorption 
kinetics of phenylethylene using the AC impregnated with 
1.5 g.L-1 and 3.0 g.L-1 of the KMnO4 solution. The kinetics 
followed the second-order kinetic equation (R2 >0.99), which 
demonstrated that the impregnation with KMnO4 did not 
change the type of the phenylethylene adsorption kinetics. 
The decontamination process was still dominated by the 
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Fig. 3: Decontamination kinetics of phenylethylene on AC at different mesh number. The inset is the 

corresponding parameters of the second-order model. 
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chemical adsorption. It was proven that the decontamination 
efficiency of phenylethylene was the same when using AC 
impregnated with 1.5 g.L-1 of KMnO4 (0.0117 h−1) and 3.0 
g.L-1 of KMnO4 (0.0116 h−1). Whereas, both of the impreg-
nated AC manifested the inferior adsorption rate than their 
pristine predecessor (0.0127 h−1), demonstrating that impreg-
nation with KMnO4 negatively affected the phenylethylene 
adsorption. The effect of the oxidation treatment on AC had 
two sides. Although the oxidant impregnation increased the 
number of the surface hydroxyl, carboxyl, and carbonyl 
groups, hence improving the decontamination efficiency, 
the oxidant could etch the surface and pore walls of AC 
and occupy partial pores. Such effects could concomitantly 
decrease the BET and the AC pore volume and reduce the 
adsorption sites (Fang et al. 2017, Zhou et al. 2016a, 2016b). 
In this study, KMnO4 corroded the surface and pore walls of 
AC to such an extent that the negative impact predominated 
the positive effect.

According to previous reports, strong oxidants, such 
as nitric acid, easily damaged the pore walls, reduced the 
number of micropores, increased the number of mesopores 
and macropores, and reduced the BET, and the pore volume. 
Subsequently, they affected the adsorption efficiency (Gil 
& Grange 1997). Other studies (Wang et al. 2012) reported 
that the modification of AC with NaClO was relatively mild, 
indicating that the pore structure was slightly damaged, while 
the number of phenolic hydroxyl, carboxyl, ketonic, and ether 
surface oxygen-containing functional groups was increased 
(Rivera-Utrilla et al. 2011).

Hence, NaClO solutions with 5% effective chlorine and 
10% effective chlorine were selected to treat AC, to carry out 

the decontamination test. Fig. 5 describes that the adsorption 
rate of 5% NaClO impregnated AC was significantly elevated 
from 0.0127 to 0.0200 h−1, and further increased to 0.0217 
h−1 with the increase of NaClO concentration. This improve-
ment substantiated that the impregnation with NaClO could 
gradually increase the active sites on the surface of AC and 
in turn the decontamination efficiency of phenylethylene.

Effect of thermal modification: Thermal treatment is 
an easily achievable physical method for controlling the 
surface functional groups and pore structures of AC (Fang 
et al. 2017). Herein, we investigated the decontamination 
efficiency of phenylethylene using AC treated at 100°C and 
200°C and the obtained results are displayed in Fig. 6. The 
decontamination efficiency of phenylethylene after thermal 
modification was higher than that of pristine AC (0.0127 h−1), 
while their decontamination efficiency gradually elevated 
with rising temperature (0.0175-0.0190 h−1). The adsorption 
capacity of the adsorbent for a specific adsorbate was mainly 
determined by physical properties such as BET, micropore 
volume, and pore size distribution, as well as its chemical 
properties such as the surface groups (Zhen et al. 2017, 
Zhen et al. 2016). The high-temperature activation improved 
the lattice structure of the AC, removed parts of impurities 
adsorbed on the surface and in the pores, and also increased 
the number of micropores or mesopores, thus increasing the 
BET of AC. Meanwhile, the high-temperature activation 
also oxidized some functional groups on the surface of AC, 
released a number of oxygen-containing functional groups, 
and enhanced the hydrogen bonding force, thus improving 
the adsorption efficiency (Fang et al. 2017).

Stability test: The adsorbed adsorbates may desorb over a 
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Fig. 5: Decontamination kinetics of phenylethylene on AC after 5% and 10% NaClO immersion. The inset is the 

corresponding parameters of the second-order model. 
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Fig. 6: Decontamination kinetics of phenylethylene on AC after 100 and 200°C heat treatment. The inset is the 

corresponding parameters of the second-order model. 
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Fig. 4: Decontamination kinetics of phenylethylene on AC after 1.5 and 3.0 g/L KMnO4 immersion. The inset is 

the corresponding parameters of the second-order model. 
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long time (Zhou et al. 2016a, Zhou et al. 2017). The 200°C 
treated AC was selected to decontaminate phenylethylene 
and test its adsorption stability on AC. Fig. 7 illustrates the 
content of phenylethylene with the concomitant increase of 
the adsorption time, where an apparent decrease could be 
observed at a rudimentary stage spanning between 0-400 
s. Subsequently, an equilibrium period was achieved. Spe-
cifically, the concentration of the phenylethylene gas in the 
decontamination chamber did not significantly rise within 
1 h, indicating that the phenylethylene molecule was tightly 
adsorbed on AC and was hard to be desorbed.

CONCLUSIONS

Herein, the effect of the particle size, the oxidant modifi-
cation, and the thermal treatment on the decontamination 
efficiency of phenylethylene was studied. The AC with a 
higher mesh number resulted in a greater decontamination 
efficiency. The modification of AC with KMnO4 decreased 
the efficiency, while it was increased with the NaClO 
modification and was further elevated with the increase of 
the NaClO concentration. Thermal treatment enhanced the 
adsorption rate of phenylethylene, which escalated with the 
temperature rise. No phenylethylene desorption was detected 
1 h after the AC adsorption.
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Fig. 5: Decontamination kinetics of phenylethylene on AC after 5% and 10% NaClO immersion. The inset is the 
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Fig. 6: Decontamination kinetics of phenylethylene on AC after 100 and 200°C heat treatment. The inset is the 

corresponding parameters of the second-order model. 
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CONCLUSIONS 

Herein, the effect of the particle size, the oxidant modification, and the thermal treatment on the decontamination 

efficiency of phenylethylene was studied. The AC with a higher mesh number resulted in a greater decontamination 

efficiency. The modification of AC with KMnO4 decreased the efficiency, while it was increased with the NaClO 

modification and was further elevated with the increase of the NaClO concentration. Thermal treatment enhanced 

the adsorption rate of phenylethylene, which escalated with the temperature rise. No phenylethylene desorption was 

detected 1 h after the AC adsorption. 
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ABSTRACT
This paper presents the performance of Hybrid Upflow Anaerobic Sludge Blanket (HUASB) reactor 
in treating combined real sugar industry and synthetic sago effluents. Sugar industry is one of the 
most important agricultural industries which discharge the effluent in a huge quantity that creates 
environmental problems. The disposal of untreated sugar industry effluent in soils and water bodies has 
received much attention since decades ago. So, in this study, it was decided to inoculate the HUASB 
reactor with seed sludge from the existing anaerobic digester treating sago wastewater and then it was 
started by using synthetic sago wastewater, and then it was fed with the combined real sugar industry 
and synthetic sago wastewater. The reactor was fed with the combined effluents of a real sugar industry 
and synthetic sago wastewater at different mixing ratios having the Chemical Oxygen Demand (COD) 
ranging from 4450 to 5360 mg/L with HRT of 24 hours. The pH, COD removal, volatile fatty acid (VFA), 
alkalinity and biogas production were monitored for various inlet of COD values. The inlet and outlet 
pH was between the range of 5.62 to 7.36 and 7.53 to 8.18 respectively. The VFA and alkalinity varied 
from 36 to 84 mg/L and 926 to 998 mg/L respectively. The biogas production varied from 10.6 to 13.2 
L/d. The maximum COD removal of 94.4% and the biogas production of 13.2 L/d was reported at pH 
8.11 at the mixing ratio of 60/40 (sago/sugar industry wastewater).   

INTRODUCTION

Sago is a main agro-based product found in various parts of 
the world. Products from tapioca like starch and sago intro-
duced in India since1940s onwards. Processing of tapioca 
need  20,000-30,000 L of water per ton of sago; besides it 
produces same quantity of wastewater which is extremely 
organic, foul smelling and acidic. Most of the starch units 
generate effluent within the range of 200-300 m3/d. Several 
studies reported that the sago industry wastewater may bring 
about drastic ecological imbalances in the nearby agro eco-
systems if it is not treated properly (Murthy & Patel 1961, 
Saroja & Sastry 1972, Gnanapragasam et al. 2010, Senthil-
kumar et al. 2011). 

Sugar industry contributes to the development of the 
economy in many countries, but arguably harms the envi-
ronment (Ndobeni et al. 2019). The conversion of natural 
habitats for cane cultivation in coastal areas and tropical 
islands has led to critical environmental damage, loss of 
biodiversity and ecosystem services at landscape levels (Rein 
et al. 2011). These wastes not only represent a threat to the 
environmental quality but also possess a potential energy 

value which is not fully utilized despite the fact that they are 
cheap and abundant in most parts of the world (Hampannavar 
& Shivayogimath 2010). 

Anaerobic treatment converts the wastewater organic 
pollutants into small amount of sludge and large amount 
of biogas as source of energy (Ayati & Ganjidoust 2006). 
Whereas aerobic treatment needs external input of energy 
for aeration. The upflow anaerobic sludge blanket (UASB) 
reactor is by far the most widely used high rate anaerobic 
treatment system for variety of wastewater (van Haandel 
& Lettinga 1994). The anaerobic biological sludge blanket 
systems proposed over recent years have elicited consid-
erable interest because of their good removal efficiencies 
of organic substrates, their relatively simple layout and the 
low capital and operating costs. Granular biomass with high 
methanogenic activity and excellent settling properties can 
be cultivated in these reactors (Buzzini et al. 2006).

The investigation is on the feasibility of treatment of 
real sugar industry effluent under bench scale hybrid up-
flow anaerobic sludge blanket reactor of stressed loadings. 
Shortening the start-up time bears practical significance as 
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it can raise attractiveness of HUASB reactor applications by 
saving time and cost. After the start-up process the reactor 
were operated at various mixing ratio of real sugar industry 
and synthetic sago wastewater and COD, pH, VFA, alkalinity 
and biogas were monitored regularly. 

MATERIALS AND METHODS

Biomass

In the present research, materials were collected from sago 
factory which is located in Salem. The unspecified microora-
ganims present in the granular sludge from the starch effulent 
were used in the study. The sludge was completely washed 
before loading and filtered in a mesh in order to minimize 
the inorganic components present in the granules. About 
60000mg/L  content of sludge was estimated as volatile 
suspended solids (APHA 2005).

Wastewater 

Sugar industry: Real sugar industry wastewater was col-
lected from M.R.Krishnamurthy Co–operative sugar mill 
Ltd, Sethiyathope village, Chidambaram Taluk, Cuddalore 
District, Tamil Nadu, India.  The characteristics were imme-
diately analysed before feeding the reactor. 

Synthetic sago: In this research synthetic sago wasterwater 
was prepared in which nitrogen and phosphorus were added 
along with starch and minerals in the ratio of 5:1:550. Ferric 
chloride, zinc sulphate, copper sulphate present as nutrients 
were added to the reactor at the concentration of 1.0ml/L 
(Bhatti 1995, Arshad et al. 2009).

Experimental Setup

In this research study benchscale HUASB reactor was 
designed and fabricated using perspex tube (Fig 1). The 
reactor of about 20L volume has a total height of 1.42m 
with 1.17m as the effective height and 0.15m diameter. The 
upper most part of the reactor has solid-gas-liquid separater 
(GLSS) portion which is mainly for biogas collection in the 
form of inverted conical funnel. The gas produced from the 
reactor can be estimated by water displacement method. A 
peristaltic pump (20 ppm) was used to pump the substrate 
into the reactor with constant discharge flow. Bioballs as 
support media were used in this study and placed in top 
segment in the reactor. Totally 152 bioballs were kept in the 
reactor to prevent the escape of biogranules from the reactor. 
Five sampling ports at different heights were installed for 
ease of collection of samples for analysis. The reactor was 
operated at 30±3°C.
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Fig. 1: Schematic representation of Bench Scale Hybrid Anaerobic Slude Blanket Reactor.   

 

 

RESULTS AND DISCUSSION 

COD Conversion and Removal Performance 

After mixing the wastewater of sago and sugar industries, the COD values of influent 

and reactor outlet are presented in Fig. 2. The COD values range from 5360 to 4450 

mg/L. The COD removal efficiency for different effluent mixing proportions at 24 h 

HRT is presented in Fig. 3.  

Fig. 1: Schematic representation of Bench Scale Hybrid Anaerobic Slude Blanket Reactor.  



1671COMBINED TREATMENT OF SUGAR INDUSTRY AND SAGO WASTEWATER 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

5 
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Fig. 3: COD removal efficiency at various mixing ratios. 
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reactor effluent pH increased to a value beyond 7 and always remained so (range 7.53-8.18). 

The VFA values in HUASB reactor were in the range of 36-84 mg/L (Fig. 5) and VFA value 

increased when the sugar industry effluent proportion was increased. The HUASB reactor 

effluent alkalinity was in the range of 926-998 mg/L (Fig. 6).  
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RESULTS AND DISCUSSION

COD Conversion and Removal Performance

After mixing the wastewater of sago and sugar industries, 
the COD values of influent and reactor outlet are presented 
in Fig. 2. The COD values range from 5360 to 4450 mg/L. 
The COD removal efficiency for different effluent mixing 
proportions at 24 h HRT is presented in Fig. 3. 

The COD removal efficiency was in the range of 61.9-
94.4 %. At effluent mixing ratio of 60/40 (sago 60 %, sugar 
40 %), the overall COD removal efficiency was 94.4 %.

pH, VFA and Alkalinity

The pH values of the inlet and outlet of HUASB reactor 
are presented in Fig. 4. The HUASB reactor effluent pH 
increased to a value beyond 7 and always remained so (range 

7.53-8.18). The VFA values in HUASB reactor were in 
the range of 36-84 mg/L (Fig. 5) and VFA value increased 
when the sugar industry effluent proportion was increased. 
The HUASB reactor effluent alkalinity was in the range of 
926-998 mg/L (Fig. 6). 

VFA/Alkalinity Ratio 

The Fig. 7 shows VFA/Alkalinity ratio (VFA/AL) in the 
HUASB reactor. The effluent of HUASB reactor had VFA/
AL ratio less than 0.089. It means that process in HUASB 
reactor is under stable condition.

Senthilkumar et al. (2009) reported that the VFA/Alk ratio 
for acidogenic and H UASB reactors is in the range of 1.3-1.5 
and 0.04-0.09. A stable anaerobic treatment system requires 
a balance among all microorganisms. The maintenance of 
this balance is normally indicated by a low VFA concentra-
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tion, appropriate pH and VFA/Alk ratio. If a UASB reactor 
is stable, the VFA/Alk ratio of the reactor effluent must be 
lower than 0.4 (Behling et al. 1997). Sanchez et al. (2005) 
stated that the optimum ratio of VFA to alkalinity should be 
less than 0.3 or 0.4 for UASB reactor.

Biogas Production

Fig. 8 shows the biogas production at various mixing ratios 
such as 90/10, 80/20, 75/25, 70/30, 65/35, 60/40 and 55/45 
for HUASB reactor. The maximum biogas production of 13.2 
L/d was achieved at the mixing ratio of 60/40. 

CONCLUSION

The bench-scale hybrid upflow anaerobic sludge blanket 

(HUASB) reactor was used to treat combined effluents of 
the real sugar industry and synthetic sago wastewaters. The 
maximum COD removal of 94.4% and the biogas produc-
tion of 13.2 L/d at pH 8.11 was found at the mixing ratio of 
60/40 (sago/sugar industry wastewater). The pH, VFA and 
alkalinity of the reactor effluent were under control for every 
24 h of HRT which indicates the stability of the reactor. From 
the results obtained it was clear that HUASB reactor could 
be a very feasible alternative, eco-friendly and sustainable 
treatment system for the combined real sugar industry and 
sago wastewater.  
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ABSTRACT
India is the world’s largest user of groundwater, accounting for 25 per cent of the world’s extracted 
groundwater. Contamination of water bodies is the main problem for degrading the potable water 
quality in India. The contaminants, mainly cadmium, chromium, nickel, lead, zinc, copper, calcium, 
fluoride, nitrates, etc. have a significant impact on waters. There have been several advancements 
in technology for removal or reduction of these contaminants in water such as reverse osmosis, UV 
filtration, distillation and ion exchange. But these methods are not found to be eco-friendly and cost-
effective. This paper elaborates various techniques of organic nature that can be used to reduce/
remove the heavy metals from water bodies using orange peels as a bioadsorbent and detailed 
experimentation for the removal of lead ion concentration from water. In the present study, synthetic 
water with various heavy metals of known concentration was treated by a bioadsorbent (orange peels) 
by changing various parameters such as adsorbent particle size, dose, initial pH, etc. At pH 7, dose 0.5 
g, and adsorbent particle size of 250 µm, a drastic reduction in the concentration of lead from 10 ppm 
to 0.213 ppm in 50 mL synthetic sample was observed.   

INTRODUCTION

Water stands first among the important fundamental require-
ments and also a basic nutrient having critical importance to 
human life (Howard et al. 2003) and is involved in almost 
every bodily function from digestion to excretion (Feldman 
et al. 1996). Water is transparent, colourless, odourless, 
and tasteless and covers almost 71% per cent of the earth’s 
surface (Lindstrom 2012, Khyade & Swaminathan 2016). 
Coming to drinking water, it plays an important role in the 
life of every living organism (Vitousek et al. 1997). It boosts 
the metabolism and helps in breaking down the food but not 
all people get the quality drinking water (Congress 1995).

The problem we are facing currently is the pollution 
of water through various sources. Urbanization and indus-
trialization are the main reasons for the pollution of water 
(Shiklomanov 1991, Czech et al. 2000, Le  et al. 2010). With 
the increase in industrialization, there has been an increase in 
the high usage of different metals, chemicals and materials, 
etc. for the production of various products which resulted in 
producing waste which is being released into nearby water 
resources (Shukla et al. 2002). The chemicals, when mixed 
with water which is the source for drinking water in many 
areas, makes it toxic. Most of the people in many households 
are drinking the water which contains pathogens that may 
cause various diseases like typhoid, jaundice, diarrhoea, etc. 

(Niemczynowicz 1999). A filtering mechanism uses tech-
niques like RO, activated carbon filters to filter the water to 
make it fit for drinking (Matilainen et al. 2010).

The present work mainly focused on the removal of lead 
ions from water, a persisting problem in India, by using 
organic methods such as orange peels.

Heavy Metal Pollution in Water

Heavy metals have higher atomic weights and are approxi-
mately five times heavier than water. Many ecological and 
global public health concerns with the contamination by these 
metals have been emerged in recent years (Demirbas 2005). 
Heavy metals extensive use in several industrial, agricultural, 
domestic and technological applications has increased their 
exposure to the environment (Mulligan et al. 2001).

Pollution resulting from land runoff, precipitation, at-
mospheric deposition or land drainage is known as non-point 
source pollution (World Water Development Report 2017). 
Non-point sources are not easy to identify like the use of 
excess fertilizers or pesticides from agricultural lands or toxic 
chemicals from urban run-off and thus heavy metals find their 
way into water by industrial, agricultural, pharmaceutical, 
domestic effluents and atmospheric sources (Tarver 2008).

Heavy metals are naturally occurring in the earth’s crust 
but the pollution caused by them is mainly due to the an-
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thropogenic sources like mining, industrial production and 
using compounds containing metals (Annadurai et al. 2003). 
Some of the industrial sources include metal processing in 
refineries, coal burning in power plants, textiles, microelec-
tronics, nuclear power stations and high tension lines, and 
combustion of petroleum (Hegazi 2013).

The metals like Co, Cu, Cr, Fe, Mg, Mn, Mo, Ni, Se and 
Zn are essential nutrients to the human body in adequate 
amounts. Insufficiency of these micronutrients in the human 
body results in a variety of ailments (Dobaradaran et al. 
2017). Heavy metals are classified as human carcinogens 
(known or probable) according to the U.S. Environmental 
Protection Agency, and the International Agency for Re-
search on Cancer (Howard et al. 2003). They are systemic 
toxicants which can induce multiple organ damage, even at 
lower levels of exposure (Pehlivan et al. 2008).

Heavy metals pollute the groundwater bodies and the 
surface water bodies like rivers, lakes, ponds. The primary 
metals like lead, arsenic, copper, cadmium, mercury and 
nickel are also known as trace elements, which are normally 
found in low concentrations. Surface water contamination is 
due to mining, dumping of solid wastes containing metal salts 
and discharge of effluents from battery and paint manufac-
turing, electroplating, viscous-rayon manufacturing, copper 

picking industries (Tokalioǧlu et al. 2000).

Previous Works on Heavy Metal Removal Techniques

The rapid growth in industries over the start of the 20th 
century has increased the demand for freshwater and thereby 
discharging the wastewater into the nearby water sources 
(Barlow & Clarke 2017). The discharged effluents from the 
industries contain harmful heavy metals like lead, chromium, 
cadmium, etc. in the form of dyes, coatings, pigments and so 
on and many of them are considered as hazardous to health 
because of their toxicity to human health. There are many 
methods available for the removal of these heavy metals 
from water such as reverse osmosis, chemical oxidation, 
adsorption, membrane separation, ion exchange, etc., out of 
which adsorption is considered as the simple and efficient 
method because of its ease of operation and versatility. The 
summative assessment on the removal of heavy metals from 
water by adsorption technique using organic wastes as ad-
sorbents is listed in Table 1.

MATERIALS AND METHODS

Preparation of Adsorbent

Orange peels were used as adsorbents for the removal of 

Table 1: Summative assessment on the removal of heavy metals from water using organic waste as adsorbent.

S. No. Objective Brief Summary Outcome References

1 Water purifica-
tion using differ-
ent waste fruit 
cortexes for the 
removal of heavy 
metals.

Water can be purified by using different fruit cortices 
to remove heavy metals. They used the peels of fruits 
like kiwi, tangerine and banana and crushed them into 
powder to an optimum size of 1 mm and 2 mm. A water 
sample was made by taking 50 mL wastewater and 0.5 g 
of the crushed powder of particle size both 1 mm and 2 
mm is added into the flask as adsorbent. It is then kept in 
a shaker at 158 rpm for 60 minutes. It was later filtered 
and then the concentration of the metals was analysed 
by Inductively Coupled Plasma (ICP)

It has shown that the particles of size 1 mm 
had better adsorption when compared to the 
particles of size 2 mm. Of the fruits used, 
kiwi fruit gave better adsorption results than 
banana. The order of adsorption capacity 
of the metal ions for banana was Cr < Cd 
<Zn and for Kiwi and tangerine, it was Cd 
< Cr < Zn. The capacity of adsorption will 
depend upon the pH, adsorbent dosage 
and the contact time. After conducting the 
experiments, the optimum value of pH was 
found to be 6.0

(Al-Qahtani 
2016)

2 Adsorption of 
heavy  meta l s 
from water us-
ing banana and 
orange peels.

banana peels and orange peels for the removal of heavy 
metals like Cu2+, Zn2+, Co2+, Ni2+ and Pb2+. Banana and 
orange peels, both were cleaned with double distilled 
water, dried and crushed into powder with particle size 
of 1-5 mm.  The peels are treated with 0.4 mol/L Sodium 
Hydroxide, 0.4 mol/L Nitric Acid & distilled water. 
15 g of banana peels and orange peels were soaked 
in 0.4 mol/L HNO3 for 24 hours. “Synthetic solutions 
of CuSO4, CoSO4, NiSO4, ZnSO4 and Pb(NO3)2 are 
prepared”. Experiments are done by adding 0.1gms of 
adsorbent in the 100 mL metal solution at a speed of 
180rpm for 24 hours and centrifugation at 10,000rpm 
for 20 minutes, then later the concentration of metals 
were analysed by an atomic absorbance spectropho-
tometer (Varian Model 202FS)

The results from the experiments have 
shown that the maximum adsorption was 
at around pH 6-8 for banana and orange 
peels and the adsorption decreased with the 
increase in pH. The adsorption capacity was 
found to be 7.97 mg/g for lead, 6.88 mg/g 
for nickel, 5.80 mg/g for zinc, 4.75 mg/g 
for copper, and 2.55 mg/g for cobalt using 
banana peels. And for orange peels it was 
7.75 mg/g for lead, 6.01 mg/g for nickel, 
5.25 mg/g for zinc, 3.65 mg/g for copper 
and 1.82 mg/g for cobalt. The experiment 
also shown that maximum adsorption was 
attained at high pH with max level of lead 
by using banana peels was 7.97 mg/g and by 
using orange peels it was 7.75 mg/g.

(Annadurai, 
Juang et al. 
2003)

Table Cont....
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S. No. Objective Brief Summary Outcome References

3 R e m o v a l  o f 
heavy  meta l s 
from wastewater 
using agricultur-
al and industrial 
wastes as adsor-
bents.

Synthetic wastewater with known concentrations of 
copper sulphate, nickel nitrate and iron sulphate metal 
solutions are made separately in double distilled water 
using Cu, Ni, Fe. The stock solution consisting of 
20 mg/L as the adsorbent dose and concentration of 
metal (Cu, Ni, Fe) is around 10 mg/L. The agitation 
speed is 200rpm. The adsorbent doses of 20,30,40,50 
and 60 mg/L are taken. The adsorbents and the metal 
ions are added and stabilized by agitating to attain pH 
of range 2-10

water is purified by removing heavy metals 
using agricultural wastes like rice husk and 
industrial wastes like fly ash. First, The 
experiments are done and the results shown 
were that the agricultural waste rice husk 
found to be efficient in removing the metals 
like Fe, Pb and Ni whereas the industrial 
waste, fly ash has shown to be effective in 
removing i.e. adsorbing Cu and Cd. The 
experiments were also done by increasing 
the adsorbent concentration of rice husk 
and it was found that the Fe removal by 
using rice husk increased from 68.59% to 
99.25%. Same when done for Pb, it was 
increased from 22.22 % to 87.17 %. When 
the concentration of fly ash was increased, 
the Cd removal increased from 25.21% to 
73.5%. Same when done for Cu, the removal 
increased from 37.38% to 98.54%. The ad-
sorption capacity was dependent on the level 
of pH, dosage of the adsorbent and the time 
of contact with the respective adsorbent. The 
contact time for attaining the desired level 
of metal ions was found to be 2 h and pH 
range was 6-7 for the effective adsorption.

(Hegazi 
2013)

4 A  l a b o r a t o r y 
study using ma-
ple leaves as a 
bio-sorbent for 
l ead  r emova l 
from aqueous 
solutions.

Lead was removed from aqueous by using maple leaves 
as a bio-sorbent. The materials used were one kg of ma-
ple leaves, salt, lead nitrate solution, Pb (II) and water.

10 mg/L removed 98.2% Pb (II) ions than 
other concentrations and 0.5 g Maple leaves 
posed higher removal for Pb (II) ions. A 
sharp increase in bio-sorption occurred 
in the pH range 2.5–4.5. The maximum 
bio-sorption was 98.5% for Pb(II) ions at 
pH 6.3. Smaller particles (<75 μm) have 
greater Pb (II) removal capacity.

(Hossain et 
al. 2014)

5 Self-purification 
of the marine 
e n v i r o n m e n t 
for heavy met-
als: A study on 
removal of lead 
and copper by 
cuttlebone.

Self-purification marine environment done by the cut-
tlefish to remove lead and copper. In this experiment, 
cuttlebone from cuttle fish was collected and washed 
with tap and deionized water and dried at 105°C for 
24hrs and grinded to particles with sizes between 0.3-
0.7mm. The solutions of lead and copper are prepared 
by dissolving the required amount of lead nitrate and 
copper nitrate Pent hydrate in de-ionized water. The pH 
values were modified and calibrated by using 0.1-1.0 M 
HCl and 0.1-1.0 M NaOH. Experiment was conducted 
in batch reactor on shaker at 120rpm at room temper-
ature. The pH is maintained at 5 initially. Experiments 
were done with metal concentrations of 10, 20, and 
50 mg/L and the adsorbent dose of 0.1 to 1.0 g/L with 
constant ion concentration of 50 mg/L initially. The 
adsorption was studied by keeping the range of pH 
between 2-7. Later, the concentration of metals was 
analysed by using AAS.

The results were that the capacity of cuttle-
bone to adsorb Pb and Cu were found to be 
45.9 mg/g and 39.9 mg/g. The adsorption of 
Pb and Cu increased with an increase in pH 
and the max adsorption occurred when the 
pH was 7.0 and the adsorption was found 
to be 18.7 mg/g and 19.8 mg/g for Pb and 
Cu. And the maximum uptakes were found 
when at the pH values 5.0 and 5.5.

(Dobara-
daran, 
Nabipour et 
al. 2017)

Cont Table...
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S. No. Objective Brief Summary Outcome References

6 Adsorptive re-
moval of Arse-
nic from aqueous 
solution by waste 
litchi pericarps.

Litchi pericarps are washed with tap water and ultrapure 
water. They are dried at 70oC and then sized through 
a 60 mesh and stored in a polyethylene bottle. A stock 
solution of sodium arsenate NaAsO2 (1,000 mg/L) 
was prepared with ultrapure water. Polyethylene tubes 
of 100 mL are taken with 50 mL of aqueous arsenic 
solution. Different adsorption capacities are observed 
with LPs (1–20 g/L) with varying initial arsenate con-
centration (0.01–100 mg/L) at 293.15 K. The pH is 
maintained between 2-11 by using 0.1 M HCl and 0.1 
M NaOH solutions.
The polyethylene centrifuge tubes were shaken in a 
vertical temperature oscillation incubator at 220 rpm 
for 5 to 180 min. These suspensions are filtered through 
0.45 μm “cellulose acetate membrane filters”. Arsenic 
filtrates are observed through AAS.

The removal rate increases from 24.0% to 
97.74% as the adsorbent dose increases 
from 1.0 to 10.0 g/L. No further increase in 
the removal rate of As (III) is observed for 
LP additions from 10.0 to 20.0 g/L. Arsenic 
removal efficiency increases from 88% to 
93% as the contact time increases from 
10 to 60 min. The percentage removal rate 
increases by an increase in pH from 2 to 5, 
and then it decreases slightly with a further 
pH increase from 6-7.

(Li, Qi et al. 
2016)

7 “Arsenic remov-
al from aqueous 
solutions by ad-
sorption on red 
mud”.

Arsenic is removed from water by using red mud as an 
adsorbent. In this paper it is mentioned that mud was 
wet sieved through a 200 mesh screen and was washed 
for five times with distilled water. The suspension was 
filtered and was dried at 105°C, ground and sieved 
through a 200 mesh screen. Stock solutions of 1 As (III) 
were prepared by adding 1.320 g of As2O3 in 10 mL of 
5M NaOH and made it up to 1 L with distilled water. 
Another stock solution of 1 g/L As(V) was prepared by 
adding Na2HSO4.7H2O. Solutions with 125 to 1500 mg 
of arsenic and 5 mL of 0.1 M NaCl were made to 50 
mL using distilled water. The red mud was added as an 
adsorbent into the solution and shaken at the rate of 800 
cycles/min with a mechanical shaker. Later, the mixture 
was centrifuged at 10000 rpm for 10 mins

As (III) and As (V) adsorptions are obtained 
within 45 and 90 min respectively at 25oC, 
133.5 μmol/L concentration and 20 g/L red 
mud dosage. As(III) and As(V) adsorptions 
take places at pH 9.5 and 3.2. The adsorption 
densities at these conditions are 4.31 and 
5.07 μmol/g for As(III) and As(V).

(Altundoğan 
et al. 2000)

8 R e m o v a l  o f 
Pb(II) and Cd(II) 
from water by 
adsorption on 
peels of banana.

Banana peels were dried in sunlight for 5 days and in an 
oven at 70°C. The dried peels were sieved through 60 
mesh screen. Standard solutions with desired concen-
trations (10-100 μgm/L) of lead nitrate and cadmium 
nitrate were prepared.  Six solutions with concentrations 
of 30, 40, 50, 60,70 and 80 μgm/L of lead and cadmium 
were made with pH adjusted to 5 for lead and 3 for 
cadmium. Then adsorbent of 2.0 g for lead and 1.5 g 
for cadmium were added 50 mL of each solution which 
was agitated for half an hour. Later the concentration 
of the metals was analysed by AAS.

From the results, it was observed that banana 
peels were effective in removing cadmium 
compared to lead. 1 g of banana peels ad-
sorbed 5.71 g of cadmium and 2.18 g of lead. 
Max adsorption of cadmium was observed 
at pH 3 and for the lead at pH 5.

(Anwar et al. 
2010)

lead from water. Orange peels were collected from the juice 
shops in Dehradun, India. They were washed with water 
for removal of any dirt and dried in a hot air oven for 4 h at 
80oC and 6 h at 105oC (total of 10 hours). They were cut into 
pieces using a grinding machine and sieved to various sizes 
like 250 μm, 500 μm and 850 μm for the experimentation.

Preparation of Stock Solution

1000 ppm stock solution was prepared and diluted with dis-
tilled water to make standard solutions of 5 ppm, 10 ppm, 

15 ppm, 20 ppm and 25 ppm. The experiment was carried 
out using 10 ppm and 15 ppm stock solutions and rest were 
used as standards in atomic absorption spectroscopy.

Equipment and Chemicals Used

pH was checked by using a digital pH meter. The metal 
solution was taken and the exact selected size and dose of 
adsorbent was added and stirred using a magnetic stirrer at 
600 rpm for 30 min. The metal solution was given 2-h time 
for settling and filtered using a Waterman Filter paper of size 

Cont Table...
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400 micron.  The pH was adjusted to the required value (4, 
6, 8) using 0.1 N HCl or 0.1 N NaOH solutions.

Size of adsorbent: 250 μm, 500 μm, 850 μm

Dose: 0.5 g, 1 g and 2 g

Study of Process Parameters 

Effects of various parameters like adsorbent particle size, pH 
and dose were studied by keeping agitation speed at 600 rpm 
for 30 min constant. For studying the effect of one parame-
ter, the other three parameters were kept constant. Standard 
values of various heavy metals are mentioned in Table 2.

RESULTS AND DISCUSSION

It is observed that the removal efficiency increases with in-
crease in pH and is maximum at pH 7 and started decreasing 
from pH 8. The removal efficiency was tested at three dif-
ferent pH values starting from pH 4, pH 7 and pH 8. Anwar 
et al. (2010) mentioned that the pH of the stock solution is 
one of the most important factors that decides the extent of 
adsorption of heavy metal ions. As shown in Fig. 1, adsorp-

tion efficiency increases from pH 4 to pH 7 which is acidic 
and declined after pH 7 which is optimum pH. At lower pH, 
the hydrogen ions (H+) compete with heavy metal cations 
for active adsorption sites. But beyond the optimum pH, the 
adsorption sites will not be activated and metal cations will 
react with (OH-) ions and form metal hydroxide precipitate 
which makes adsorption uncertain (Anwar et al. 2010).

It was observed that at 0.5 g as the adsorbent dose 250μ 
size and pH 7, the maximum metal removal efficiency was 
observed, i.e. (97.87%) (Fig. 2). As the adsorbent size in-
creases, the available surface area for adsorption decreases 
and its available active sites decrease, thereby decreasing the 
metal removal efficiency (Fig. 3).

Same experiments were carried out by preparing 15 ppm 
lead concentration stock solution in 50 mL distilled water.

It was observed that for 10ppm metal concentration stock 
solution at 0.5 g as adsorbent dose and 250 μ size and pH 
7, the maximum metal removal efficiency was 97.87%, and 
for 15ppm metal concentration at 0.5 g as adsorbent dose 
and 250μ size and pH 7, the maximum metal removal effi-
ciency was 96.57% (Fig. 4). As the adsorbent size increases, 

 

Table 2: Drinking water standards: IS 10500:2012. 

S. No. Element Acceptable Limit µg/L ( BIS 

10500:2012) 

PEL µg/L (BIS 

10500:2012) 

1 Arsenic 10 50 

2 Cadmium 3 No relaxation 

3 Chromium 50 No relaxation 

4 Copper 50 1500 

5 Iron 300 No relaxation 

6 Lead 10 No relaxation 

7 Mercury 1 No relaxation 

8 Nickel 20 No relaxation 

 

RESULTS AND DISCUSSION 

It is observed that the removal efficiency increases with increase in pH and is maximum at pH 7 
and started decreasing from pH 8. The removal efficiency was tested at three different pH values 
starting from pH 4, pH 7 and pH 8. Anwar et al. (2010) mentioned that the pH of the stock solution 
is one of the most important factors that decides the extent of adsorption of heavy metal ions. As 
shown in Fig. 1, adsorption efficiency increases from pH 4 to pH 7 which is acidic and declined 
after pH 7 which is optimum pH. At lower pH, the hydrogen ions (H+) compete with heavy metal 
cations for active adsorption sites. But beyond the optimum pH, the adsorption sites will not be 
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Fig. 1: Removal Efficiency with respect to varying pH at 10ppm lead concentration, adsorbent 
size-250µm and adsorbent dose-0.5g. 
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Fig. 1: Removal Efficiency with respect to varying pH at 10ppm lead concentration, adsorbent size-250μm and adsorbent dose-0.5g.

Table 2: Drinking water standards: IS 10500:2012.

S. No. Element Acceptable Limit μg/L ( BIS 10500:2012) PEL μg/L (BIS 10500:2012)

1 Arsenic 10 50

2 Cadmium 3 No relaxation

3 Chromium 50 No relaxation

4 Copper 50 1500

5 Iron 300 No relaxation

6 Lead 10 No relaxation

7 Mercury 1 No relaxation

8 Nickel 20 No relaxation
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Fig. 2: Effect of adsorbent size for 10 ppm lead concentration at adsorbent dose-0.5g and pH 7. 

 

 

Fig. 3: Effect of adsorbent dose at adsorbent size-250µ and pH-7 on metal removal efficiency. 
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Fig. 3: Effect of adsorbent dose at adsorbent size-250μ and pH-7 on metal removal efficiency.
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Fig. 2: Effect of adsorbent size for 10 ppm lead concentration at adsorbent dose-0.5g and pH 7.

the available surface area for adsorption decreases and its 
available active sites decrease thereby decreasing the metal 
removal efficiency (Fig. 5).

CONCLUSIONS 

A total of 20 samples were collected and tested by atomic 
absorption spectroscopy. The following observations were 
made.

 1. The removal efficiency was found to mainly depend on 
adsorbent particle size, adsorbent dose and pH.

 2. The RPM of the magnetic stirrer was kept constant 
throughout (600 RPM for 20 mins). Particles having 

sizes in the range of 250-500 μm are expected to have 
greater adsorption tendencies as compared to larger 
particles because of the large surface areas of smaller 
particles allowing adsorption on the surface.

 3. The optimum pH range can be between 5 and 7 for 
maximum adsorption of lead using orange peels. The 
minimum adsorption can be expected to occur at a pH of 
3 because of its acidic nature. As the pH value increases, 
the adsorption capacity is also increased till a pH of 7 
and it may remain stable in case of a further increase 
in pH.

From the above study it can be concluded that instead 
of using harmful chemicals for the removal of heavy metals 
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Fig. 5: Effect of adsorbent dose at adsorbent size-250μ and pH-7 on metal removal efficiency at 15 ppm concentration.

from water, organic wastes such as orange peels, banana peels 
and rice husk can be used for the same. Detailed analysis 
of experimental data has been carried out for maximum 
adsorption capacity. It was found that maximum adsorption 
efficiency is at pH 7.
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ABSTRACT
The study on photodegradation of Brilliant Green dye was done by barium calciate nanoparticles 
(BaCaO2). The BaCaO2 was prepared by solution combustion synthesis. The analytical instruments 
like SEM, XRD, EDAX, and UV-absorption spectroscopy were employed for characterization. All the 
experiments were accomplished under various irradiation conditions such as sunlight, UV light and 
dark conditions. The obtained results examined the percentage of degradation capacity of BaCaO2 on 
Brilliant Green by differing the Brilliant Green concentration, pH and catalyst loading. The percentage of 
degradation was 98.93% in 20ppm of dye concentration at pH 6 with a constant catalyst concentration 
of 0.7g/100mL. This proves that the synthesized barium calciate nanoparticles are more efficient in 
removing Brilliant Green from the wastewater.   

INTRODUCTION

Recent industrial developmental activities are posing one 
or the other negative impacts on the environment, like the 
discharge of contaminants or discharge of coloured effluents 
directly into the environment. These coloured discharges 
impart severe pollution on the environment and cause health 
problems due to their toxicity and ability to sustain in nature 
(Arslan et al. 2000, Sauer et al. 2002). The dye effluents 
discharged into the water body decrease the aesthetic value 
of the water by colouring it. The sunlight penetration into 
the water body is blocked due to its colouring and inhibits 
the growth of useful biota (Yogendra et al. 2011). Due to low 
biodegradation characteristics and highly aromatic condition 
dyes have become prominent water pollutants (Madhusud-
hana et al. 2013, Daneshvar et al. 2004).

Recent studies have reported that wide ranges of metal 
oxide nanoparticles are being synthesized and their ap-
plications have made a unique contribution in the field of 
nanotechnology because of its unique and wide-ranging 
physicochemical properties (Di-Paola et al. 2003, Turchi et 
al.1990). Nowadays degradation of dye effluents using nan-
oparticles has attracted more attention of the scientific com-
munity (Mirkhani et al. 2009). The traditional methods like 
biological, physical and chemical are not so effective when 
compared to photocatalytic degradation. Advanced oxidation 

processes are promising alternatives for photodegradation 
of industrial effluents especially from the environmental 
point of view. Heterogeneous photocatalysis concentrates 
on the dissociation of dyes into simpler molecules of CO2, 
H2O and mineral acids by using metal oxide nanoparticles 
as catalysts (Vinodgopal et al. 1996, Movahedi et al. 2009). 
Hence, this work is a novel, simple and fast method to 
degrade the Brilliant Green dye by BaCaO2 nanoparticles 
under solar irradiation. 

MATERIALS AND METHODS

Brilliant Green is an easily available dye in the market 
(Sigma Aldrich, Mumbai, India (Fig. 1). The chemicals 
(99% A.R.), Ba(NO3)2, Ca(NO3)2 and NH2CONH2 were 
procured from Hi-Media Chemicals, Mumbai. Through 
visible spectrophotometer (Elico, SL 177) the absorbance 
was recorded at λmax.

Nanoparticles synthesis: BaCaO2 nanoparticles were 
prepared using solution combustion methodology by redox 
mixtures of stoichiometric amounts of metal nitrates and fuel.

3Ba(NO3)2 + 3Ca(NO3)2 + 10NH2CONH2
- = BaCaO2 + 

10CO2 + 20H2O + 16N2  …(1)

XRD: The XRD of BaCaO2 is displayed in Fig. 2 as stated by 
Debye Scherrer’s formula:
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 D = Kλ/β Cosθ …2

Where, K = Scherrer’s constant, λ =  X-ray wavelength, β 
=  peak width at half-maximum, θ =  Bragg’s diffraction angle

In this work, the finely divided sample of BaCaO2 by XRD 
studies was found to have a size varied from 25 nm to 60 nm 
with an average size of 40 nm.

SEM: Scanning Electron Microscope pictures of BaCaO2 nan-
oparticles have shown scattered crystals with irregular shapes. 
The magnified images also have shown a sharp-edged uneven 
texture of the different nanoparticles with strong bonding of 
nanoparticles over one another (Fig. 3).

UV-Vis spectroscopy: Optical absorption is a significant tool to 
get the optical energy band gap of the nanomaterials. The ele-
mental absorption related to the electron jump from the valence 
band to the conductivity band. The spectrum reveals that the 
BaCaO2 nanoparticle absorption in the visible radiation with a 
wavelength of 400 nm (Fig. 4). The value of optical band gap 
(OBG) was calculated from the TAUC’s relation:

Recent studies have reported that wide ranges of metal oxide nanoparticles are being synthesized and their applications 
have made a unique contribution in the field of nanotechnology because of its unique and wide-ranging 
physicochemical properties (Di-Paola et al. 2003, Turchi et al.1990). Nowadays degradation of dye effluents using 
nanoparticles has attracted more attention of the scientific community (Mirkhani et al. 2009). The traditional methods 
like biological, physical and chemical are not so effective when compared to photocatalytic degradation. Advanced 
oxidation processes are promising alternatives for photodegradation of industrial effluents especially from the 
environmental point of view. Heterogeneous photocatalysis concentrates on the dissociation of dyes into simpler 
molecules of CO2, H2O and mineral acids by using metal oxide nanoparticles as catalysts (Vinodgopal et al. 1996, 
Movahedi et al. 2009). Hence, this work is a novel, simple and fast method to degrade the Brilliant Green dye by 
BaCaO2 nanoparticles under solar irradiation.  

MATERIALS AND METHODS 

Brilliant Green is an easily available dye in the market (Sigma Aldrich, Mumbai, India (Fig. 1). The chemicals (99% 
A.R.), Ba(NO3)2, Ca(NO3)2 and NH2CONH2 were procured from Hi-Media Chemicals, Mumbai. Through visible 
spectrophotometer (Elico, SL 177) the absorbance was recorded at λmax. 

 

 
 

Fig. 1: Chemical structure of Brilliant Green. 
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Fig. 2: XRD of synthesized BaCaO2 nanoparticles. 
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 Fig. 3: Scanning Electron Micrographs of synthesized BaCaO2 nanoparticles.
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	 ahυ = B [hυ – Eg]n

 ‘hυ’ = photon energy, 

 ‘B’ = constant 

 ‘n’ = power factor. 

 OBG of the BaCaO2 nanoparticle was found to be 
3.57eV.

EDAX: The EDAX analysis confirms the presence of BaCaO2, 
carbon and oxygen in the nanoparticle sample. The vertical 
axis displays the number of x counts although, the horizontal 
axis displays energy in KeV (Fig. 5). The weight and atomic 
percentage (Table 1) of carbon, oxygen, calcium, and barium 
were found to be 17.87, 31.23, 12.59, 38.31 and 36.89, 48.41, 
7.79, 6.92 which correspond to the spectrum without impu-
rities peaks.

Experimental Procedure

Using UV-visible absorption studies, the degradation of dye 
solutions was carried out. The spectral data noted using a 
spectrophotometer (Systronic UV-Visible) with 350-800 

nanometre range. 492 nm was the maximum wavelength 
(λmax) of Brilliant Green. Solar irradiation is the main 
source for photocatalytic degradation experiments. The 
standard (20mg/L) dye solution was made by mixing 20 mg 
of Brilliant Green dye in 1 litre double distilled water. The 
dye solution then used for degradation experiments against 
BaCaO2 nanoparticle. Different parameters such as pH levels, 
dye concentration and BaCaO2 dosage were used to examine 
the degradation, and results were noted. pH balance of dye 
solution was maintained accurately by adding HCl or NaOH. 
Finally, the colour degradation percentage was calculated 
using the formula as follows.   

 
Decolorization

V V

V

t=
-

¥0

0

100

Table 1: Weight and atomic percentage of the elements in the barium calciate.

Element Weight % Atomic %

C 17.87 36.89

O 31.23 48.41

Ca 12.59 7.79

Ba 38.31 6.92

 

Fig. 3: Scanning Electron Micrographs of synthesized BaCaO2 nanoparticles. 
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Fig. 4:  UV-absorption spectra of synthesized barium calciate 
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Fig. 5:  Energy dispersive X-ray of synthesized BaCaO2 nanoparticles. 
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was calculated using the formula as follows.    
  

Decolorization = 
V0−Vt
V0  ×100 

 Where, V0 = initial absorbance of dye solution, Vt=  absorbance at time ‘t’ 

 

RESULTS AND DISCUSSION 

BaCaO2 Dosage 

BaCaO2 dosage varied between 0.1 g and 1 g/100mL of selected dye solution and tested for its efficiency. The BaCaO2 
with the size 40 nm has shown 98.35% degradation. Since the photodegradation for the selected dye solution was 
highly successful at 0.7g/100mL within 2 hours (120 minutes), further experiments were continued with the effective 
dosage of 0.7 g for all the remaining parameters. The results are shown in Fig. 6. 

The degradation of Brilliant Green was maximum at 0.7 g due to the availability of optimum active sites on BaCaO2 
surface area. In addition to this, the optimum sunlight into the solution and also a scattering of light by the catalyst also 
led to the photodegradation of the dye. Dosage level more than 0.7 g reduced the photodegradation due to overlying, 
overcrowding and collision with the ground state catalysts (Shanmugam 2006, Gandhi 2010, Thirugnanam 2017). 

 

 

Fig. 6:  Effect of catalyst concentration on Brilliant Green at 120 minutes (Brilliant Green=20 ppm, pH=6, BaCaO2). 
 
 
 
 

Hence, the dye molecules were degraded due to the high energy radicals formed in the reaction. 
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Fig. 6:  Effect of catalyst concentration on Brilliant Green at 120 minutes (Brilliant Green=20 ppm, pH=6, BaCaO2).

 Where, V0 = initial absorbance of dye solution, Vt=  
absorbance at time ‘t’

RESULTS AND DISCUSSION

BaCaO2 Dosage

BaCaO2 dosage varied between 0.1 g and 1 g/100mL of 
selected dye solution and tested for its efficiency. The Ba-
CaO2 with the size 40 nm has shown 98.35% degradation. 
Since the photodegradation for the selected dye solution was 
highly successful at 0.7g/100mL within 2 hours (120 min-
utes), further experiments were continued with the effective 
dosage of 0.7 g for all the remaining parameters. The results 
are shown in Fig. 6.

The degradation of Brilliant Green was maximum at 0.7 
g due to the availability of optimum active sites on BaCaO2 
surface area. In addition to this, the optimum sunlight into 
the solution and also a scattering of light by the catalyst also 
led to the photodegradation of the dye. Dosage level more 
than 0.7 g reduced the photodegradation due to overlying, 
overcrowding and collision with the ground state catalysts 
(Shanmugam 2006, Gandhi 2010, Thirugnanam 2017).

Hence, the dye molecules were degraded due to the high 
energy radicals formed in the reaction.

 Nanoparticles + hν → (e-CB + h+VB)  …1 

 e-CB + O2 → O2
•− …2

 H2O + O2
•− → OOH• + OH− …3

 2OOH•→ O2 + H2O2 …4

 O2
•− + Brilliant green → Brilliant green-OO• …5 

 O OH• + H2O + e-CB → H2O2 + OH− …6

Hydrogen peroxide can be generated in another path.

 H2O2 + e-CB → OH• + OH− …7 

 H2O2 + O2
•− → OH• + OH−+ O2 …8

OH• / O2
•−/ Nano-particles•+ + Brilliant green → Brilliant 

green degradation               …9 

pH Effect on Brilliant Green

For pH experiments, the range was set to 2, 4, 6, 8 and 10 for 
dye solutions. The degradation rate for the dye solutions has 
shown a remarkable increase from 97.36% to 98.93% with a 
pH change from 2-6 and a reduction up to 98.28% at pH 10 
(Fig. 7). An optimum degradation was achieved at pH 6. The 
time required to achieve the degradation was 120 minutes at 
the optimum dosage of 0.7g per 100 mL dye solution. 

As the dye is a cationic compound which is very efficient 
in forming OH· radicals in acidic solution, OH· radicals are 
the main source of oxidation in carrying out photocatalytic 
degradation of Brilliant Green. Either positive or negative 
charge generate on the catalyst surface due to amphoteric 
effect and this is greatly influenced by changing pH value 
(Khan et al. 2017). In this reaction, the optimum amount of 
OH· radicals were generated at pH 6 in the solution. Acidic 
condition of solution less than pH 6 has noted a reduction 
in degradation. The basic condition has an inhibition effect 
on Brilliant Green a cationic dye due to overproduction of 
OH· radicals (Xiang et al. 2012, Liu 1999).

Effect of Dye Concentration

Experiments were conducted by differing the Brilliant Green 
dye levels from 20-50 ppm. The results for BaCaO2 are 
98.93% for 20ppm, 93.39% for 30ppm, 88.7% for 40ppm 
and 87.36% for 50ppm, respectively (Fig. 8). This has proved 
that photodegradation capacity directly depends upon the 
concentration of dye solution. An increased path length at 
lower dye concentration directly influences the increased pho-
todegradation. At higher dye concentrations the path length 
reduces and hence less absorption of a photon by the catalyst. 
This results in a reduced photodegradation rate.
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Effect of Sunlight Irradiation

Under three different conditions, i.e. through sunlight alone, 
dye-dark-catalyst, dye-UV-catalyst and dye-sunlight-catalyst 
experiments were conducted to check the nanoparticle efficien-
cy. In sunlight alone, without catalyst, the photodegradation of 
Brilliant Green was noted almost nil. 98.93% of degradation 
achieved at dye-sunlight-BaCaO2 condition, 72% of degra-
dation recorded at the dye-UV light-BaCaO2 condition and 
54.04% degradation observed at dye-dark-BaCaO2 condition 
(Fig. 9). This clearly emphasizes the importance of different 
light conditions in the degradation of Brilliant Green dye. 

The efficient photodegradation requires both sunlight as 
well as photocatalyst. The formation of electron-hole on the 
catalyst surface requires excitation of semiconductors. The 
sunlight gives the excitation energy to the semiconductors and 
thus efficient break down of organic dye molecule is achieved 
(Byrappa et al. 2006.)

CONCLUSION

As per the results, synthesized BaCaO2 has been proved to 
be photocatalytic and efficient in mineralizing the Brilliant 

Green. The proposed photocatalytic method proved to be very 
effective for the degradation of Brilliant Green, an industri-
al dye. For the degradation experiment, we have achieved 
98.93% degradation at pH 6. With this result, we can say 
that the application of nano-sized materials is more suitable 
for degradation of dye effluents. This will certainly help in 
solving the problem of the textile effluent treatment process.
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The efficient photodegradation requires both sunlight as well as photocatalyst. The formation of electron-hole on the 
catalyst surface requires excitation of semiconductors. The sunlight gives the excitation energy to the semiconductors 
and thus efficient break down of organic dye molecule is achieved (Byrappa et al. 2006.) 

 

Fig. 9:  Effect of sunlight irradiation with respect to the dark condition and UV condition on photocatalytic degradation of Brilliant Green in 
120 minutes. 
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ABSTRACT
With the continuous emergence of environmental problems in recent years, governments of various 
countries attach great importance to the application of key core technologies such as energy conservation 
and efficiency, low carbon environmental protection, resource recovery and recycling. The implementation 
of environmental management concepts is emphasized such as clean production and energy efficiency. 
As a result, the environmental governance industry has achieved rapid development. However, under 
the impact of COVID-19, the operation and development of environmental governance industry may 
be restricted. To explore COVID-19 influence on the operating performance of China’s environmental 
governance industry, Dongzhu Ecological Environment was selected as the research object, and the 
operation performance of Dongzhu Ecological Environment was analyzed by using the factor analysis 
method. The results show that the operating performance of Dongzhu Ecological Environment gets up a 
lot, with the rise of the whole industry due to the epidemic. Additionally, some management implications 
were put forward that adopted by the environmental governance industry to better promote the coordinated 
development of economy, society and environment. 

INTRODUCTION

At the beginning of 2020, the new epidemic hit the whole 
world, severely cut off the flow of human, material, and 
resources, which brought a serious impact on China’s 
economy and enterprises. As the epidemic spreads around 
the world, epidemic prevention and control work is carried 
out in an orderly manner, and the economic situation has 
undergone major changes. The market pattern is divided, 
and enterprises are faced with serious challenges in resuming 
work. The epidemic has dealt a blow to China’s economy. 
Many cities in China have already begun blockades. It is 
difficult for workers to return to work, so they can only find 
jobs online, and enterprises cannot start to work offline. 
They have to bear certain rents and wages of employees and 
face severe challenges. As the epidemic situation in foreign 
countries is becoming more and more serious, especially the 
environmental management enterprises have been hit hard, 
and the impact of the epidemic on countries is sudden and 
long-term. Affected by the epidemic situation, the risk reso-
nance and risk spillover effects of consumption, investment, 
production price index, import and export trade, and other 
macroeconomic fields have been greatly improved, and the 
risk transmission path has changed significantly. 

In the face of the increasing demand for ecological 
and environmental protection, ecological repair should be 

focused on. The case study of Dongzhu Ecological Envi-
ronment focuses on the ecological wetland field with “water 
treatment” as the core, and it systematically provides custom-
ers with the whole industrial chain solutions of ecological 
environment construction and restoration engineering from 
the aspects of planning, design, procurement, construction 
and maintenance. At the same time, it adheres to the business 
optimization and upgrading strategy and seeks breakthroughs 
in other niche areas of ecological restoration. The enterprise 
actively and deeply distributed water ecological manage-
ment, mine rehabilitation and forest park projects, trying to 
gradually achieve the overall coverage of ecological rehabil-
itation industry and to improve its comprehensive strength 
and brand effect. In the current epidemic environment, it is 
of a certain value to ensure that environmental protection 
enterprises can effectively carry out their business, rapidly 
improve their business performance, and indeed make great 
efforts to improve the ecological environment and create a 
good living environment.

PAST STUDIES

In recent years, with the continuous emergence of 
environmental problems, environmental governance has 
increasingly received extensive attention from the government 
and all sectors of society. With the dual opportunities of 
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policy support and market demand-driven, the environmental 
governance industry has achieved rapid development, and 
scholars have also conducted extensive research on its operating  
performance. Zhu & Gong (2014) and Wang & Huang 
(2016) took environmentally friendly listed companies as 
research objects and found that their operating performance 
is at a low level through the DEA evaluation model. It’s 
negatively affected by the institutional environment in 
emerging markets (Alexandre & Renato 2020). Cheng 
& Yao (2018) evaluated the performance of ecological 
protection and environmental governance industry and 
found that the comprehensive performance of this industry 
shows a decreasing trend year by year, and indicators 
such as management costs, fixed assets and the number 
of employees did not reach the corresponding output 
level. Arrangement and operation rate of environmental 
protection equipment, number of R&D expenditure, 
environmental protection technology achievement awards, 
environmental investment, sewage charge were selected 
as evaluation indicators (Niu 2018, Ames et al. 2020).  
Discontinuous environmental events such as rewards and 
fines were regarded as indicators to reflect the accumulative 
performance of enterprises, and their environmental 
initiatives were reflected by the reputation index of 
enterprises (Baldo 2018). Due to defects and insufficiency 
of the traditional perspective of enterprise environmental 
performance evaluation, a new perspective was proposed 
based on the value chain theory to the internal value 
chain and external value chain of each link, respectively. 
Environmental performance evaluation and new evaluation 
system were built from three dimensions, namely evaluation 
index, evaluation method and environmental disclosure 
of value chain of environmental performance (Cardoso et 
al. 2019). Lv et al. (2018) believed that profitability and 
growth ability are the keys to improving the operating 
performance of listed companies in the environmental 
governance industry. He also proposed that the development 
of businesses in the form of operational projects can improve 
the environmental governance benefits and promote the 
diversification of profit models. Different scholars at home 
and abroad had put forward different evaluation methods 
for environmental performance evaluation. According to 
the summary of existing literature, the commonly used 
methods in domestic and foreign academic circles included 
analytic hierarchy process, data envelopment analysis, 
fuzzy comprehensive evaluation, grey relational degree, 
artificial neural network method and so on. Among them, 
the more subjective methods included AHP, and the more 
objective methods included data envelopment analysis, grey 
relational degree method (Niu 2007, Zhou & Huang 2018). 
Environmental performance evaluation of enterprises was 

put forward to combine enterprise goal establishment, with 
the management system and production management, and 
the key to choose environmental performance indicators 
and monitoring environmental activities and environmental 
performance evaluation was using the SPC technology 
to manage environmental performance, using the system  
capability index to monitor environmental risk, and analyzing 
the change of the risk to get the key area of environmental 
performance evaluation. The risk assessment method 
was adopted, the quantitative indicators of environmental 
performance evaluation were established. Different 
indicators had corresponding environmental risk assessment, 
which was used to identify the priority of indicators and the  
environmental factors (Schmidt & Sewerin 2019).

However, the existing studies on the operating performance 
of listed companies in the environmental governance industry 
mainly focus on a single dimension and lack systematic and 
comprehensive analysis. In the context of climate and social 
and ecological changes, the environmental governance industry 
faces higher challenges (Boyd 2018). Whether the business per-
formance of this industry is impacted by the influence of COV-
ID-19 and how the response effect is worth further exploring.

MATERIALS AND METHODS

Sample Selection and Data Sources

According to the listed companies published on the websites 
of Shanghai and Shenzhen stock exchanges in 2020, the study 
classifies the “environmental governance” listed companies and 
selects 12 ones as the research samples based on the availability 
of financial data of listed companies. Based on the data from 
2019 to mid of 2020, the financial performance of Dongzhu 
Ecological Environment is compared. This study mainly relies 
on the Wind information and the CSMAR database to collect 
data and standardize the variables to eliminate dimensions.

Modelling

The factor analysis method can be expressed by a mathe-
matical model, with the p variables x1, x2, ..., xp. The mean 
value after standardization is 0, and the standard deviation is 
1. x1, x2, ..., xp are expressed in linear form by using k(k<p) 
factors, namely, f1, f2, ..., fk .
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Equation (1) shows the linear equations of this method. The matrix expression is 

 (1)

Equation (1) shows the linear equations of this method. 
The matrix expression is
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 x = af + e′	 (2)

In the above formula, f is the factor, and the correlation 
coefficient fj(j = 1, 2, ..., k) is 0. a is the factor load matrix 
and aij = 1, 2, ..., p; j = 1, 2, ..., k) is the factor load. e′	is a 
special factor, which is independent of fj(j = 1, 2, ..., k) .

Index System Selection

Following the relevant provisions of the state-owned capital 
performance evaluation rules issued by the Ministry of finance, 
this study constructs a comprehensive evaluation index system 
of the financial performance of listed companies based on the 
principle of obtaining data objectively and comprehensively, 
drawing on the results of domestic and foreign scholars on 
financial performance evaluation (Table 1). Referring to Gu 
(2009), Zhang & Shen (2013), Tao et al. (2016) and Hou & 
Cao (2019), this study analyzes from the following aspects, 
solvency (liquidity ratio, quick ratio, asset-liability ratio), oper-
ational ability (turnover rate of accounts receivable, inventory 
turnover, the turnover rate of total assets), profitability (return 
on equity, return on invested capital, operating profit margin), 
growth ability (growth rate of total assets, the growth rate of 

net intangible assets, rate of capital accumulation).

RESULTS ANALYSIS

KMO and Bartlett Spherical Test

In this study, the KMO test and Bartlett spherical test are 
used to verify the correlation between the selected variables 
and explore whether they meet the factor analysis conditions. 
The test results show that the KMO values from 2019 to 2020 
are 0.506 and 0.502, respectively, which are both greater 
than 0.5. The significance probability p-value (sig=0.00) of 
Bartlett’s spherical test from 2019 to 2020 is 0.000, which 
all meet the test standards and can be factored in.

Factor Analysis 

The common factor is extracted, and the eigenvalue and 
contribution rate of the correlation matrix are obtained by 
using the rotation method of maximizing variance. The 
calculation results of the correlation matrix are provided in 
Table 2. It can be seen from the table that four eigenvalues 
meet the conditions from 2019 to 2020, and their cumulative 
variance contribution rate exceeds 75%.

Table 1: Operating performance evaluation index system construction of environmental governance industry.

Primary index Secondary index Calculation formula

Solvency Liquidity ratio Current assets/current liabilities

Quick ratio Quick assets/current liabilities

Asset liability ratio Total liabilities/total assets

Operational ability Turnover rate of accounts receivable Operating income/average balance of accounts receivable

Inventory turnover Operating cost/average inventory balance

Turnover rate of total assets Operating income/average balance of assets

Profitability Return on equity Net profit/average net assets

Return on invested capital Operating profit/invested capital before interest and after-tax

Operating profit margin Operating profit/revenue

Growth ability Growth rate of total assets Total assets growth of the year/total assets at the beginning of the year

Growth rate of net intangible assets Increase in net intangible assets/net intangible assets at the end of last year

rate of capital accumulation Ending owner’s equity/beginning owner’s equity

Table 2: Eigenvalues and the contribution rate of principal components.

Year Ingredients Extract sum of squares load Rotate sum of squares load

Cumulative variance  
contribution rate %

Total Contribution rate of vari-
ance %

Cumulative variance  
contribution rate %

2019 1 31.89 4.69 29.33 29.33

2 51.73 3.12 19.48 48.81

3 66.29 2.40 14.98 63.78

4 76.32 2.01 12.54 76.32

Mid of 
2020

1 32.07 4.02 25.10 25.10

2 50.71 2.96 18.51 43.61

3 64.76 2.31 14.42 58.03

4 74.28 1.80 11.23 69.25

5 81.23 1.73 10.81 80.06

6 87.70 1.22 7.64 87.70



1692 Zhaohua Leng

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

Model calculation: This study adopts the regression analysis 
method to calculate the scores of principal factors F1, F2, F3 
and F4, which represent profitability, debt repayment, growth 

and anti-risk ability. After taking the common factor rotation, 
the variance contribution rate is taken as the weight, and the 
weighted sum is sorted. 

  
                  

 

Calculation results: Table 3 shows the comprehensive scores 
and rankings of the financial performance of listed companies 
in the environmental governance industry from the beginning 
of 2019 to June 2020. From the comprehensive score, it can 
be seen that different strategic choices under the epidemic 
situation of Dongzhu ecological environment have had a 

Table 3: Comprehensive score and ranking of the financial performance of listed companies in environmental treatment industry from 2019 to mid of 2020.

Period Name Stock code F1 F2 F3 F4 F5 F6 Comprehensive 
score

Ranking

2019 Wangneng Environment 002034 1.328 0.347 0.220 2.242 1.010 1

Lvyin Ecology 002887 0.824 -0.591 0.069 -0.447 0.106 2

Kerong
Environment

300152 0.191 -0.077 0.489 -0.455 0.075 3

Sanfeng Environment 601827 -0.919 0.773 -0.170 1.323 0.028 4

Tus Environment 000826 0.612 -0.426 -0.340 -0.321 0.007 5

Weiming Environment 603568 0.037 -0.396 0.573 -0.332 -0.029 6

Guozhen Environment 300388 0.095 -0.256 0.300 -0.374 -0.031 7

Poten Environment 603603 -0.196 -0.037 -0.037 0.121 -0.072 8

Dongzhu Ecological 
Environment

603359 0.278 -0.935 0.078 0.188 -0.086 9

Hanlan Environment 600323 -0.007 -0.364 -0.011 -0.373 -0.159 10

Misho Ecology 300495 -0.228 -0.001 0.142 -0.624 -0.163 11

Yonker Environmental 
Protection

300187 0.020 -0.305 -0.097 -0.449 -0.163 12

Mid of 
2020

Lvyin Ecology 002887 2.151 -0.033 1.705 3.183 1.753 0.751 1.575 1

Sanfeng Environment 601827 -0.693 0.034 4.242 -0.257 0.030 -0.395 0.442 2

Kerong
Environment

300152 0.690 1.447 -1.596 0.230 0.418 0.732 0.384 3

Dongzhu Ecological 
Environment

603359 1.044 -0.388 0.667 0.597 -0.140 -0.586 0.334 4

Wangneng Environment 002034 0.231 0.598 -0.592 1.514 -0.239 0.001 0.259 5

Weiming Environment 603568 -0.385 1.613 -1.644 0.661 1.173 0.471 0.230 6

Tus Environment 000826 1.738 -0.044 0.276 -2.903 -0.440 0.547 0.155 7

Hanlan
Environment

600323 0.647 -0.596 0.696 -0.291 0.154 -0.045 0.151 8

Guozhen Environment 300388 -0.445 0.715 -0.303 0.965 0.383 -0.082 0.137 9
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Poten Environment 603603 0.601 0.202 -0.283 -0.031 -0.143 -0.488 0.104 11

Misho Ecology 300495 -0.195 0.407 -0.146 0.874 -0.131 -0.095 0.093 12

greater impact on financial performance. In recent years, its 
financial performance has maintained rapid growth, and it 
gets better when the epidemic is controlled.

The empirical analysis concludes that despite the im-
pact of the epidemic, the sales level of Dongzhu Ecological  
Environment has declined, as long as it adopts appropriate 
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cost reduction and sales strategies to produce products in 
response to the needs of the masses under the epidemic 
situation, the company can still reverse the market situa-
tion. After the epidemic, the group will far exceed the same 
industry group.

According to the factor analysis of listed companies 
in the environmental governance industry, Dongzhu 
Ecological Environment’s internal resource capacity has 
met the relevant diversified strategic model. Based on the 
above comprehensive evaluation of financial performance, 
it can be concluded that its cost control and precision 
sales strategy can effectively resist the overall downward 
risk of the industry. Since the outbreak of the epidemic in 
2020, its cost-control strategy has successfully seized rare 
opportunities for enterprises and achieved the reverse trend 
of financial performance. Combined with the quantitative 
and qualitative characteristics, it can be concluded from big 
data analysis that Dongzhu Ecological Environment’s series 
of measures to rational production, reducing the expenses 
and production costs, and improving the inventory turnover 
rate. It is in line with the development requirements of the 
environmental governance industry.

Management Implications

Full play should be given to its first-mover advantage in the 
field of ecological wetland restoration, to focus on its main 
business, and vigorously expands the market. At the same 
time, enterprises should actively deploy water ecological 
management, mine restoration and forest park projects to 
gradually achieve comprehensive coverage of the ecological 
restoration industry and enhance comprehensive strength 
and brand effect. Innovative business cooperation models 
should be actively explored, to seek comprehensive and 
in-depth cooperation opportunities with local design and 
construction companies with strong comprehensive strength. 
Through taking advantage of the partners’ local advantages 
to jointly contract high-quality projects, enterprises’ business 
development capabilities are expected to be further enhanced.

Resource integration of the industrial chain should be 
actively laid out, to explore opportunities for optimizing and 
upgrading the industrial chain in the field of ecological and 
environmental protection. Under the premise of the continu-
ous and steady growth of the main business scope, plans are 
needed for the supplement of qualifications, to explore the 
extension of business opportunities in mine management and 
soil remediation. At the same time, business models should be 
actively explored in the field of ecological cultural tourism.

Through improving the corporate risk control mechanism, 
enterprises can actively improve the risk control mechanism 
and strengthen the construction of risk control departments. 

The first of the three tough battles is to “resolutely fight 
against major risks”. The country must guard against risks, 
and enterprises must also guard against risks. Especially in 
the landscape engineering industry where enterprises are 
located, expansion capability of engineering business scale 
depends to a certain extent on the capital turnover, and 
financial risks are related to the sustainable development 
of the engineering construction business. Great importance 
should be attached to the construction of risk control 
department. The risk control centre may consist of the 
management department, final accounts review department, 
receivable clearing department, and general department. 
Employees are composed of professionals in law, auditing, 
fund management, finance, and business. To ensure the 
high quality of enterprises’ contracted projects and to avoid 
the high risks of the project, steady and healthy growth of 
enterprises’ performance can be escorted.

Internal environmental governance should be optimized, 
to improve the environmental governance level. On the one 
hand, enterprises must implement standardized management, 
act in strict accordance with relevant rules and regulations, 
integrate environmental governance into the entire internal 
operating process, and strengthen environmental governance 
from all aspects of the enterprise. On the other hand, enter-
prises must formulate an effective environmental supervision 
system, reward and punishment system to restrict and super-
vise their daily environmental governance behaviours, and 
then establish a complete environmental governance system 
to optimize internal environmental governance. Besides, 
enterprises must strengthen the learning of environmental 
governance, carry out corresponding environmental protec-
tion education and training, cultivate employees’ awareness 
of environmental protection and responsibility, and realize 
green and sustainable development.

CONCLUSION

Environmental governance is an important industry in the 
development of the national economy, which has important 
practical significance in the effective use of energy, reduction 
of environmental pollution, prevention of environmental 
emergencies and other aspects. This study takes Dongzhu 
ecological environment as the research object and analyzes its 
operating performance. The main conclusions are as follows: 
(1) under the impact of the COVID-19 epidemic, Dongzhu 
ecological environment has good risk response-ability and 
growth ability and has realized the overall business perfor-
mance rising against the trend. (2) For listed companies in 
the environmental governance industry, resource advantages 
should be made full use to layout integration of industrial 
chain resources. Then, risk control mechanism should be 
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explored and the relative system must be established, with 
optimizing internal environmental governance, to achieve 
sustainable growth of operating performance.
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ABSTRACT
In this study, the ejector installation has been designed and processed according to the plan and further 
investigated the effect of the ejector’s performance on reducing air pollutants in a welding chamber. 
This is done after gas and dust particles appear during the welding process. The measurement of air 
pollutants was carried out in two conditions. The first condition during the welding process was without 
using the ejector and the second condition is when the welding process continues and the ejector runs 
simultaneously. The measurements were made for carbon monoxide (CO) gas, nitrogen monoxide 
(NO) gas and total suspended particles. The ambient gas sampler was used in measuring CO and NO 
gases, while the Staflex air sampler measures dust particles. The results show that when the ejector 
is run or in the second condition, carbon monoxide and nitrogen monoxide and total dust particles are 
lower in concentration compared to the situation when the ejector is not running. 

INTRODUCTION

The rapid industrialization over the past two decades has 
caused many problems in the environment, including air 
pollution whose influence has started to be felt and even be-
come a pivotal problem today and certainly requires special 
attention in the development of a country (Lima et al. 2009), 
including in the City of Makassar, South Sulawesi Province. 
It is one of the cities in Indonesia which has air pollution 
trends increasing from year to year (Sattar et al. 2012, Sattar 
et al. 2019). The increasing number of the population is not 
only happening in developed countries but also in developing 
countries that have caused widespread air pollution (WHO 
2005). Urban air pollution affects the health, well-being and 
lives of hundreds of millions of people, women and children 
every day in Asia. It was reported that outdoor air pollution 
causes around 537,000 deaths annually, indoor air pollution 
causes more than double the number of deaths (WHO 2002); 
this means that indoor pollution causes a greater impact than 
outdoor pollution especially in indoor activities that directly 
produce gases and particles (dust) which are quite dangerous 
for those exposed.

Based on the discoveries of historical objects, it can be 
seen that the technique of connecting metal known today 
with welding has been known since prehistoric times, for 

example, the contrasting of copper-gold alloy metal and 
lead-tin disordering. According to the information, it has 
been known and practised in the span of 4000 to 3000 years 
BC and alleged sources of heat come from burning wood and 
charcoal. In the 19th century, welding technology developed 
rapidly due to the use of electrical energy (Suharno 2008). 
According to Deutsche Industrie Normen (DIN), welding is 
a metallurgical bond on alloy metal joints that is carried out 
in hot and liquid conditions, further explained that welding 
is a process where the same material and type are combined 
together so that a connection is formed through the chemical 
bonds produced from the use of heat and pressure (Suharno 
2008). Since there is a heat source, it will produce gases and 
particles where the gases that arise are dust (particles) in large 
welding fumes ranging from 0.2 µm to 3 µm. The chemical 
composition of welding smoke dust depends on the type of 
welding and electrodes used. When the hydrogen type elec-
trode is low, there will be fluorine (F) and potassium oxide 
(K2O) in smoke dust. In electric arc welding without gas, the 
smoke will contain a lot of magnesium oxide (MgO). The 
gases that occur during welding are carbon monoxide (CO), 
carbon dioxide (CO2), ozone (CO3) and nitrogen monoxide 
gas (Wiryosumarto & Okumura 2004). In line with that when 
the welding process takes place, there are dangerous gases 
which need to be considered such as carbon monoxide gas 
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(CO). This gas has a high affinity for haemoglobin (Hb) 
which will reduce the absorption of oxygen, and the condition 
of the total suspended particles (TSP) also needs attention 
in the welding room (Harsono 1996).

In the effort to minimize the gases and harmful particles 
that arise in the room when welding takes place, a system 
or tool is required that can reduce gases or particles that 
occur. One method that can be done is by using the ejector 
method. The projector has succeeded used for polluted gas 
cleaning applications over the past few decades because of 
their ability to handle gases containing pollutants such as 
vapour, gas and solid/liquid aerosols up to 0.1 µm (Dutton 
et al. 1982, Subramarian et al. 2006). In line with this, it was 
stated that the ejector is one of the most important devices 
used in the industry. This device has two main tasks. One is 
to make a vacuum and remove gas and the other is to mix it 
in liquid. One of the tasks above or both can be considered 
in designing and using an ejector (Stefan & Hamjak 2008, 
Gamisansa 2002). In general, the main function of the ejector 
is to achieve maximum secondary flow in each of the main 
operating conditions given and to compress entangled masses 
in the ejector to the necessary release conditions (Chou 1996).

Based on this description, we will investigate in this study 
whether there is a reduction in the concentration of gases 
and particles in the air that arise specifically carbon mon-
oxide (CO), nitrogen monoxide (NO) and total suspended 
particles (TSP) with tools that have been designed with the 
ejector method.

MATERIALS AND METHODS

Ejector Installation

The design of the ejector installation consisting of several 
core components such as cylindrical joints, reservoirs and 

other components has been done and completed the instal-
lation as shown in Fig. 1.

Tools and Procedure Sampling

The implementation of the study is to examine the extent of 
the influence of the ejector tool that has been designed and 
made but will require direct testing to the actual environment, 
namely the industrial environment. As a testing phase, this 
tool is carried out in the student’s welding practice room 
at the Makassar Industrial Engineering Polytechnic (ATI) 
Makassar, with the consideration that in the welding room 
when welding takes place there will be a range of air condi-
tions with bad air condition, which certainly has an impact 
on welders or students who temporarily practice welding.

The entire air sampling process uses tools from the 
Environmental Engineering Centre and Makassar Class I 
Disease Control whose equipment is available and sufficient 
for sampling and also for the analysis of air samples that have 
been taken. The tool used for sampling air for gas is Ambi-
ent Gas Sampler (Impinger Model: MD-51MP), while TSP 
samples are used by the Staflex Air Sampler tool. Sampling 
was carried out in two air test conditions, namely:

 1. Condition I (Ejector OFF): Retrieval and analysis of air 
samples when welding practices are taking place but 
the ejector has not operated. The data generated are as 
a control to see how much influence the ejector has.

 2. Condition II (Ejector ON): Retrieval and analysis of air 
samples while ongoing welding practices and temporar-
ily operated ejectors. Data generated will be compared 
with the data generated in the condition I.

Sampling Implementation Procedures 

Supply installation equipment systems with electric power, 
throat length used was 30 cm (Saini et al. 2018). The pump 

 
 
 

 

 

 

 

 

 
 
 

Fig. 1: Ejector installation design results. 
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engine (5) was operated to fill the reservoir (4). The valve 
(9) and valve (10) were opened and the valve (3) was closed 
until the cylinder (2) can be fully charged. The valve 9 and 
valve 10 were closed after the cylinder 2 was filled. The initial 
height of the reservoir water level (4) was measured and the 
ejector was run by the opening valve (3) and valve (10) so that 
the water is circulated continuously. The vacuum value was 
measured in the vacuum gauge (8) after opening the valve 
(10). Notes were taken and the level of water in the reservoir 
(4) was maintained. The throat ejector (3), which is 30 cm 
long, was set and used based on the results of previous tests. 
The ambient gas sampler tools and Staflex air samplers were 
operated and the time to start operating the tool in this step 
was recorded. Sampling tools were operated for 60 minutes, 
with three sampling times at 9-10, 10-11, 13-14 (in the case 
of students while doing welding, such as conditions when 
taking samples without running an ejector). After enough 
time, the ejector and the sampler were stopped. Air samples 
were taken to the BTKL-PP Laboratory for analysis.

RESULTS AND DISCUSSION

The air measurements in the welding room for carbon mon-

oxide are shown in Fig. 2. With the ejector condition not 
yet executed (OFF) the sampling at 9-10 a.m. showed CO 
concentrations of 2,384 ppm, at 11-12 a.m. of 2.43 ppm, and 
at 1-2 p.m. of 2,425 ppm. When the ejector is ON, at 09-10 
a.m. CO concentration was 2,378 ppm, at 11-12 was 2.41 
ppm, and at 1-2 p.m. was 2.39 ppm. Concentration when the 
ejector is carried out at all hours, the nine samples show a 
decrease in concentration, which more noticeably decreased 
at 1-2 p.m. This means that the longer the ejector is executed, 
the more carbon monoxide in the indoor air will be.

Based on the results of the air test for the nitrogen mon-
oxide is shown in Fig. 3. With OFF ejector conditions at 
sampling at 9-10 a.m., NO concentration was 0.003 ppm, 
at 11-12 a.m. it was 0.004 ppm, while at 1-2 p.m. the con-
centration was 0.0045 ppm. Meanwhile, on the ejector ON 
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with the ejector not running, at 9-10 a.m. TSP concentration 
of 0.155 mg/m3 was obtained, 11-12 a.m. it was 0.156 mg/
m3, while at 1-2 p.m. the concentration was 0.158mg/m3. 
While the results of TSP measurements on the condition 
of the ejector ON at 9-10 a.m., the TSP concentration was 
0.152mg/m3, at 11-12 a.m. it was 0.149mg/m3, while at 1-2 
p.m. the concentration was 0.147 mg/m3. There appears to 
be a decrease in TSP concentration when the ejector was 
run, also like carbon monoxide, a reduction was seen at 1-2 
p.m. sampling.

Based on the graphs of the data shown in Fig. 2 and Fig. 4, 
it seems that there are differences that can be observed, name-
ly in the carbon monoxide, where the highest concentration 
in the sampling hours is at 11-12 a.m. both when the ejector 
is not executed and when the ejector is executed. Whereas 
in TSP measurements it appears that when the ejector has 
not been executed, the trend of TSP concentration appears 
to increase, and when the ejector is carried out, the total dust 
concentration (TSP) trend is decreasing. From both CO and 
TSP measurements, it appears that the total dust concentra-
tion decreases more (suspended particles) due to the effect 
of the ejector (4.47 %), compared to carbon monoxide (CO) 
(0.78 %). One reason is that the particles have heavier mass 
than CO. In addition to larger sizes, the particles themselves 
can be categorized by diameter. If the diameter is smaller 
or equal to 2.5 microns, it is categorized as fine particles, if 
the diameter is between 2.5-10 microns it is categorized as 
coarse particles, whereas when the diameter is greater than 
10 microns it is called total dust or total suspended particles 
(Sattar et al. 2014). The finer the particles have a higher 
impact on respiratory health (Rashid et al. 2014).

CONCLUSIONS

In this study, the reduction and recovery of pollutant gases 
and total dust have been carried out by sucking from the air 

by vacuum into a tube. Then the pollutant gases and particles 
are being sent into water that continues to circulate. The 
conclusions in this study are: There is a reduction in the 
concentration of carbon monoxide gas and total suspended 
particles by the operation of the ejector. The longer the ejector 
is operated, more the carbon monoxide and total suspended 
particles will be reduced. Compared to carbon monoxide 
gas, the concentration of total suspended particles appears to 
have a greater degree of reduction in all hours of sampling. 
The greater the vacuum, the higher will be the ability to 
reduce the concentration of carbon monoxide gas and total 
suspended particles.

ACKNOWLEDGEMENT

This research was carried out with funding support from the 
Directorate of Research and Community Service (DRPM) of 
the Ministry of Research, Technology and Higher Education 
through the Ujung Padang Polytechnic Unit of Research and 
Community Service (UPPM), therefore, we extend our full 
appreciation and gratitude to them.

REFERENCES
Chou, S. K. 1986. Experimental studies on an air-air jet exhaust pump. 

ASHRAE Transactions. 4: 497-506.
Dutton, J. C., Mikkelsen, C.D. and Addy, A. L. 1982. A theoretical and 

experimental investigation of the constant area, supersonic-supersonic 
ejector. AIAA Journal, 20: 1392-1400.

Gamisansa, X., Sarrab, M. and Lafuente, F. J. 2002. Gas pollutants removal 
in a single and two-stage ejector venturi scrubber. Journal of Hazardous 
Materials, B90: 251-266.

Harsono, 1996. Technology of Welding Metal. Pradya Paramita Press, 
Jakarta.

Lima, E.A.P., Guimaraes, E.C., Pozza, S.A., Barrozo, M.A.S. and Coury, 
J.R. 2009. A Study of atmospheric particulate matter in a city of the 
central region of Brazil using time-series analysis. Int. J. Environment 
Engineering, 1: 1-9.

Rashid, M., Yunus, S., Mat, R., Baharun, S. and Lestari, P. 2014. PM10 

Based on the air measurement results in the welding room for the total suspended particles as shown in Fig. 4, with 

the ejector not running, at 9-10 a.m. TSP concentration of 0.155 mg/m3 was obtained, 11-12 a.m. it was 0.156 mg/m3, 

while at 1-2 p.m. the concentration was 0.158mg/m3. While the results of TSP measurements on the condition of the 

ejector ON at 9-10 a.m., the TSP concentration was 0.152mg/m3, at 11-12 a.m. it was 0.149mg/m3, while at 1-2 p.m. 

the concentration was 0.147 mg/m3. There appears to be a decrease in TSP concentration when the ejector was run, 

also like carbon monoxide, a reduction was seen at 1-2 p.m. sampling. 

 

 

 

 

 

 

 

 

 

 
Fig. 4: Graph of TSP concentration in the air when the ejector is OFF and ON. 

 
Based on the graphs of the data shown in Fig. 2 and Fig. 4, it seems that there are differences that can be 

observed, namely in the carbon monoxide, where the highest concentration in the sampling hours is at 11-12 a.m. 

both when the ejector is not executed and when the ejector is executed. Whereas in TSP measurements it appears that 

when the ejector has not been executed, the trend of TSP concentration appears to increase, and when the ejector is 

carried out, the total dust concentration (TSP) trend is decreasing. From both CO and TSP measurements, it appears 

that the total dust concentration decreases more (suspended particles) due to the effect of the ejector (4.47 %), 

compared to carbon monoxide (CO) (0.78 %). One reason is that the particles have heavier mass than CO. In addition 

to larger sizes, the particles themselves can be categorized by diameter. If the diameter is smaller or equal to 2.5 

microns, it is categorized as fine particles, if the diameter is between 2.5-10 microns it is categorized as coarse 

particles, whereas when the diameter is greater than 10 microns it is called total dust or total suspended particles 

(Sattar et al. 2014). The finer the particles have a higher impact on respiratory health (Rashid et al. 2014). 

 
CONCLUSIONS 

In this study, the reduction and recovery of pollutant gases and total dust have been carried out by sucking from the 

air by vacuum into a tube. Then the pollutant gases and particles are being sent into water that continues to circulate. 

The conclusions in this study are: There is a reduction in the concentration of carbon monoxide gas and total 

suspended particles by the operation of the ejector. The longer the ejector is operated, more the carbon monoxide and 

total suspended particles will be reduced. Compared to carbon monoxide gas, the concentration of total suspended 

particles appears to have a greater degree of reduction in all hours of sampling. The greater the vacuum, the higher 

will be the ability to reduce the concentration of carbon monoxide gas and total suspended particles. 

ACKNOWLEDGEMENT 

Fig. 4: Graph of TSP concentration in the air when the ejector is OFF and ON.



1699EJECTORS FOR INDOOR AIR POLLUTION REDUCTION IN WELDING ROOM 

Nature Environment and Pollution Technology • Vol. 19, No. 4, 2020

black carbon and ionic species concentration of urban atmospheric 
in Makassar of South Sulawesi Province, Indonesia. Atmospheric 
Pollution Research,  5: 610-615. doi: 10.5094/APR.2014.070.

Saini, M., Nur, R., Yunus, S. and Ibrahim, 2018. The influence of throat 
length and vacuum pressure on air pollutant filtration using ejector. 
AIP Conference Proceedings. doi.org/10.1063/1.5042939.

Sattar, Y., Rashid, M., Ramli, M. and Sabariah, B. 2014. Black carbon and 
elemental concentration of ambient particulate matter in Makassar 
Indonesia. IOP Conf. Series: Earth and Environmental Science, 18: 
012099, doi: 10.1088/1755-1315/18/1/012099.

Sattar, Y., Rashid, M., Mat, R., Baharun, S. and Man, H.C. 2019.  
Characteristics of the PM10 in the urban environment of Makassar, 
Indonesia. Journal of Urban and Environmental Engineering, 13(1): 
198-2017: doi: 10.4090/juee. 2009. v13n1.198207.

Sattar, Y., Rashid, M., Mat. R. and Puji, L. 2012. A preliminary survey 
of air quality in Makassar City South Sulawesi Indonesia. Jurnal 

Teknologi (Sciences & Engineering), 57:123-136. 
Stefan, E. and Harnjak, P. 2008. Ejector refrigeration: An overview of 

historical and present developments with emphasis on air-condition-
ing applications. International Refrigeration and Air Conditioning 
Conference, U.S.A., 1-8. 

Subramarian, G., Natrajan, S.K., Adhimolane, K. and Natarajan, A.T. 
2006. Comparison of numerical and experimental investigation of 
jet ejectors with blower. International Journal of Thermal Science, 
84: 134-142.

Suharno, 2008. Principles of Welding Metal and Mettalurgy. UNS Press. 
Surakarta, Indonesia.

WHO 2002. The World Health Report 2002: Reducing Risks, Promoting 
Health Life. WHO, Geneva.

WHO 2005. Indoor Air Pollution and Health, Bonn.
Wiryosumarto, H. and Okumura, T. 2004. Technology of Welding Metal. 

Pradaya Paramita Press, Jakarta.



Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

www.neptjournal.com1700



Study on Quantification Method for the Risk of Soil-Plant-Human System 
Environmental Pollution Caused by Sewage Irrigation in Agriculture 
Xin Huang† and Lin Qiu
School of Water Resources, North China University of Water Resources and Electric Power, Zhengzhou, Henan, 450046, 
China
†Corresponding author: Xin Huang; huangxin0013@163.com

ABSTRACT
Long-term sewage irrigation can cause accumulation of contaminants in soil, which imposes severe 
damages to soil and plants and further triggers many chronic diseases in human bodies via the food 
chain. In this paper, the effect of sewage irrigation on changes in concentration of contaminants in 
soil and its relationship with the concentration of contaminants in the main agricultural plants are 
discussed, and a health risk assessment is performed on the contaminant exposure suffered by 
people in the sewage irrigation area. Based on this, an environmental pollution risk model for the 
soil-plant-human system was established for research on the acceptable irrigation concentration of 
contaminants in sewage and the safe service period of sewage irrigation. A practical example adopted 
in this paper proves that arsenic pollution caused by sewage irrigation to soil-plant-human body system 
in the irrigation area imposes a comprehensive risk degree of 0.40, the acceptable arsenic irrigation 
concentration is 0.086mg/L and the safe service period for this irrigation area is 150 years. Thus, 
the reclaimed water shall be subject to innocuous disposal under scientific guidance for agricultural 
irrigation. 

INTRODUCTION

With the rapid development of Chinese economy and increas-
ingly improved living standards, water used for irrigation 
is growingly reduced due to the excessive industrial and 
domestic water demand, which causes a growing shortage of 
water used for agriculture (Bibliometric 2016). It has been a 
general practice in China that sewage was used for irrigation, 
which can provide fertilizer resources. Nevertheless, due to 
poor sewage processing capacity, high sewage processing 
cost and low awareness of environmental protection, a large 
volume of sewage that fails to pre-processing is used for 
irrigating farmland, significantly damaging water quality and 
causing environmental pollution (Zeng et al. 2015, Jiang et 
al. 2017). In recent years, scholars have made great efforts 
into studies of environmental pollution caused by sewage 
irrigation (Liu et al. 2015, Liu et al. 2016, Wu et al. 2018).

In this paper, the author will make a discussion over the 
effect of concentration of contaminants in sewage used for ir-
rigation, on changes in concentration of contaminants in soil, 
the correlation between the concentration of contaminants 
in soil and those in the main agricultural plant. According 
to a survey performed on habits of people in sewage irriga-
tion area, a quantification analysis on the process that how  
people are exposed to contaminants in the environment and a 

supporting health risk assessment has been performed, based 
on which, an environmental risk pollution model for the 
soil-plant-human system was established, whereby a study 
on the acceptable irrigation concentration of contaminants 
in sewage and the safe service period of sewage irrigation 
is made.

MATERIALS AND METHODS

Heavy Metal Accumulation in Soil Due to Sewage 
Irrigation in Farmland

The annual accumulation of heavy metals (annual residue) 
in soil is calculated with the formula (1):

 W = K（B+R）	 …(1)

Where, W is the annual accumulation of the heavy metal 
in soil, mg/kg; B is the soil background value, mg/kg; R is 
the annual input of the contaminant into soil, mg/kg; K is the 
annual residual rate of the contaminant in soil, %.

Given the fact that historically annual production of pol-
lution sources has been stable, the changes in heavy metal 
concentrations in local soil can be regarded as increasing in 
arithmetic progression. In the case that annual input of the 
contaminant into the soil is inaccessible and experimental 
data from local pot planting and community simulations are 
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not available, formula (2) can be used to predict the accumu-
lation of the contaminant within a certain year and the safe 
service period during which sewage irrigation is tolerant in 
soil (Huang & Qiu 2017).

 W = Nw·x+W0，n = (Si－W0)/x，x = (W0－B)/N0  …(2)

Where, W is the predicted accumulation of the 
contaminant in soil within certain years, mg/kg; Nw is the 
predicted sewage irrigation period; x is the annual increment 
of the contaminant in soil, mg/kg; W 0 is the accumulation of 
the contaminant in the soil in the current year, mg/kg; n is the 
safe period; Si is the environmental standards for soil, mg/
kg; B is the soil background value, mg/kg; N0 is the period 
amid which sewage irrigation has been applied.

Heavy Metal Concentration in Agricultural Plants 
Irrigated by Sewage

Reports from many scholars indicate that in a certain area, 
heavy metal concentration in the agricultural plants is corre-
lated with heavy metal concentrations in soil (Li 2002, Liu & 
Jiang 2004, Li et al. 2006). In this study, correlation analysis 
has been performed on concentrations of heavy metals in 
soil from each sampling site and the concentrations of heavy 
metals in the main agricultural plants.

Health Risk Assessment on Heavy Metal Exposure in 
Sewage Irrigation Area

The lifetime risk of chronic heavy metal poisoning imposed 
on people in sewage irrigation area (G) is characterized by 
three indicators, i.e., reference dose of heavy metal accu-
mulation (GfM), lifetime accumulation of heavy metal in 
people in sewage irrigation area (Ulifetime) and prevalence 
rate of heavy metal poisoning (P), as below:
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Where, Udiet (lifetime) is the lifetime exposure of heavy meal 
in diet for people in sewage irrigation area; S(i,j) is the total 
intake of food j in the year i, kg/a; h(i, j) is the heavy metal 
concentration in food j in the year i, mg/kg.

By performing epidemics surveys on arsenic poisoning 
of people in sewage irrigation area, and analysing people’s 
cumulative exposure to arsenic, some scholars (Shang et al. 
2002) have summarized the relationship between prevalence 
rate of arsenic poisoning in people (P, %) and the cumulative 
exposure of arsenic (U, mg).

Quantification Model for Risk Caused by Sewage 
Irrigation on the Soil-Plant-Human and Analysis of 
Safe Period and Acceptable Irrigation Concentrations 
of Heavy Metals in Soil

After analysing the health risk caused by exposure to heavy 
metals, authors have further established a quantification mod-
el to study the environmental risk of heavy metal pollution 
on the soil-plant-human system in sewage irrigation area, as 
described in formula (4):

 Ms = G /[M]  …(4)

Where, Ms is the risk degree of pollution on the soil-
plant-human system caused by sewage irrigation; [M] the 
permissible risk degree. Ms ≥ 1 means that the concentration 
of heavy metal in the sewage used for irrigation exceeds 
the environmental tolerance limit for such heavy metal and 
irrigation of farmland with this sewage will cause pollution 
of the soil-plant-human system; Ms < 1 means that the risk 
of soil-plant-human system pollution caused by a heavy 
metal contained in sewage used for irrigation is acceptable.

Given the said study on the risk caused by sewage irriga-
tion to soil-plant-human system pollution and with reference 
to data from U.S. Environmental Protection Agency, the 
health risk analysis result obtained by formula (4) when the 
risk degree of chronic heavy metal poisoning to people in 
sewage irrigation area (G) is lower than the permissible risk 
of such heavy metal [M] is acceptable (i.e., G < [M]). The 
safe period of sewage irrigation defined in this study means 
the period during which the cumulative heavy metal exposure 
risk imposed on existing residents in the sewage irrigation 
area is always lower than the permissible risk when sewage 
containing a certain concentration of a heavy metal contain-
ment is used for farmland irrigation on a long-term basis. 
Accordingly, the acceptable risk irrigation concentration of 
a heavy metal contaminant in the soil-plant-human system is 
defined as the maximum permissible concentration of heavy 
metal in the sewage used for irrigation when the cumulative 
heavy metal exposure risk imposed on existing residents in 
the sewage irrigation area is lower than the permissible risk 
of such heavy metal exposure. Thus, the acceptable risk ir-
rigation concentration is not fixed but changed with the safe 
period required for a sewage irrigation area.

THE CASE STUDY OF ENVIRONMENTAL 
POLLUTION CAUSED BY SEWAGE 
IRRIGATION IN AGRICULTURE IN YELLOW 
RIVER BASIN

General Information

For the sewage irrigation area in the Yellow River Basin, 
there are detailed monitoring data. By 2018 sewage had 
been applied to irrigation in this area for 20 consecutive 
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years. Specific data are described as below. Topsoil depth is 
15～45cm. Soil background values: cadmium (Cd) is 0.16 
mg/kg, Hg is 0.09mg/kg, arsenic (As) is 8.9mg/kg and lead 
(Pb) is 16.25mg/kg. The annual volume of irrigation water 
is 4500m3/hm2. The main agricultural plant in this area is 
rice whose whole growth period is from April to September.

Scholars concluded that the residual accumulation rate 
of heavy metal in sewage irrigated soil is often higher than 
90% through community or pot planting experiments (Huang 
& Wang 2009). Given the fact that heavy metals in sewage 
pose the most significant harm to environment and people 
in the irrigation area, arsenic (As) is taken as an example, 
in this study, to calculate the pollution risk imposed on the 
soil-plant-human system.

Change in Concentration of Arsenic in Soil

It is assumed that the concentration of arsenic in soil is an 
arithmetic progression, from which, the cumulative concen-
tration of arsenic in soil in 2018 can be obtained. The average 
annual increment of arsenic concentration in the soil can be 
calculated, x = (W0－B)/N0 = 0.295mg/kg. It can be seen 
from formula (2) how the concentration of arsenic changes 
in soil irrigated by sewage in a certain year, W = Nw·x+W0 = 
0.295 Nw+8.9 (Nw = 1,2,3,...w).

Determination of Concentration of Arsenic in the Soil-
Plant System

Rice is the primary food taken by people in the irrigation area. 
According to the detected concentration of arsenic in rice 
harvested from sewage irrigation area and the concentration 
of arsenic in soil, the correlation equation between concen-
tration of arsenic in rice, a (mg/kg) and the concentration 
of arsenic in soil, b (mg/kg) can be obtained by fitting, a = 
7.9×10-3b－4.89×10-2 (r2=0.98).

Calculation of Cumulative Arsenic Exposure in 
Human Body

Rice consumed by each adult (over 18 years old) per day 
in the sewage irrigation area is 505g, the annual rice intake 
for each adult is S = 505g/d×365d = 184325g. According to 
Recommended Nutrition Supplies in Daily Diet (revised), 
the average food consumed by a minor is about 0.669 time 
of that by an adult.

The concentration of arsenic in rice is taken as the average 
concentration over such 20 years. The h (0.131 mg/kg) can 
be calculated from the correlation between the concentration 
of arsenic in rice, a (mg/kg), and the concentration of arsenic 
in soil, b (mg/kg). Further, with c into relevant formulas, the 
arsenic exposures U adult and U minor in the diet of residents 

in sewage irrigation area in 2018 can be obtained, U adult = 
Sh = 24.147mg, U minor = 0.669U adult = 16.154mg.

Residents of different ages are influenced by arsenic 
for different periods and the lifetime arsenic exposure for 
one person is different from that for another. Two cases are 
discussed in this study depending on how long each resident 
has been living in the sewage irrigation area. The first case 
applies to residents who were born in 2018 and have been 
living there since then, they are subject to the highest arsenic 
exposure risk, with the lifetime arsenic exposure caused by 
rice consumption from the soil-plant system.  
Ulifetime = 
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2098
𝑗𝑗=2037 = 1.788 g 

The second case applies to residents who had lived in the soil-plant system for more than 20 
years, with the highest arsenic exposure risk Ucurrent = 20·U adult = 0.483 g 
Health Risk Caused by Arsenic Pollution 
GfM is taken as 200μg/d because no chronic poisoning reaction occurs when the human body intakes 
arsenic with a dose of 200～250μg/d (Qiu & Wang 2003). According to the relationship between 
prevalence rate arsenic poisoning among people (P, %) and cumulative arsenic exposure (U), 2018 
prevalence rate of arsenic poisoning among people in the irrigation area is 1%. According to 
Provisional Regulations on Classification of Regional Arsenic Poisoning Areas and Clinical 
Diagnosis, this area is classified as a mild regional arsenic poisoning area. 

The arsenic exposure health risk Glifetime for residents born in 2018 is Glifetime = Ulifetime/GfM×P 
= 0.003, and the arsenic exposure health risk Gcurrent for people who had been living in the irrigation 
area since sewage was used for irrigation is Gcurrent = Ucurrent/GfM×P = 0.0008. 

For residents who had been living in the irrigation area for more than 20 years, the 
comprehensive risk of land-plant-human system pollution caused by sewage irrigation Ms = 
Gcurrent/[M] = 0.40. 

For residents who were born in 2018, the lifetime risk of land-plant-human system pollution 
caused by sewage irrigation Ms = Glifetime/[M] = 1.50＞1, which means that if the current sewage 

The second case applies to residents who had lived in the 
soil-plant system for more than 20 years, with the highest 
arsenic exposure risk Ucurrent = 20·U adult = 0.483 g

Health Risk Caused by Arsenic Pollution

GfM is taken as 200g/d because no chronic poisoning reaction 
occurs when the human body intakes arsenic with a dose of 
200～250g/d (Qiu & Wang 2003). According to the rela-
tionship between prevalence rate arsenic poisoning among 
people (P, %) and cumulative arsenic exposure (U), 2018 
prevalence rate of arsenic poisoning among people in the 
irrigation area is 1%. According to Provisional Regulations 
on Classification of Regional Arsenic Poisoning Areas and 
Clinical Diagnosis, this area is classified as a mild regional 
arsenic poisoning area.

The arsenic exposure health risk Glifetime for residents born 
in 2018 is Glifetime = Ulifetime/GfM×P = 0.003, and the arsenic 
exposure health risk Gcurrent for people who had been living 
in the irrigation area since sewage was used for irrigation is 
Gcurrent = Ucurrent/GfM×P = 0.0008.

For residents who had been living in the irrigation area 
for more than 20 years, the comprehensive risk of land-plant-
human system pollution caused by sewage irrigation Ms = 
Gcurrent/[M] = 0.40.

For residents who were born in 2018, the lifetime risk 
of land-plant-human system pollution caused by sewage 
irrigation Ms = Glifetime/[M] = 1.50＞1, which means that 
if the current sewage irrigation is continued without any 
improvement action, residents who were born in 2018 and 
would live in the irrigation area for their lifetime would be 
harmed.

Analysis of Acceptable Risk Irrigation Concentration 
of Arsenic in Land-Plant-Human System and Safe 
Period

Given the available data about the irrigation area, from an 
analysis of annual sewage volume used for irrigation and 
average annual increment of arsenic concentration on soil, 
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it can be known that the average concentration of arsenic in 
sewage used for irrigating main agricultural plant in this area 
is 0.164 mg/L. This concentration would impose cumulative 
health risks at different degrees to people born in 2018 in this 
irrigation area. To have residents born in 2018 subject to a 
health risk caused by arsenic exposure of lower than [M], the 
acceptable risk irrigation concentration of arsenic in sewage 
is 0.086mg/L, as calculated from the model adopted for risk 
assessment of soil-plant-human system pollution. That is to 
say, when the concentration of arsenic in sewage used for 
irrigation is not higher than 0.086mg/L, all residents living in 
the irrigation area experience a health risk caused by arsenic 
exposure that is lower than [M] and the safe period of sewage 
irrigation is at least 150 years.

For the development of irrigation systems for an irriga-
tion area, the effect of changes in contaminants contained in 
sewage and changes in management standards on safe service 
period of sewage irrigation should be clearly understood. A 
fit curve relationship between n, the safe period of sewage 
irrigation, and hAs, acceptable risk irrigation concentration 
of arsenic in the soil-plant-human system is plotted in Fig. 1.

With reference to the analysis of acceptable risk irriga-
tion concentration of arsenic for residents born in 2018, the 
acceptable risk irrigation concentration of arsenic in sewage 
when the safe period is 150 years can be calculated from Fig. 
1. As n, the safe period of sewage irrigation becomes longer, 
the acceptable risk irrigation concentration of arsenic, hAs, is 
stabilized around 0.086mg/L. The current average concen-
tration of arsenic in sewage used for irrigation is 0.164mg/L, 
which in turn, with the help of the curve described in Fig. 
1, can help calculate the safe period n=90.5 years. Without 
improvement actions, the safe period of sewage irrigation in 
this irrigation area cannot be increased.

CONCLUSIONS

The practical example provided in this study indicates that 
the comprehensive risk of the soil-plant-human system 
pollution caused by 20-year sewage irrigation is 0.40, the 
acceptable risk irrigation concentration of arsenic in sewage 
is 0.086mg/L and the corresponding safe period is at least 150 
years. The sewage irrigation has caused significant pollution 
on the soil-plant-human system and a procedure-based man-
agement system for sewage irrigation should be established 
and improved as soon as possible by specifying the sewage 
irrigation ways, times, optimum irrigation time and irrigation 
quota for the main agricultural plan that apply to different 
sewage types and different soil conditions, to achieve rea-
sonable and proper sewage irrigation.

Despite soil’s self-cleaning ability which helps degrade 
organic pollution in soil within a certain period, long-term 
irrigation with a large amount of sewage definitely can cause 
accumulation of contaminants, which imposes great harm to 
the soil-plant-human system. The sewage irrigation pollutes 
soil and further agricultural plant; contaminants contained in 
agricultural plant enter and accumulate in the human body via 
the food chain to trigger many chronic diseases. The theory 
and model presented in this paper can describe the pollution 
degree of the soil-plant-human system by sewage irrigation 
from a quantitative perspective. The influence of sewage 
irrigation on the soil-plant-human system is enduring and 
cumulative, and the mechanism of contaminant migration, 
transformation and accumulation is quite complicated. The 
study result presented in this paper can provide some refer-
ence for practices, but more deep studies should be pursued in 
the future. Next, more reasonable methods will be developed 
to describe the risk caused by sewage irrigation, and the indi-
cators that characterize the risk of soil-plant-human system 
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pollution improved, and the standards for the classification 
of risks of soil-plant-human system pollution developed.
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ABSTRACT
In areas with water resources shortage, sewage irrigation can alleviate the contradiction between 
supply and demand for water. However, long-term use of sewage irrigation will affect soil, crops and 
groundwater. In this paper, irrigation water and groundwater in different irrigation source areas were 
sampled and analysed respectively to study the effect of sewage irrigation on groundwater. The 
irrigation water was evaluated for Cl-, Cd, Pb, Cr6+, As, Cu, F-, TP, Hg and Zn as standards for irrigation 
water quality which along with Nemerow index method were used for comprehensive evaluation. The 
result of the evaluation is that the water quality of the reclaimed water, domestic sewage and mixed 
sewage meet the requirements of the agricultural irrigation, and the industrial sewage pollution index is 
relatively high and less suitable for agricultural irrigation. The fuzzy comprehensive evaluation method 
was adopted to evaluate groundwater quality, using Quality Standard for Ground Water (GBT14848-
2017) as evaluation factor standard and ammonia nitrogen (NH3-N), chloride (Cl-), nitrate (NO3-N) and 
nitrite (NO2-N) as evaluation indicators. The results of the evaluation showed that the water quality 
of 2 monitor wells among the 11 monitor wells was within Category II, 6 within Category III, and 3 
within Category IV. With regards to the influence of different irrigation sources on groundwater, the 
comprehensive evaluation results are reasonable as well. According to the comprehensive membership 
grades, it can be concluded that the influence of different water sources on groundwater quality, in turn, 
is reclaimed water < domestic sewage < mixed sewage < industrial sewage. The evaluation results are 
in line with the actual situation in the study area. 

INTRODUCTION 

The shortage of water resources restricts the development 
of economy, and the limited water resources usually first 
meet the demand of domestic and industrial use, and then 
agriculture, which undoubtedly makes the phenomenon 
of agricultural water shortage more serious. China is a big 
agricultural country dominated by irrigation. According 
to the China Water Resources Bulletin, agricultural water 
consumption accounted for 61.4% of total water consump-
tion in 2018. At present, the water shortage in agriculture 
is becoming more and more serious as agriculture water is 
being squeezed continuously to meet domestic and industrial 
water demand. The only way to solve agricultural water 
shortage is “increasing income and decreasing expenditure” 
to achieve the benign development of agriculture. Wastewater 
recovery is considered as a major way to solve the problem 
of agricultural water shortage. Using sewage effluent for 
irrigation, on the one hand, solves the problem of discharge 
of massive sewage generated in the process of domestic and 
industrial use of water resources in areas without sewage 
treatment plants, on the other hand, alleviates the problem 

of agricultural water shortage. However, there are still many 
problems concerning the use of sewage for agricultural ir-
rigation. While some nutritive elements in the sewage can 
add to the content of nutrients in the soil, long-term use of 
sewage for irrigation will affect the soil and the quality of 
groundwater (Wen 2012). Massive pollutants and substances 
in the sewage that hardly decompose will remain in the soil, 
accumulate and enter into groundwater environment along 
with agricultural irrigation & water supply, which pollutes 
and influences the groundwater (Wan et al. 2015). Evalu-
ating the quality of groundwater by testing and analysing 
the chemical indicators provides a scientific basis for the 
protection and sustainable exploitation of water resources. 

MATERIALS AND METHODS

General Situation of the Study Areas

As there are quite many irrigation areas adopting sewage 
irrigation in the North China Plains, where there is a serious 
shortage of water, in this article, several irrigation areas in 
a city of North China Plain with a 10+ year history of using 
different water quality for irrigation were chosen and sam-
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pled to study the influence of irrigation with different water 
quality on groundwater. Based on the different water quality 
of the sewage adopted in the irrigation areas, the irrigation 
areas are divided into domestic sewage irrigation area, mixed 
sewage irrigation area, industrial sewage irrigation area and 
reclaimed water irrigation area.

Sample Collection and Water Analysis

In the study area, irrigation water sampling locations and 
groundwater sampling locations were set respectively based 
on the irrigation water sources and the actual situation of 
various irrigation areas. For irrigation water sources, the 
sampling locations were set at the intake of various irrigation 
areas; and for groundwater, 11 groundwater monitor wells 
in different places of the studied areas were chosen as sam-
pling locations. The selection of sampling locations takes 
account of irrigation areas with different water quality, as 2 
wells were chosen from the reclaimed water irrigation area, 
2 from the domestic sewage irrigation area, 3 wells from the 
mixed sewage irrigation area, and 4 wells from the industrial 
sewage irrigation area.

To reduce water sample errors, pre-sampling and 
post-sampling were carried out strictly in line with Water 
Quality Sampling-Technical Regulation of the Preservation 
and Handling of Samples (HJ 493-2009). Respective analysis 
methods were adopted to test various indicators.

Major monitoring indicators for the irrigation water 
source test include Cl-, Cd, Pb, Cr6+, As, Cu, F-, TP, Hg and 
Zn; and major monitoring indicators for the groundwater 
include: chlorine ions, ammonia nitrogen, nitrates, nitrite 
and heavy metals.

All indicators in the water samples were tested and an-
alysed in strict accordance with respective methods. Table 
1 provides the specific tests and analysis methods of each 
indicator.

RESULTS AND ANALYSIS

Evaluation of irrigation water quality: The quality of all 
kinds of irrigation water in the study area was evaluated 
following Standards for Irrigation Water Quality (GB5084-
2005). Indicators such as Cl-, Cd, Pb, Cr6+, As, Cu, F-, TP, 
Hg and Zn were chosen as evaluation factors. Pollution index 
of every single indicator was calculated with the following 
calculation formula:
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Where, Ci implies the water quality indicator of various sampling locations; C0 implies the standard 

limit of Standards for Irrigation Water Quality. Table 2 gives the calculation results of the pollution 

index of every single indicator of different irrigation water quality. 

Table 2: calculation results of pollution index of single indicators of different irrigation water quality. 

Indicator Cl- Cd Pb Cr6+ As Cu F- TP Hg Zn 

Standard Limit C0 250.000 0.005 0.100 0.100 0.050 1.000 3.000 5.000 0.001 2.000 

Reclaimed Water C1 84.600 0.006 0.000 0.012 0.000 0.000 0.644 0.000 0.000 0.000 

Pollution Index I1 0.338 1.200 0.000 0.120 0.000 0.000 0.215 0.000 0.200 0.000 

Domestic Sewage C2 86.200 0.003 0.200 0.004 0.000 0.025 0.826 1.820 0.001 0.117 

Pollution Index I2 0.345 0.600 2.000 0.040 0.002 0.025 0.275 0.364 1.000 0.059 

Mixed Sewage C3 335.000 0.010 0.080 0.052 0.005 0.078 0.982 0.610 0.000 0.610 

Pollution Index I3 1.340 2.000 0.800 0.520 0.100 0.078 0.327 0.122 0.400 0.305 

Industrial Sewage C4 285.350 0.032 0.140 0.228 0.167 0.103 0.765 0.350 0.002 0.396 

Pollution Index I4 1.141 6.400 1.400 2.280 3.340 0.103 0.255 0.070 2.000 0.198 

 

Based on the data from Table 2, various evaluation indicators of reclaimed water, domestic 

sewage, mixed sewage, industrial sewage were compared and analysed against the limits of Standards 

for Irrigation Water Quality: (1) all single indicators of reclaimed water are within the standards except 

for Cd which is 1.2 times that of the standard; (2) in domestic sewage, Pb is twice that of the standard, 

Hg reaches the critical value, and other indicators are within the standards; (3) in mixed sewage, Cl- is 

1.34 times that of the standard, Cd is twice that of the standard, and other indicators are within the 

standards; (4) in industrial sewage, Cl- is 1.41 times that of the standard, Cd is 6.4 times that of the 

standard, Pb is 1.4 times that of the standard, Cr6+ is 2.28 times that of the standard, Hg is 2 times that 

of the standard, and other indicators are within the standard.  

 …(1)

Where, Ci implies the water quality indicator of various 
sampling locations; C0 implies the standard limit of Standards 
for Irrigation Water Quality. Table 2 gives the calculation 
results of the pollution index of every single indicator of 
different irrigation water quality.

Based on the data from Table 2, various evaluation indi-
cators of reclaimed water, domestic sewage, mixed sewage, 
industrial sewage were compared and analysed against the 
limits of Standards for Irrigation Water Quality: (1) all single 
indicators of reclaimed water are within the standards except 
for Cd which is 1.2 times that of the standard; (2) in domes-
tic sewage, Pb is twice that of the standard, Hg reaches the 
critical value, and other indicators are within the standards; 
(3) in mixed sewage, Cl- is 1.34 times that of the standard, Cd 
is twice that of the standard, and other indicators are within 
the standards; (4) in industrial sewage, Cl- is 1.41 times 
that of the standard, Cd is 6.4 times that of the standard, Pb 
is 1.4 times that of the standard, Cr6+ is 2.28 times that of 
the standard, Hg is 2 times that of the standard, and other 
indicators are within the standard. 

Nemerow index method (Tang et al. 2019) was applied for 
the comprehensive evaluation, and the comprehensive index 
values were compared against pollution level standards to 
conclude the pollution levels of the water quality. The com-

Table 1: Analysis methods for various indicators.

Item Method Item Method

Cl- Ion Chromatography Pb Inductively Coupled Plasma Mass Spectrometry

F- Zn

TP Cu

NO3-N As Atomic Fluorescence Spectrometry

NH3-N Hg

NO2-N Spectrophotometry Cd Graphite furnace Atomic Absorption Spectrometer

Cr6+
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Based on the data from Table 2, the calculated compre-
hensive indexes are respectively: the comprehensive index 
of reclaimed water is 0.86, domestic sewage is 1.45, mixed 
sewage is 1.48, and industrial sewage is 4.69. The evaluation 
standards are PI<1.0 - unpolluted; 1.0≤PI<2.5 - slightly pol-
luted; 2.5≤PI<5 - mediumly polluted, and; 5≤PI - heavily 
polluted. The comparison results between the comprehensive 
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are reclaimed water -unpolluted, domestic sewage and mixed 
sewage-slightly polluted, industrial sewage-moderately pollut-
ed. Based on the results of the comprehensive evaluation, the 
water quality of reclaimed water, domestic sewage and mixed 
sewage basically conform to the requirement of agricultural 
irrigation, and the pollution index of industrial sewage is quite 

high and not much suitable for agricultural irrigation. 

Groundwater quality evaluation: To a certain extent,  
irrigation with sewage alleviates the problem of agricultural 
water shortage. But if you do not pay attention to the safety of 
irrigation sewage, the groundwater could be polluted (Peng et 
al. 2014). The pollutants enter into groundwater environment 
mainly through intermittent and infiltrative contamination, 
and the harmful ingredients enter into the aquifer through the 
leaching of precipitation or irrigation water (Bao 2014). Once 
the groundwater is polluted, treatment for it is more difficult 
than that for surface water. That is why people are paying 
more and more attention to the quality of groundwater.   

Groundwater evaluation methods: Fuzzy comprehensive 
evaluation method was adopted to evaluate groundwater 
quality. Establishing the membership relation between the 
evaluation factors and evaluation standards based on mem-
bership grade is a way of formulating the borders of water 
quality classification (Fang et al. 2019), which demonstrates 
the fuzziness of water quality grades and reflects the compre-
hensive water quality categories very well, and makes the eval-
uation results more reasonable. Quality Standard for Ground 
Water (GBT14848-2017) was adopted as an evaluation factor 
standard, see Table 3. In view of the situation of the irrigation 
areas and the principles for water quality evaluation, ammonia 
nitrogen (NH3-N), chloride Cl-, nitrate (NO3-N) and nitrite 
(NO2-N) were chosen as evaluation indicators. As the content 
of cadmium, lead, copper, zinc and mercury is relatively low 
in groundwater quality and lower than the detectable level, 
this time they were not included in the evaluation indicators. 

Table 2: calculation results of pollution index of single indicators of different irrigation water quality.

Indicator Cl- Cd Pb Cr6+ As Cu F- TP Hg Zn

Standard Limit C0 250.000 0.005 0.100 0.100 0.050 1.000 3.000 5.000 0.001 2.000

Reclaimed Water C1 84.600 0.006 0.000 0.012 0.000 0.000 0.644 0.000 0.000 0.000

Pollution Index I1 0.338 1.200 0.000 0.120 0.000 0.000 0.215 0.000 0.200 0.000

Domestic Sewage C2 86.200 0.003 0.200 0.004 0.000 0.025 0.826 1.820 0.001 0.117

Pollution Index I2 0.345 0.600 2.000 0.040 0.002 0.025 0.275 0.364 1.000 0.059

Mixed Sewage C3 335.000 0.010 0.080 0.052 0.005 0.078 0.982 0.610 0.000 0.610

Pollution Index I3 1.340 2.000 0.800 0.520 0.100 0.078 0.327 0.122 0.400 0.305

Industrial Sewage C4 285.350 0.032 0.140 0.228 0.167 0.103 0.765 0.350 0.002 0.396

Pollution Index I4 1.141 6.400 1.400 2.280 3.340 0.103 0.255 0.070 2.000 0.198

Table 3: Groundwater evaluation factor standard.

Project I II III IV V

NH3-N ≤0.02 ≤0.1 ≤0.5 ≤1.5 >1.5

Cl- ≤50 ≤150 ≤250 ≤350 >350

NO3-N ≤2 ≤5 ≤20 ≤30 >30

NO2-N <0.01 ≤0.1 ≤1 ≤4.8 >4.8
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In the formula, X1, X2,…X5 imply the boundary values of water quality standard grades of the 

evaluation factor indicators, and X implies the measured values of various evaluation factors. 

(4) Define the weights: as this article uses a multiple indicator system for a comprehensive 

evaluation, to reflect the interaction between indications more directly, entropy method (Xie 2016) is 

adopted to define the weights, i.e. defining the weights of various indicators based on the difference of 

the measured values of various indicators.  
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In the formula, Xij implies the value of Indicator #j of Plan #i, n implies the quantity of 

evaluation samples, and a implies the quantity of evaluation indicators.  

(6) Calculate the specific gravity of Plan #i under Indicator #j in the indicators.  
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Results of the comprehensive evaluation: Adopting Quality 
Standard for Ground Water (GBT14848-2017) as evaluation 
factor standard, the groundwater quality was divided into 
5 grades. Fuzzy relation matrix R for the water quality 
samples of 11 groundwater monitor wells was established 
respectively, taking Monitor Well # 1 as an example. 
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In the formula, Line 1 represents the relative membership 
grade values of ammonia nitrogen corresponding to 5 grades, 
which are Grade I to Grade V from the left to the right; Line 
2 to Line 4 are Cl-, NO3-N, NO2-N in turn.

The respective weights of the evaluation indicators, i.e. 
ammonia nitrogen (NH3-N), chloride Cl-, nitrate (NO3-N) 
and nitrite (NO2-N) were defined in the water quality samples 
with entropy evaluation method, which are 0.364, 0.165, 
0.253 and 0.218 respectively. 

Based on the water quality monitoring data of the 11 
groundwater monitor wells chosen in the study area, fuzzy 
mathematics comprehensive evaluation model was applied 
to get the water quality evaluation results as given in Table 4.

According to the comprehensive evaluation results, 
among the water quality results of the 11 groundwater 
monitor wells from different irrigation water sources, the 
water in 2 monitor wells belongs to Water Category II, the 
water in 6 monitor wells belongs to Water Category III, and 
the water in 3 monitor wells belongs to Water Category IV. 
Taking monitor well #1 as an example, the comprehensive 
evaluation result on water quality of the #1 monitor well is 
within Category II, as among the single evaluation indicators, 
ammonia nitrogen is within Category III, while chloride, 
nitrate and nitrite are within Category II, therefore it is rea-

sonable to tell with the fuzzy comprehensive evaluation that 
the water in # 1 monitor well belongs to Water Category II.

The monitor wells #1 and #2 are located in the reclaimed 
water irrigation area, and the fuzzy comprehensive eval-
uation result is Category II; #3 and #4 monitor wells are 
located in the domestic sewage irrigation area, and the fuzzy 
comprehensive evaluation result is Category III; #5-7 are 
located in the mixed sewage irrigation area, and the fuzzy 
comprehensive evaluation result is Category III, and; #8-11 
are located in the industrial sewage irrigation area, and the 
fuzzy comprehensive evaluation result is Category III for #10, 
and Category IV for the rest of 3 wells. In terms of the effect 
of different irrigation water sources on the groundwater, the 
comprehensive evaluation results are reasonable as well. 
Based on comprehensive membership grades, we can tell that 
the effect levels of different irrigation water sources on the 
groundwater are, in turn, reclaimed water < domestic sewage 
< mixed sewage < industrial sewage, which is line with the 
pollution levels of the sewage on the water quality when 
irrigating. Therefore, the method of evaluating groundwater 
quality with fuzzy comprehensive evaluation is feasible.

The effect of irrigation with reclaimed water on the 
water quality of groundwater is relatively small; the impact 
of domestic sewage and mixed sewage is relatively big, 
and; the effect of industrial sewage on groundwater is quite 
high, in which the groundwater quality reaches Category 
IV, which causes severe pollution of the groundwater. From 
the comprehensive evaluation results, we can conclude that 
the groundwater in the study areas has been contaminated 
to different extent. Therefore, if sewage irrigation is adopt-
ed in places where there is a shortage of water resources, 
sewage water quality management should be strengthened, 
especially with regards to the discharge of industrial sewage 
which should not be discharged until it is up to the discharge 
standard, and domestic sewage should be treated and dis-
charged in a concentrated way, to avoid serious impact on 
groundwater quality. 

Table 4: Fuzzy comprehensive evaluation results of groundwater quality of various monitor wells.

Minor well number I II III IV V H Water quality classification

1 0.425 0.457 0.118 0.000 0.000 1.694 II

2 0.451 0.549 0.000 0.000 0.000 1.549 II

3 0.408 0.326 0.100 0.000 0.165 2.188 III

4 0.291 0.353 0.327 0.030 0.000 2.096 III

5 0.417 0.099 0.319 0.000 0.165 2.398 III

6 0.365 0.393 0.077 0.000 0.165 2.208 III

7 0.367 0.331 0.137 0.000 0.165 2.266 III

8 0.218 0.044 0.351 0.222 0.165 3.074 IV

9 0.213 0.187 0.104 0.331 0.165 3.050 IV

10 0.218 0.098 0.263 0.422 0.000 2.889 III

11 0.218 0.137 0.109 0.172 0.364 3.327 IV
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CONCLUSIONS

Sewage irrigation can alleviate the shortage of irrigation 
water and solve the problem of shortage of water resources, 
but long-term use of untreated sewage for irrigation will 
cause problems such as soil pollution, impact on crop growth, 
groundwater quality decline and so on. Compared with dry 
farming, irrigation on crops with sewage can increase the 
yield of crops to a certain extent, but the impact on soil, 
crops and groundwater should not be ignored. As long as 
scientific irrigation method is adopted, sewage water is uti-
lized properly, and the harm caused by sewage is controlled 
within the acceptable safety range, the sewage can be used in 
agricultural irrigation safely and efficiently. For different wa-
ter sources, different soil types and different crops, suitable 
irrigation system and irrigation methods should be adopted. 
The establishment of a reasonable and comprehensive safety 
evaluation system will provide a theoretical basis for the 
proper management of sewage irrigation. Developing high 
efficiency and energy saving sewage treatment technology 
will reduce treatment cost and promote sewage irrigation. 

Using sewage irrigation safely and properly can not only 

alleviate the contradiction between supply and demand for 
water resources but also protect the ecological environment 
and support the sustainable development of water resources.
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ABSTRACT
Jiagou district, located in Northern Anhui Province, China, has been taken as an agriculture 
demonstration base for several decades, but limited hydrochemical work has been conducted on 
the water resources. The objective of this research was to understand the controlling processes of 
hydrochemical evolution and the water quality for drinking and irrigation. Twenty-seven samples of 
surface water and groundwater have been collected and analysed for major ions. Although the values 
physicochemical parameters are subjected of spatial fluctuation in different water resources, calcium 
and bicarbonate is still the dominant ion in the cations and anions, respectively. The values of all the 
parameters are within the WHO maximum permissible limit for inhabitant drinking. The predominant 
water type is Ca-Mg-HCO3 and Ca-HCO3. The hydrochemical methods (Gibbs diagram, Mg/Na and 
HCO3/Na versus Ca/Na diagram and ion ratios) suggest that rock-water interactions furnish the dominant 
major ion sources of the samples. Carbonate dissolution, silicate weathering and ion exchange have 
the predominant contribution to the origin of chemical solutes, as well as a slight function of halite 
dissolution. The USSL and Wilcox diagram reveal that all the samples have low salinity and low sodium 
water. It is of good quality suitable for irrigation, and it can be used for irrigation of most crops on most 
soils with less negative impacts.

INTRODUCTION

The global common and thorny issue of water shortage 
and pollution has restricted the development of social and 
regional economic development (Jaeger et al. 2013, Hanasaki 
et al. 2013). The concentration and form of chemical compo-
sitions have a significant influence on the water quantity and 
quality, and also play an important role to ensure ecological 
environment and regional economic development (Ayadi et 
al. 2018). As the increasing utilization of water resources 
for life, agriculture and ecosystems, etc., a series of geolog-
ical environmental problems, such as water scarcity, land 
subsidence, sea encroachment and soil salinization have 
been induced and the geo-environment deterioration was 
irreparable (Melloul & Goldenberg 1998, Andaryani et al. 
2019, Xie et al. 2019). 

Acting as the carrier and link during the water-rock 
interaction, water with abundant solutes generally can be 

considered as a remarkable indicator to explain the change 
of environment. Hence, identifying hydrochemical char-
acteristics is an effective tool to assess the mechanism of 
controlling water chemistry and discuss the origin of ions. 
Meanwhile, the content of solute compositions can be em-
ployed to evaluate the suitability for irrigation.

The study area named Jiagou district is one of the most 
important agriculture bases in Northern Anhui Province. 
Local water resources have been used for resident drinking, 
agriculture irrigation and small-scale industries for a long 
time. It is widely known for high-quality fruit and vegetable 
products and agriculture products. Especially, Jiagou aro-
matic rice is the most famous local product and ever paid 
as tribute to royalty during the period of the Qing Dynasty 
(A.D. 1796-1820). But long-term pumping and inconsiderate 
exploitation of water resources, coupled with the planting of 
agriculture products, inevitably have led to the degradation of 
soil and water quality. However, no systematic and profound 
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researches on the hydrochemical characteristics and water 
quality assessment have been performed in the study region 
(Zhang et al. 2010).

Therefore, to understand the controlling processes of 
hydrochemical evolution and the water quality for drinking 
and irrigation, the present study initiated to describe the hy-
drochemical characteristics and illustrate the source of water 
for proposing the valuable information of the water quality 
status of the various water source. It can also contribute to 
the sustainable development of irrigation as well as effective 
management of water resources in this region.

GEOLOGICAL AND HYDROLOGICAL CONTEXT

The study area, belonging to Huaibei plain, form a part of 
Suzhou city, Anhui Province and is located between latitudes 
3391°’ and 3396°’ and longitudes 11700°’ and 11707°’ (Fig. 
1). This region is characterized by a semi-humid monsoon 
climate, with annual average precipitation, evaporation and 
temperature as 866.1 mm, 988.0 mm and 14.5℃, respectively. 
The overall terrain is mainly plain, topographic variation 
trend is that northwestern is higher than southeastern, and 
several mountains are scattered in the central section.

Geologically, the regional stratigraphic development 
includes Qingbaikou, Cambrian and Quaternary system, with 
the dominant distribution in NNE direction. The geological 
features are described as follows: (1) Qingbaikou system is 
chiefly characterized by limy dolomite and shaly sand. (2) 
Cambrian system is mostly constituted by limestone, marl, 
silty shale and arkosic quartz siltstone. (3) The quaternary 
system is mainly composed of unconsolidated silty clay, 
silty sand and fine sand.

Hydrogeologically, local water sources can be categorized 
into two types, including surface water (spring water and 
reservoir water) and groundwater. In terms of lithology and 
buried condition, the groundwater aquifer can be classified 
into two types, consisting of carbonate fractured aquifer and 
loose pored aquifer. Owing to a huge recharge area and the 
short distance supply-drainage condition, the water quantity of 
each aquifer is abundant with single well yield of 1000-5000 
m3/d, which is extensively utilized for agriculture product and 
resident use (Wang & Ma 2005). Meanwhile, the spring water 
and the reservoir water are employed for scenic landscape, 
irrigation and drinking water supply. Regardless of the water 
source, all of the water bodies have inherent features with na-
ture pollution-free and 17 species minerals and trace elements. 
Consequently, Jiagou aromatic rice nourished by this excellent 
water resource is applauded for delicate fragrance, sweet and 
pure taste. On account of the superiority of the high content 
of protein and lysine, nowadays, it still has wide appeal and 
exports abroad in great demand.

SAMPLING AND METHODS

The sampling campaign was carried out from June to October 
2017. Surface water and groundwater samples were collect-
ed from different water bodies at multi-sampling points in  
Jiagou district, northern Anhui province, China (Fig. 1). Four 
spring samples, eighteen reservoir samples and five ground-
water samples, marked as SW, RW and GW, respectively, 
were obtained for hydrochemical analysis.

Electrical conductivity (EC), total dissolved solids (TDS) 
and pH were directly measured in situ using portable pH, 
TDS, and EC meters at each sampling site. Preservation and 
transportation of the samples followed the standard methods. 
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The measurement of the parameters, which include calcium 
(Ca2+), magnesium (Mg2+), sodium (Na+), potassium (K+), 
chloride (Cl-), sulphate (SO4

2-) and bicarbonate (HCO3
-) 

was conducted in the National Engineering Research Cen-
tre of Coal Mine Water Hazard Controlling, China. Major 
cations (Ca2+, Mg2+, Na+ and K+) were determined using 
the DIONEX-600 ion chromatography, and anions (Cl- and 
SO4

2-) were analysed by the DIONEX-900 ion chromatog-
raphy while HCO3

- was analysed by acid-base titration. All 
concentrations of the parameters are expressed in mg/L, 
except pH and EC. 

Descriptive statistics were completed using Mystat 12.0 
software. Piper, Gibbs and some traditional hydrochemical 
diagrams were conducted to elucidate the dominant factors 
and processes controlling the chemical characteristics. 
Drinking water quality was evaluated as per World Health 
Organization (WHO 1997). Irrigation suitability was eval-
uated using the USSL and Wilcox diagram.

RESULTS AND DISCUSSION

Major Ion Concentrations and Drinking Water Quality

Physicochemical characteristics of water sources are sum-
marized in Table 1. As can be seen from Table 1, most of the 
coefficient of variations are less than 0.5, indicating that the 
majority of chemical constituents perform a low-medium 
spatial fluctuation. pH value of all the samples varies between 
7.02 and 8.13, indicating a neutral to slightly alkaline con-
ditions. TDS contents of spring water, reservoir water and 
groundwater range from 166.00 to 274.00, 94.00 to 167.00 
and 149.00 to 262.00 mg/L, with an average concentration 
of 219.50, 129.61 and 216.00 mg/L, respectively. In-situ 
measured EC values (μS/cm) of spring samples, reservoir 
samples, and groundwater samples were in the range of 

554.00 to 664.00, 296.00 to 515.00 and 512.00 to 699.00, 
with a mean value of 609.25, 365.11 and 571.20, respective-
ly. It shows that the TDS, EC and pH values of samples are 
all within the maximum desirable limit according to WHO 
standard, indicating that the quality of all the water sources 
can meet the demand for inhabitant and suitable for drinking.

Among the cations of spring samples, the concentrations 
of Ca2+, Mg2+, Na+ and K+ range from 85.79 to 104.81, 13.80 
to 16.20, 5.80 to 6.78, 0.60 to 1.62 mg/L, with an average 
value of 96.10, 14.98, 6.34 and 0.96 mg/L, respectively. 
Among the anions, the contents of HCO3

-, SO4
2- and Cl- vary 

between 365.10 and 398.32, 23.19 and 26.82, 12.04 and 
14.92 mg/L, with a mean of 388.46, 24.97 and 13.59 mg/L, 
respectively. As shown in the reservoir samples, the concen-
tration of Ca2+, Mg2+, Na+ and K+ is ranging from 38.12 to 
77.38, 11.70 to 15.31, 4.85 to 5.89, 0.81 to 2.18 mg/L, with an 
average concentration of 50.92, 13.63, 5.21 and 1.24 mg/L, 
respectively. While for the anions, the average concentration 
of HCO3

-, SO4
2- and Cl- in the reservoir samples is 227.02, 

24.66 and 9.61 mg/L, respectively. The concentrations of 
Ca2+, Mg2+, Na+ and K+ ions in groundwater samples vary 
from 80.28 to 104.91, 9.35 to 15.78, 4.53 to 9.95 and 0.57 
to 0.74 mg/L, with a mean value of 88.46, 13.10, 7.27 and 
0.64, respectively. As to the anions, the values of HCO3

-, 
SO4

2- and Cl- vary in the range from 296.12 to 395.62, 17.99 
to 29.91 and 7.05 to 17.78, with an average concentration 
of 342.84, 22.91 and 12.63, respectively. Apart from some 
calcium contents of the samples are between the maximum 
desirable limit and the maximum permissible limit described 
by WHO standard, the concentrations of other major ions are 
within the maximum desirable limit, which indicates that all 
the water sources are properly suitable for drinking. In view 
of the lower content of potassium and inherent homology 
between sodium and potassium, Na+ and K+ are merged into 
Na+ in the following discussion.

Table 1: Summary statistics for concentrations of physicochemical parameters.

Parameters Ca2+

(mg/L)
Mg2+

(mg/L)
Na+

(mg/L)
K+

(mg/L)
HCO3

-

(mg/L)
SO4

2-

(mg/L)
Cl-

(mg/L)
TDS
(mg/L)

EC
(μS/cm)

pH

SW Min 85.79 13.80 5.80 0.60 365.10 23.19 12.04 166.00 554.00 7.02 

Max 104.81 16.20 6.78 1.62 398.32 26.82 14.92 274.00 664.00 7.27 

Mean 96.10 14.98 6.34 0.96 388.46 24.97 13.59 219.50 609.25 7.15 

CV (%) 8.40 9.00 7.20 47.60 4.10 7.00 10.90 27.60 10.20 1.90 

RW Min 38.12 11.70 4.85 0.81 156.09 19.61 6.41 94.00 296.00 7.49 

Max 77.38 15.31 5.89 2.18 291.91 30.80 19.44 167.00 515.00 8.13 

Mean 50.92 13.63 5.21 1.24 227.02 24.66 9.61 129.61 365.11 7.88 

CV (%) 20.50 9.20 5.00 36.20 16.10 11.80 45.20 20.80 15.60 2.90 

GW Min 80.28 9.35 4.53 0.57 296.12 17.99 7.05 149.00 512.00 7.10 

Max 104.91 15.78 9.95 0.74 395.62 29.91 17.78 262.00 699.00 7.20 

Mean 88.46 13.10 7.27 0.64 342.84 22.91 12.63 216.00 571.20 7.15 

CV (%) 11.20 21.00 34.90 9.80 12.60 19.00 37.30 24.50 13.50 0.70 

WHO
1997)

MDL 75 30 50 100 200 200 250 500 750 7.0-8.5

MPL 200 150 200 200 600 600 600 1500 1500 6.5-9.2

SW, RW, GW, MDL and MPL represent spring samples, reservoir samples, groundwater samples, the maximum desirable limit and the maximum permissible 
limit, respectively.



1716 Jie Ma et al.

Vol. 19, No. 4, 2020 • Nature Environment and Pollution Technology  

Hydrochemical Facies

The hydrochemical facies were carried out using the Piper 
diagram (Fig. 2). According to the relative contents of each 
major ion, two main chemical types of the water sources have 
been identified: (1) Ca-HCO3 (7 samples) and (2) Ca-Mg-
HCO3 (20 samples). The Ca-HCO3 water types account for 
75%, 5% and 60% of the spring samples, reservoir samples 
and groundwater samples, respectively. The Ca-Mg-HCO3 
types account for 25%, 95% and 40%, respectively.

Composition changes and hydrochemical characteri-
zation of the major ions can be described by the chemical 
ternary diagram (Palmer & Edmond 1992, Hou et al. 2009). 
On a ternary cation diagram, the plots falling towards Na+ 
and Ca2+-Mg2+ manifest the dissolution of evaporite and car-
bonate, respectively. Similarly, on a ternary anion diagram, 
the plots falling towards HCO3

- and Cl-+SO4
2- indicate the 

dissolution of carbonate and evaporite, respectively. In Fig. 
2a and 2b, most of cation and anion plots fall towards Ca2+ 
end-member and HCO3

- end-member, respectively, suggest-
ing that carbonate dissolution are the dominant water-rock 
interactions with a relatively minor contribution from other 
reactions, such as silicate rocks, etc. It can properly prove that 

the flowing formation lithology of the watershed is mainly 
carbonate rocks.

Mechanism and Processes Regulating Hydrochemistry

To ascertain the sources of dissolved chemistry components, 
Gibbs proposed two semi-log diagrams known as Gibbs 
diagrams of TDS versus Na/(Na+Ca) and TDS versus Cl/
(Cl+HCO3) to elucidate three major natural mechanisms 
controlling water chemistry: atmospheric precipitation, 
rock dominance, and the evaporation (Gibbs 1970). The 
distribution of sample plots (Fig. 3) showed that the ratios 
plotted in the rock dominance zone, suggesting the dominant 
influence is related to water-rock interaction, such as mineral 
weathering and dissolution.

The plots of Mg/Na and HCO3/Na versus Ca/Na can be 
further used to identify the source of solutes during water-rock 
interaction: carbonate dissolution, silicate weathering and 
evaporation dissolution (Nagaraju et al. 2018). As can be seen 
in Fig. 4, the ratios of Mg/Na, HCO3/Na and Ca/Na range from 
1.46 to 2.59, 8.29 to 25.96, 3.18 to 10.5, respectively, reflecting 
that carbonate dissolution and silicate weathering are the main 
functions in the hydrochemistry evolution.

desirable limit and the maximum permissible limit, respectively. 
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The Origin of Solutes

The ratio of Na/Cl has been proposed to identify the origin 
of Na+ and Cl. If Na+ and Cl- are mainly from the dissolution 
of halite, the expected ratio will be 1:1. Values exceeding 1 
indicate the dissolution of silicate minerals and wastewater, 
whereas values much lower than 1 show the dissolution of 
carbonate minerals and ion exchange (Jalali 2005, Sun & Gui 
2014). Local government has implemented strict laws and 
enforcement to protect the farmland under the pollution-free 
environment. So based on this actual condition, sodium 
and chlorine cannot be originated from the anthropogenic 
activities. As can be seen in Table 1, compared to the con-
tent of Ca2+ and HCO3

-, Na+ and Cl- show a low to medium 
concentration, indicating the watershed undergone play a 
slight reaction of the dissolution of halite. Meanwhile, all 
the spring samples in Fig. 5a shows the excess of Cl- relative 
to Na+, this feature suggest that apart from the dissolution 
of halite, the carbonate dissolution and/or ion exchange also 

occurred during the water-rock interaction. The plots of RW 
and GW deviated from the 1:1 relation can be explained by 
the interactions of water-rock, such as the weathering of 
silicate and the dissolution of carbonate and/or ion exchange.

As can be seen in Fig. 5b, the scatter plots of calcium 
and sulphate shows that all the samples deviate from the 1:1 
line, indicating another source of calcium, which may be 
accounted for the process of cation exchange.

The plots of (Ca2++Mg2+) versus (HCO3
-+SO4

2-) were 
used to illustrate the solute origin of Ca2+, Mg2+, SO4

2- and 
HCO3

-, which are acquired from the simple dissolution of 
calcite, dolomite and gypsum with the expected ratio of 1:1. 
Points fall below the equiline, indicating the effect of silicate 
minerals weathering. Points fall above the equiline, implying 
the effect of carbonate minerals dissolution. In Fig. 5c, except 
for one groundwater sample, other points all fall around 
and below the equiline, reflecting the dominant water-rock 
interactions are the weathering of silicate minerals and the 
dissolution of calcite, dolomite and gypsum.

solutes during water-rock interaction: carbonate dissolution, silicate weathering and evaporation 
dissolution (Nagaraju et al. 2018). As can be seen in Fig. 4, the ratios of Mg/Na, HCO3/Na and 
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Dissolution of undesirable constituents in aquifer system 
cannot be controlled, but it is essential to understand the 
changes undergone by water during the runoff and infiltra-
tion. According to Schoeller (1977), ion exchange can be 
inferred by analysing the chloro-alkaline indices.

 CA-I = [Cl--(Na++K+)]/ Cl-

 CA-II = [Cl--(Na++K+)]/(SO4
2-+CO3

2-+HCO3
-)

Positive values of CA indices indicate that Na+ and K+ 
in the water are exchanged with Mg and/or Ca in the host 
rocks, whereas negative values indicate there is a reverse 
cation exchange. As can be seen in Fig. 6, all the spring 
samples show positive chloro-alkaline values, 33% of the 
reservoir samples are positive and 67% negative, 20% of the 
groundwater samples are positive and 80% negative, respec-
tively, which confirm that ion exchanges have an important 

process of cation exchange. 
The plots of (Ca2++Mg2+) versus (HCO3-+SO42-) were used to illustrate the solute origin of Ca2+, 

Mg2+, SO42- and HCO3-, which are acquired from the simple dissolution of calcite, dolomite and 
gypsum with the expected ratio of 1:1. Points fall below the equiline, indicating the effect of silicate 
minerals weathering. Points fall above the equiline, implying the effect of carbonate minerals 
dissolution. In Fig. 5c, except for one groundwater sample, other points all fall around and below 
the equiline, reflecting the dominant water-rock interactions are the weathering of silicate minerals 
and the dissolution of calcite, dolomite and gypsum. 

Dissolution of undesirable constituents in aquifer system cannot be controlled, but it is essential 
to understand the changes undergone by water during the runoff and infiltration. According to 
Schoeller (1977), ion exchange can be inferred by analysing the chloro-alkaline indices. 

CA-Ⅰ = [Cl--(Na++K+)]/ Cl- 

CA-Ⅱ = [Cl--(Na++K+)]/(SO42-+CO32-+HCO3-) 
Positive values of CA indices indicate that Na+ and K+ in the water are exchanged with Mg and/or 

Ca in the host rocks, whereas negative values indicate there is a reverse cation exchange. As can be 
seen in Fig. 6, all the spring samples show positive chloro-alkaline values, 33% of the reservoir 
samples are positive and 67% negative, 20% of the groundwater samples are positive and 80% 
negative, respectively, which confirm that ion exchanges have an important contribution to 
hydrochemical components. 

 
Fig. 5: Relationship between cations and anions of the samples in the study area. 

Fig. 5: Relationship between cations and anions of the samples in the study area.

 

Fig. 6: Chloro-alkaline indices of the samples in the study area. 

Irrigation Water Quality 
As to evaluate the irrigation suitability, it is necessary to determine the parameters in terms of 
salinity and sodium hazard. Sodium adsorption ratio (SAR), sodium percentage (%Na) and 
electrical conductivity (EC) are the important parameters to assess the water quality for irrigation. 
The notable problem with a high sodium concentration is leading to degradation of soil structure 
and decreases on soil permeability. Regardless of the sodium content, samples with the EC less than 
200 μS cm-1 promotes soil crusting and reduces water penetration (Zaman et al. 2018). 

In the study area, variation in EC was observed with the minimum value of 296.00 μS cm-1 and 
the maximum value of 699.00 μS cm-1. According to Wilcox classification (Kaur et al. 2017), all 
the water samples belonged to the good class for irrigation. The values of SAR were in the range 
from 0.14 to 0.28, according to Richards classification, 100% of the samples can be classified to 
excellent for irrigation. The values of %Na varied from 3.8% to 9.2%, indicating all the samples 
had excellent suitability for irrigation (Table 2). 
Table 2: Classification of samples for irrigation purposes.  

Parameters Range Classification 
Number of samples 

SW RW GW 

salinity hazard (EC) 

<250 Excellent 0 0 0 

250-750 Good 4 18 5 

750-2250 Permissible 0 0 0 

2250-3000 Doubtful 0 0 0 

>3000 Unsuitable 0 0 0 

Sodium hazard (SAR) 

(Richard 1954) 

<10 Excellent 4 18 5 

10-18 Good 0 0 0 

18-26 Doubtful 0 0 0 

>26 Unsuitable 0 0 0 

Percent sodium (%Na) 

(Wilcox 1955)  

<20 Excellent 4 18 5 

20-40 Good 0 0 0 

Fig. 6: Chloro-alkaline indices of the samples in the study area.
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contribution to hydrochemical components.

Irrigation Water Quality

As to evaluate the irrigation suitability, it is necessary to 
determine the parameters in terms of salinity and sodium 
hazard. Sodium adsorption ratio (SAR), sodium percentage 
(%Na) and electrical conductivity (EC) are the important 
parameters to assess the water quality for irrigation. The 
notable problem with a high sodium concentration is leading 
to degradation of soil structure and decreases on soil perme-

ability. Regardless of the sodium content, samples with the 
EC less than 200 μS cm-1 promotes soil crusting and reduces 
water penetration (Zaman et al. 2018).

In the study area, variation in EC was observed with the 
minimum value of 296.00 μS cm-1 and the maximum value 
of 699.00 μS cm-1. According to Wilcox classification (Kaur 
et al. 2017), all the water samples belonged to the good class 
for irrigation. The values of SAR were in the range from 
0.14 to 0.28, according to Richards classification, 100% of 
the samples can be classified to excellent for irrigation. The 

Table 2: Classification of samples for irrigation purposes. 

Parameters Range Classification Number of samples

SW RW GW

Salinity hazard (EC) <250 Excellent 0 0 0

250-750 Good 4 18 5

750-2250 Permissible 0 0 0

2250-3000 Doubtful 0 0 0

>3000 Unsuitable 0 0 0

Sodium hazard (SAR) (Richard 1954) <10 Excellent 4 18 5

10-18 Good 0 0 0

18-26 Doubtful 0 0 0

>26 Unsuitable 0 0 0

Percent sodium (%Na) (Wilcox 1955) <20 Excellent 4 18 5

20-40 Good 0 0 0

40-60 Permissible 0 0 0

60-80 Doubtful 0 0 0

>80 Unsuitable 0 0 0

40-60 Permissible 0 0 0 

60-80 Doubtful 0 0 0 

>80 Unsuitable 0 0 0 

The general suitability categorization of waters for irrigation was evaluated using USSL and 
Wilcox diagram (Etteieb et al. 2017, Zouahri et al. 2015, Bhardwaj & Singh 2011). Wilcox 
proposed %Na and EC to assess the water quality using Wilcox diagram (Fig. 7). The scatter plots 
on Wilcox diagram illustrates that all the samples fall in excellent to good categories and can be 
properly used for irrigation. The USSL Staff presented SAR and EC to evaluate irrigation using 
USSL diagram (Fig. 8). The plots of data on the US salinity diagram show that all of the water 
samples fall in the category C2S1, indicating low sodium and medium salinity water. It can be used 
for irrigation of most crops on most soils with less negative impacts. 

 
Fig. 7: Water classification based on per cent sodium and electrical conductivity (after Wilcox 1955). 

 
Fig. 8: Water classification based on the USSL diagram. 

CONCLUSIONS 
The hydrochemical analysis of surface water and groundwater from Jiagou district, Northern Anhui 
Province, China reveals that the processes of water-rock interaction and suitability for irrigation. 
All the parameters concentration can meet the demand for inhabitant and suitable for drinking. Two 
main chemical types of the water sources have been identified: (1) Ca-HCO3 (7 samples) and (2) 
Ca-Mg-HCO3 (20 samples). Gibbs diagram suggests that the dominant influence is related to water-
rock interaction. The plots of Mg/Na and HCO3/Na versus Ca/Na, and the ion ratio of Na/Cl, 
Ca2+/SO42-, (Ca2++Mg2+) /(HCO3-+SO42-) reflect that carbonate dissolution, silicate weathering have 

Fig. 7: Water classification based on per cent sodium and electrical conductivity (after Wilcox 1955).
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values of %Na varied from 3.8% to 9.2%, indicating all the 
samples had excellent suitability for irrigation (Table 2).

The general suitability categorization of waters for irriga-
tion was evaluated using USSL and Wilcox diagram (Etteieb 
et al. 2017, Zouahri et al. 2015, Bhardwaj & Singh 2011). 
Wilcox proposed %Na and EC to assess the water quality 
using Wilcox diagram (Fig. 7). The scatter plots on Wilcox 
diagram illustrates that all the samples fall in excellent to 
good categories and can be properly used for irrigation. The 
USSL Staff presented SAR and EC to evaluate irrigation 
using USSL diagram (Fig. 8). The plots of data on the US 
salinity diagram show that all of the water samples fall in the 
category C2S1, indicating low sodium and medium salinity 
water. It can be used for irrigation of most crops on most 
soils with less negative impacts.

CONCLUSIONS

The hydrochemical analysis of surface water and groundwater 
from Jiagou district, Northern Anhui Province, China reveals 
that the processes of water-rock interaction and suitability 
for irrigation. All the parameters concentration can meet the 
demand for inhabitant and suitable for drinking. Two main 
chemical types of the water sources have been identified: (1) 
Ca-HCO3 (7 samples) and (2) Ca-Mg-HCO3 (20 samples). 
Gibbs diagram suggests that the dominant influence is 
related to water-rock interaction. The plots of Mg/Na and 
HCO3/Na versus Ca/Na, and the ion ratio of Na/Cl, Ca2+/
SO4

2-, (Ca2++Mg2+) /(HCO3
-+SO4

2-) reflect that carbonate 
dissolution, silicate weathering have the predominant 
contribution to the origin of chemical solutes, with a slight 
function of halite dissolution. Meanwhile, ion exchange has 
an important contribution to hydrochemical components. 
Wilcox diagram illustrates that all the samples fall in 
excellent to good categories and the US salinity diagram 

show that all of the water samples fall in the category C2S1, 
indicating low sodium and medium salinity water. It is 
concluded that all the samples are suitable for drinking and 
irrigation purpose.
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ABSTRACT
The extensive use of detergent causes a high level of it to contaminate water body. This study was 
aimed to determine the effectiveness of the Sagittaria lancifolia plant as a phytoremediator for water 
contaminated with detergents. Sagittaria lancifolia was planted in medium exposed to detergent at 
various levels (10, 50, 75 ppm) with two different detention times (7 and 14 days). Remediated water 
was tested of its toxicity using Xiphophorus maculatus. LAS removal rate, BOD, plant morphology, 
and mortality of X. maculatus were recorded. The result showed that S. lancifolia had a high level of 
LAS removal rate, the longer detention time (81.53 ± 0.37% at 14 days) with significantly lower BOD 
(27.48 ± 0.78mg/L). Plant leaves showed signs of necrosis and chlorosis during detergent exposure. 
Detergent water remediated for 14 days induced the lowest rate of mortality in Xiphophorus maculatus. 
Thus, Sagittaria lancifolia can be applied to remove the organic contaminant from the water body. 

INTRODUCTION

Water pollution is generally caused by anthropomorphic 
activities around water bodies. The higher human population 
leads to more waste disposed to the environment, causing 
pollution level to be increased. Waste can be originated from 
domestic or industrial activities. The domestic activities 
result in waste with high organic content. Without proper 
management, this type of waste can potentially contaminate 
water and endanger the aquatic organisms in ecosystems.

One of the causing factors of water pollution is detergent 
waste from domestic areas. Detergent is a soap compound 
formed through chemical processes. Generally, the main 
component composing detergent is natrium dodecyl benzene 
sulfonate (NaDBS) and sodium tripolyphosphate (STPP), 
both of which are difficult to be degraded naturally. NaDBS 
and STPP can form a precipitate with alkaline soil and transi-
tional metals (Herlambang & Hendriyanto 2015). Surfactant 
types commonly used in detergent are anionic surfactant 
Alkyl Benzene Sulfonate (ABS) or Linear Alkylbenzene 
Sulfonate (LAS).

Detergent is a synthetic cleaner composed of petroleum 
derivative materials. Detergent is widely used due to its better 
cleaning ability compared to soap and not affected by water 
salinity. Generally, detergent contains surfactants, builders, 
fillers, and additives. Overuse of detergents can be danger-
ous to humans as it is a skin irritant. It can also endanger 

the environment; the decrease of water quality due to LAS 
affects the aquatic organisms living in it (Kamiswari 2013).

High level of detergent in water can lower oxygen level. 
At a concentration of 0.5 mg/L, detergent was found to form 
suds that inhibited oxygen diffusion to the water surface 
(Rochman 2016). Previous findings reported that average 
surfactant concentration in domestic wastewater could reach 
up to 10 mg/L (Scott & Jones 2000). The presence of ex-
cessive detergent is signified with soap foams on the water 
surface (Rochman 2009).

Phytoremediation is the application of plant to extract, 
accumulate, or detoxify pollutants. This technique is 
considered as a novel technique to cleanse the environment. 
Plants are ideal agent to improve land and water, because 
of their unique genetic properties, both form biochemical 
and physiological facets (Sidauruk & Sipayung 2015). The 
ability of aquatic plants to reduce water pollution has been 
studied extensively, including Sagittaria lancifolia (Melinda 
Paz-Alberto & Sigua 2013). Sagittaria lancifolia is a species 
of aquatic plants endemic to tropical regions, including 
Indonesia. A previous study found that this species was able 
to survive detergent-polluted water up to concentration 0.15 
g/L (Adistiara et al. 2019) thus S. lancifolia was hypothesized 
to have potential in phytoremediation of detergent. 

The safety of water after remediation using plants is 
rarely examined, whether it has become safe for water 
organisms or not. As fishes can show response to the presence 
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of pollutants in water, they can be used as a bioindicator of 
safe water. Xiphophorus maculatus, a species of tropical 
fish, was previously shown to have sensitivity towards 
contaminant potassium chloride (Santos Oliveira et al. 2018), 
but no previous study had examined the response of this 
species towards detergent. Thus, we examined the ability of 
Sagittaria lancifolia to remediate detergent-contaminated 
water and the safety of remediated water using Xiphophorus 
maculatus in this study. 

MATERIALS AND METHODS

This study was an experimental laboratory study. Sagittaria 
lancifolia used was taken from the original collection of 
Purwodadi Botanical Garden, Indonesia. The plants were 
acclimatized first for 14 days in an aquarium filled with 4 
L of distilled water medium with additional nutrients. After 
that, plants were rinsed before put into the aquarium filled 
with 4 L aquatic planting medium added with various levels 
of detergent (10 ppm, 50 ppm, 75 ppm). Planting medium 
was first measured for its LAS level to ensure the detergent 
level. Control was planting medium without S. lancifolia. 
Each concentration of detergent was replicated thrice. Level 
of LAS was examined at two different detention times; 7 
and 14 days. Water quality parameters like temperature and 
acidity were recorded at the end of the experiment.

Resulting water after phytoremediation using S. lanci-
folia was tested of its safety by performing toxicity test on 
X. maculatus. Fish sized ± 4-6 cm were first acclimatized 
in 10 L aquarium filled with 5 L water for three days. Fish 

were given commercial feed daily during acclimatization and 
then fasted for two days during the pre-treatment period. For 
treatment, as much as 10 fishes were put into a plastic con-
tainer filled with 1.5 L water resulted from phytoremediation 
at various concentrations of the detergent. Each treatment 
was replicated three times. Mortality of fish was evaluated 
at 24 h, 48 h and 72 h. 

Level of LAS removal and BOD were analysed statis-
tically using one-way ANOVA and continued using the 
Duncan test. Leaf morphological change and fish mortality 
were analysed descriptively. 

RESULTS AND DISCUSSION

Phytoremediation of the Detergent Using Sagittaria 
lancifolia

Results showed that S. lancifolia was able to remove LAS 
significantly compared to control (Table 1). Level of deter-
gent in control did not change, but different initial detergent 
level resulted in significantly different LAS removal rate 
using S. lancifolia. The higher the detergent concentration 
at the start and the longer the detention time, the higher the 
rate of LAS removal by S. lancifolia. The temperature did 
not show much difference between phytoremediated and 
non-phytoremediated water, but pH was lowered slightly, 
from the range of 7 to 8 in phytoremediated water, both at 7 
and 14 days detention time.

Sagittaria lancifolia was able to remove LAS from 
planting medium. At 75 ppm, S. lancifolia was able to 

Table 1: Rate of LAS removal and BOD of detergent-contaminated water. 

Group Detergent level (ppm) LAS removal rate (%) BOD (mg/L)

Control  
7 days

10 1.14 ± 0.01a 29.37 ± 0.38a

50 1.27 ± 0.02a 29.40 ± 0.25a

75 1.33 ± 0.01a 29.57 ± 0.16a

Plant  
7 days

10 71.65 ± 0.21b 26.90 ± 0.69bc

50 73.44 ± 0.17c 28.08 ± 0.42d

75 77.43 ± 0.85e 28.10 ± 0.79d

Control  
14 days

10 1.20 ± 0.01a 29.22 ± 0.15a

50 1.61 ± 0.01a 29.48 ± 0.25a

75 2.63 ± 0.01a 29.60 ± 0.44a

Plant  
14 days

10 75.57 ± 0.31d 25.55 ± 0.94e

50 76.53 ± 0.56e 26.18 ± 0.99be

75 81.53 ± 0.37f 27.48 ± 0.78cd

Standard* - 100

(*) Standard based on Regulation of East Java Governor No. 72 year 2013. 
Different letters indicated statistical difference based on Duncan test (a = 0.05).
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remove up to 77.43% of LAS at 7 days and 81.53% at 14 
days of detention time. Similarly, BOD was also lowered 
significantly after using plants compared to control. LAS 
was taken from the medium by plant roots, which would 
then be translocated to the upper part of the plants (Grøn 
et al. 2000). Besides, LAS was also lowered through 
microorganism activity in roots of plants, which degraded 
LAS in the medium. Thus, a longer period of detention 
time, microorganisms could degrade the higher level of 
LAS, decreasing LAS in the medium. Aquatic plants also 
can effectively absorb various pollutants, such as heavy 
metals and organic contaminants, due to their hairy roots 
(Rachmadiati et al. 2018).

As LAS translocated to the upper part of the plant 
body, this resulted in alteration of plant organs. During 

the experiment period, morphological changes could also 
be observed from the leaves of S. lancifolia. Alteration of 
leaves morphology from 7 and 14 days course from 75 ppm 
detergent exposure is presented in Fig. 1. 

The toxicity of LAS on S. lancifolia induced senescence 
to leaves, as indicated by chlorosis and necrosis. This change 
could be particularly clearly observed in 75 ppm detergent 
concentration. Leaf colour was turned from green to yellow 
to brown, while leaf surface was gradually shrivelled. LAS 
accumulation to leaf caused the change of lipid composition, 
resulting in lowered production of chlorophyll, plastoqui-
none, and carotenoid, as well as NADP+ activity. This de-
crease would decrease electron transport to chloroplast and 
the disruption of the Calvin cycle, lowered metabolism and 
slowed plant growth (Sharma & Dubey 2005).

higher level of LAS, decreasing LAS in the medium. Aquatic plants also can effectively 

absorb various pollutants, such as heavy metals and organic contaminants, due to their 

hairy roots (Rachmadiati et al. 2018). 
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also be observed from the leaves of S. lancifolia. Alteration of leaves morphology from 

7 and 14 days course from 75 ppm detergent exposure is presented in Fig. 1.  
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detergent concentration. Leaf colour was turned from green to yellow to brown, while 
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lipid composition, resulting in lowered production of chlorophyll, plastoquinone, and 
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Fig. 1:  Morphological change in Sagittaria lancifolia leaf during exposure to 75 ppm detergent for (a) 

7 days and (b) 14 days. 

 Day 7  Day 6  Day 5  Day 4  Day 3  Day 2  Day 1 

a 

 Day 6  Day 4  Day 2  Day 14  Day 12  Day 10  Day 8 

b 

Fig. 1: Morphological change in Sagittaria lancifolia leaf during exposure to 75 ppm detergent for (a) 7 days and (b) 14 days.

Table 2: Mortality level of X. maculate in remediated detergent-contaminated water. 

Group Detergent concentration (ppm) Mortality (%)

24 h 48 h 72 h

Control
7 days

10 0 40 60

50 0 60 40

75 100 0 0

Plant
7 days

10 0 0 0

50 0 20 0

75 40 0 0

Control
14 days

10 0 40 60

50 0 60 40

75 100 0 0

Plant
14 days

10 0 0 0

50 0 0 10

75 0 20 0
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Toxicity Test of Remediated Water 

Post-phytoremediation contaminated water was evaluated of 
its safety based on the mortality of X. maculate. Mortality 
level of X. maculate was varied based on the detergent level 
in the water and whether phytoremediation was performed 
or not. Level of X. maculate mortality in water after various 
treatments is presented in Table 2, while the trend of mor-
tality is presented in Fig. 2.

Xiphophorus maculatus was found to have a higher 
mortality rate at the higher level of detergent concentration 
and shorter period of phytoremediation. Fish in control water 
had 100% mortality rate at 24 hours. Fish mortality in control 
water took longer time in the lower detergent concentration. 
This was in line with a previous study, in which 18 ppm 
detergent induced the mortality of X. maculatus longer than 
54 ppm (Kamiswari et al. 2013).

In contrast with control, the mortality of X. maculatus 
was lower in water with phytoremediation of S. lancifolia. 
No mortality was found in 10 ppm detergent with phytoreme-
diation for both 7 and 14 days. Contaminated water at initial 
detergent water of 75 ppm remediated for 7 days resulted in 
40% mortality in the first 24 hours and no additional mor-
tality during the next 48 hours. However, the same level of 
detergent remediated for 14 days resulted in 20% mortality at 
48 hours and no additional mortality thereafter. This shows 
that the longer the phytoremediation period, the lower the 
detergent level remained in the water, as well as safer water. 

Suds and foam caused by detergent could cause oxygen 
level in the water to reduce. This would in turn induce hy-
poxia in various water organisms, such as phytoplankton, 
aquatic plants and fishes. In fishes, hypoxia causes stress that 
disrupts physiological homeostasis, resulting in a complex 

process of physiological and biochemical changes to help 
fishes to cope with the stress. Hypoxia also affects nutrient 
metabolism (Abdel-Tawwab et al. 2019). When oxygen in 
water is below the level sufficient for aerobic glycolysis, 
fishes fail to maintain normal physiological function and 
metabolism (Richard 2011). 

In addition to hypoxia, the surfactant can also induce 
stress if it enters fish metabolism. Fishes will mobilize 
triglycerides and protein to meet increased energy demand 
from stress-induced physiological changes and xenobiotic 
excretion (Alkahem et al. 1998). Behavioural abnormality 
can also indicate nervous impairment due to blocked nervous 
transmission, enzyme dysfunction, and/or disruption of the 
metabolic pathways (Siddiqui & Arifa, 2011). This change 
was found in the X. maculatus used in this study, as fish 
experienced stress from detergent. The failure to adapt to 
detergent-induced stress caused mortality to X. maculatus. 
Thus, this species could also be used as an indicator of 
organic pollutant. 

CONCLUSIONS

Based on the present study, it could be concluded that 
Sagittaria lancifolia has an ability of phytoremediation, as 
indicated by a high rate of LAS removal. At high concentra-
tion of detergent, phytoremediation for 14 days resulted in 
the lowest mortality. The plant could survive until detention 
time of 14 days, however, leaves showed signs of chlorosis 
and necrosis.
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Table 2: Mortality level of X. maculate in remediated detergent-contaminated water.  
 

 

 

 

 

 

 

 

  

 
Fig. 2:  Trends of Xiphophorus maculatus mortality in remediated water after (a) 7 days and (b) 14 days 

of detention time. C: control group, P: plants group. 
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Fig. 2: Trends of Xiphophorus maculatus mortality in remediated water after (a) 7 days and (b) 14 days of detention time.  
C: control group, P: plants group.
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ABSTRACT
The crystalline structure of cellulose makes it difficult to degrade and so most of the cellulosic waste 
in nature is disposed of by biomass burning. Cellulase enzyme system is potent enough to convert 
cellulose into glucose. Fungi are known to produce an array of hydrolytic enzymes. This study involves 
isolation of high potential cellulolytic fungal strains from the soil and optimizing pH and temperature 
conditions for enhanced cellulase production. The fungal strains were isolated from soil using serial 
dilution and pour plate techniques and screened using Congo red test and FPase method. Based on 
hydrolytic zones formation and cellulase enzyme production, Aspergillus fumigatus, Aspergillus terreus 
and Aspergillus flavus were found to show the highest potency for hydrolytic enzyme production at pH 
5.8-6.0 and temperature range of 40°C-50°C.    

INTRODUCTION

Cellulose is a linear polysaccharide of glucose residues with 
β-1,4-glycosidic linkages. Copious availability of cellulose 
renders it a desirable raw material to produce imperative 
products for industrial use. Unfortunately, most of the cellu-
losic waste is often disposed of by biomass burning, which 
is not restricted to developing countries alone but is consid-
ered a global phenomenon. Cellulase enzyme system can 
convert cellulose to glucose economically and favourably. 
Cellulase enzyme system harbours three types of enzymes 
that are produced extracellularly: 1, 4-β-endoglucanase, 1, 
4-β-exoglucanase, and β-glucosidase. Endoglucanase aids 
in the conversion of the crystalline cellulosic structure into 
a soluble polymer. While exoglucanase is responsible for 
cleavage of these polymers to produce tri and di-saccharides, 
β-glucosidase breaks these tri and di-saccharides to finally 
produce glucose (Shewale 1982, Woodward & Wiseman 
1983). The synergistic effect of these three enzymes brings 
about this complex process effectively to produce glucose 
molecules (Ryu & Mandels 1980, Wood 1989, Samdhu & 
Bawa 1992). To make this possible, it is desirable to involve 
certain cellulase producing microorganisms (Béguin & Au-
bert 1994, Singh & Hayashi 1995, Lynd et al. 2002). 

In-plant cell walls, cellulose is bound by lignin which 
makes it difficult to degrade the crystalline and complex 
structure of cellulose. Hence, there is a need to harness cel-

lulase enzyme through economically feasible and effective 
techniques. Fungi are the most influential and dominant 
groups present in soils. They produce an array of hydrolytic 
enzymes and are more effective than bacteria in acidic soils 
and decomposing cellulose rooted in lignin. Fungi are fila-
mentous and produce prolific spores. Therefore, they invade 
the substrate easily and are quite effective in composting of 
lignocellulosic waste. Also, they can stand a wide range of 
pH as compared to bacteria and hence are more preferred 
than bacteria for the decomposition of complex organic 
wastes. With regard to this, filamentous fungi are more 
appealing owing to their ease of cultivation and substantial 
yield of extracellular enzymes with significant prospective 
for industrial application (Mishra & Dadhich 2010). Also, 
these extracellularly produced enzymes are easily retrievable 
using the culture media (Abe et al. 2015). Other advantages 
associated with cellulase production through fungi include 
rapid enzyme production and the cost-benefit aspect. 

Plants are capable of generating 4×109 tons of cellulose 
annually. Cellulases are mainly employed in the textile indus-
try for bio-polishing of fabrics. They are also used to improve 
the nutritional value and digestibility of animal feeds and in 
de-inking of paper (Tolan & Foody 1999). The cellulases that 
are used in these cases are harnessed from fungal sources. 
The importance of cellulose as a replenishable energy source 
generates a dire need for keen industrial interest and research 
in the hydrolysis of cellulose (Bhat et al. 2000). Profita-
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ble bioconversion of cellulosic resources is subject to the 
characteristics of cellulose, sources of cellulolytic enzyme 
and favourable circumstances for the catalytic activity and 
enzyme yield. The crystalline structure and insoluble nature 
of cellulose make it less susceptible to degradation. For the 
biotechnological implication of cellulases, the present study 
has been formulated to screen and isolate high potential 
fungal cultures for cellulases production.

MATERIALS AND METHODS

Isolation of cellulolytic fungi from soil: For isolation of 
cellulose-degrading fungi, three random soil samples were 
collected from rice field of Kanheli village, Rohtak, Hary-
ana by digging at a depth of 10 cm and stored in a sterile 
polythene bag at 4°C. Pure isolates of fungal strains were 
obtained by Pour Plate technique and streaking on PDA 
(Potato Dextrose Agar) medium supplemented with (CMC) 
Carboxymethylcellulose (Viji et al. 2015). Serial dilutions 
of the experimental soil samples using sterile distilled water 
were made up to 10-5 dilution. PDA media was prepared 
and autoclaved. 0.3% sodium azide was added to the media 
as an antibacterial solution to restrict the growth of bacte-
rial colonies on agar plates. Around 50 µL of diluted soil 
samples were spread on the solidified agar plates. The Petri 
plates were then sealed and incubated at 28°C for 48 hours. 

Fungal colonies were found to appear on the agar plates. 
These plates were labelled as Fungal Master plates (Fig.1). 
The isolates were further inoculated on sterile PDA plates 
by point inoculation and incubated at 28°C for 48 hours to 
obtain pure fungal plates (Fig. 2). Streaking was done to 
purify the fungal colonies further (Fig. 3). Following media 
was used for plating: 

NaNO3 – 2g/L, K2HPO4 – 1g/L, KCl – 0.5g/L, Mg-
SO4.7H2O – 0.5g/L, Peptone – 2g/L, Agar – 15g/L, CMC 
– 0.5% = 5g/L, PDA – 39g/L (Neethu et al. 2012)      

Primary screening - Congo red test: The pure fungal plates 
were flooded with Congo red solution (1%), and then the 
solution was discarded after 5 minutes. The plates were then 
counterstained with 1N NaCl solution and allowed to rest 
for 15 to 20 minutes. Clear hydrolytic zones could be seen 
around the fungal colonies indicating cellulose hydrolysis by 
the enzymes (Fig. 4). High potential cellulolytic fungi were 
selected depending on their ability to form clear and wider 
hydrolytic zones around the fungal colony.

Secondary screening - Determination of exoglucanase 
(total cellulase): Standard Filter Paper Assay (FPase) method 
described by Eveleigh et al. (2009) was used to determine the 
total cellulase activity of the isolated fungal strains. Cellulase 
activity is defined as 1 µmols of the substrate converted to 

0.5 mL culture supernatant pre-incubated at 50°C for 10 minutes was added to 0.5 mL buffer and 

incubated at 50°C for 30 minutes. 0.5 mL of DNS was added to terminate the reaction. The test 

tubes were then placed in a hot water bath for 5 minutes and then allowed to cool down. 2.5 mL 

of distilled water was added to all test tubes and the amount of reducing sugar liberated was 

determined by reading the absorbance at 540 nm (Mendel et al. 1969) 

Determination of optimum temperature for cellulase production: To assess the effect of 

temperature on cellulase enzymatic activity, 0.5 mL sodium citrate buffer (pH 5.8) pre-incubated 

at 50°C for 10 minutes was combined with 0.5 mL of culture supernatant and incubated at 30°, 

40°, 50° and 60° Celsius for 30 minutes. 0.5 mL DNS was added to stop the reaction and all 

mixtures were subjected to the hot water bath for 5 min. All test tubes were then allowed to cool 

down to room temperature and 2.5 mL of distilled water was added to them. Absorbance was read 

at 540 nm (Balamurugan et al. 2011). 
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Fig. 3 (A-B): Streaked fungal plates

glucose (Gilna & Khaleel 2011). 0.5 mL culture supernatant 
from each culture was added to 1 mL of sodium citrate buffer 
(pH 5.8). A 50 mg strip of Whatman No.1 filter paper (1.0 
× 6.0 cm) was added to each tube and incubated at 50oC for 
1 hour. Tubes were vortexed till filter paper settled at the 
bottom of the tube. Glucose standards, Enzyme blank and 
Substrate blank were prepared and incubated at 50°C for 1 
hour. 3 mL of dinitrosalicylic acid (DNS) was added to each 
tube and mixed well (Fig. 5). The sample mixtures, glucose 
standards, enzyme blank and substrate blank were boiled 
together for 5 min in a water bath and then transferred to a 
cold water bath. Twenty mL of distilled water was added to 
all tubes and mixed properly. The absorbance values of these 
sample tubes were measured at 540 nm. Reagent blank was 
used to set the spectrometer at zero. Cellulase activity was 

expressed in Filter Paper Unit (FPU) per mL of undiluted 
culture filtrate (Mandels et al. 1976).  

Calculation:       
                                          0.37
FPU/mL =
                      Enzyme releasing 2 mg of glucose

Determination of optimum pH for cellulase production: 
Following buffers were used to maintain different pH values:

 • 50 mM acetate buffer (for pH 3 and 4), 

 • 50 mM Sodium Citrate buffer (for pH 5.8) 

 • 50 mM Tris-base buffer (for pH 6)

 • 50 mM sodium phosphate buffer (for pH 8-10).

0.5 mL culture supernatant pre-incubated at 50°C for 10 
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minutes was added to 0.5 mL buffer and incubated at 50°C 
for 30 minutes. 0.5 mL of DNS was added to terminate the 
reaction. The test tubes were then placed in a hot water bath 
for 5 minutes and then allowed to cool down. 2.5 mL of 
distilled water was added to all test tubes and the amount 
of reducing sugar liberated was determined by reading the 
absorbance at 540 nm (Mendel et al. 1969)

Determination of optimum temperature for cellulase 

production: To assess the effect of temperature on cellulase 
enzymatic activity, 0.5 mL sodium citrate buffer (pH 5.8) 
pre-incubated at 50°C for 10 minutes was combined with 
0.5 mL of culture supernatant and incubated at 30°, 40°, 
50° and 60° Celsius for 30 minutes. 0.5 mL DNS was added 
to stop the reaction and all mixtures were subjected to the 
hot water bath for 5 min. All test tubes were then allowed 
to cool down to room temperature and 2.5 mL of distilled 
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water was added to them. Absorbance was read at 540 nm 
(Balamurugan et al. 2011).

RESULTS AND DISCUSSION

A total of 11 fungal strains (B1, WC1, WC3, WL1, WL2, 
SB6, SB9, SB12, SB16, SB8 and I12), were purified by Pour 
Plate technique and streaking on PDA media supplemented 
with CMC. CMC degradation was verified by staining the 
fungal plates with 1 mg/mL Congo red dye and counter-

Table 1: Hydrolytic zone diameter produced by isolated cellulolytic fungal strains.

S. No. Fungal Isolates Fungal Colony Diameter (mm) Fungal  Colony + Zone Diameter (mm) Hydrolysis Zone Diameter (mm)

1 WC1 13 16.3 3.3

2 WL2 10.2 11.5 1.3

3 SB6 14 16.5 2.5

4 SB8 11.1 13.5 2.4

5 SB9 15 18.6 3.6

6 SB16 11 14.1 3.1

7 SB12 6.2 9.4 3.2

Table 3: Effect of temperature on cellulase activity of isolated fungal strains.

Fungal Isolates                                                Enzyme Activity (IU/mL/min)

30°C 40°C 50°C 60°C

SB8 0.048±0.09 0.151±0.26 0.382±0.18 0.202±0.18

SB6 0.051±0.12 0.183±0.04 0.341±0.23 0.107±0.26

SB16 0.076±0.03 0.398±0.12 0.986±0.14 0.359±0.17

SB9 0.047±0.11 0.912±0.03 0.415±0.27 0.361±0.19

WC1 0.213±0.06 0.419±0.01 1.013±0.04 0.241±0.07

WL2 0.061±0.17 0.554±0.15 0.361±0.16 0.253±0.08

SB12 0.167±0.22 0.358±0.05 0.901±0.21 0.269±0.21

 (n=3; Mean ± SD)

stained using 1N NaCl. Seven fungal strains (WC1, WL2, 
SB6, SB8, SB9, SB12, SB16) gave positive results in primary 
screening by forming visible hydrolytic zones around the 
fungal colonies. Table 1 shows the hydrolytic zone diameters 
formed by isolated fungal strains.

These 7 fungal strains were then subjected to secondary 
screening using enzymatic assay FPase for production of 
exoglucanase. FPase results revealed that the exoglucanase 
activity was observed to be highest for the isolated fungal 

Table 2: Effect of pH on cellulase activity of isolated fungal strains.

Fungal Strains                                               Enzyme Activity (IU/mL/min)

pH 3 pH 4 pH 5.8 pH 6 pH 8

SB8 0.065±0.06 0.118±0.03 0.257±0.16 0.326±0.21 0.256±0.27

SB6 0.048±0.06 0.161±0.21 0.559±0.19 0.693±0.14 0.151±0.02

SB16 0.082±0.19 0.631±0.11 1.293±0.29 0.733±0.03 0.227±0.11

SB9 0.036±0.27 0.348±0.21 0.748±0.17 1.115±0.16 0.318±0.24

WC1 0.068±0.13 0.406±0.09 0.611±0.21 1.042±0.06 0.397±0.07

WL2 0.077±0.24 0.372±0.11 0.397±0.26 0.546±12 0.261±0.02

SB12 0.042±0.18 0.658±0.13 1.157±0.03 0.745±0.22 0.276±0.18

(n=3; Mean ± SD)
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strains SB12 (0.258 IU/mL) followed by SB16 (0.236 IU/
mL), SB9 (0.147 IU/mL) and WC1 (0.084 IU/mL) as de-
picted in Fig. 7.

The effect of pH on the activity of the cellulase enzyme 
was studied by varying pH in the range of 3 to 8 (Table 2). 
The maximum cellulase activities were noticed at pH 5.8-
6.0 with SB16 (1.293 IU/mL), SB12 (1.157 IU/mL), SB9 
(1.115 IU/mL) and WC1 (1.042 IU/mL) showing highest 
enzyme activity. On further increase in pH, a reduction in 
the cellulase activity was obtained (Fig. 8). The reason for 
decreasing production at higher pH was probably due to 
proteolytic inactivation of the cellulase. Hence, it is suggested 
that slightly acidic pH values favoured cellulase production, 
which is in agreement with earlier results of other researchers 
(Ander & Eriksson 1976). 

The effect of different temperatures on cellulase produc-
tion by fungal strains was evaluated by assessing the number 
of glucose molecules released over temperatures ranging 
from 30 to 60°C using DNS method (Table 3). Maximum 
cellulase activities were observed between 40-50°C with 
WC1 (1.013 IU/mL), SB16 (0.986 IU/mL), SB9 (0.912 
IU/mL) and SB12 (0.901 IU/mL) showing highest enzyme 
activities (Fig. 9).

Based on hydrolytic zones formation and cellulase en-
zyme production, three fungal strains - SB12, SB9 and WC1 
were selected as high potential cellulolytic strains. Then 
they were grown on media slants (Fig. 6) and sent for iden-
tification to Pathology Department, IARI, Pusa. The strains 
were identified as Aspergillus fumigatus (SB12), Aspergillus 
terreus (SB9) and Aspergillus flavus (WC1).

CONCLUSION

This study suggests that Aspergillus fumigatus, Aspergillus 
terreus and Aspergillus flavus are potent cellulase producers 
and can contribute to cellulase production under optimized 
conditions of pH and temperature. The effect of pH and 
temperature on the synthesis of cellulase enzyme can be 
studied by optimizing these parameters. Fungi need optimum 
pH and temperature to achieve substantial growth and show 
cellulase enzyme production activity which can be rendered 
beneficial to be utilized for several industrial applications. 
In accordance with the results, considering the influencing 
factors, the optimal cultural process for Aspergillus species 
was considered as PDA media supplemented with CMC at 
pH 5.8-6.0 within a temperature range 40-50°C.
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ABSTRACT
The impact of compost prepared from sewage sludge in addition/alteration to chemical fertilizer makes 
a unique direction for effective waste management with high crop productivity. The study aims to compare 
the quality, agronomic parameters of sugarcane amended by sewage sludge compost with that using 
optimum chemical fertilizer (NPK 150-50-90 kg/ha) in the two random fields near sewage treatment plant 
(STP) of our institute and also to predict the soil quality in that field before sowing and after ripening. 
Dimensional analysis, Brix, Pol, Purity, Sugar recovery and other necessary quality analysis were 
estimated for the sugarcane samples. Similarly, soil physico-chemical parameters such as pH, electrical 
conductivity, forms of nitrogen, organic carbon and other nutrients were also monitored. Obtained 
sugarcane purity of 89.2% from sludge derived compost (SDC) over the 82.8% using chemical fertilizer 
amendment leads to the sustainable management system. The % recovery of 12.23 of cane shows 
the optimum value for the compost amendment. The results scientifically reveal the suitability of sludge 
compost to the replacement of chemical fertilizers in terms of productivity and soil quality.   

INTRODUCTION

India’s most important socio-economic crop is sugarcane 
which promotes the rural agricultural practices to the good 
income generating based category (Tripathi et al. 2017). Sug-
arcane is also one of the largest sowing cash crops in India. 
About 42 lakh farmers are involved in sugarcane farming. 
Quality and yield of sugarcane highly depend upon tem-
perature, sunlight and moisture conditions. The hot climatic 
condition with sufficient moisture is the ideal condition for 
growth. Accumulation of sucrose content in the internodes of 
basal to the apex is commonly said to be ripening (Pathak et 
al. 2018). White sugar and jaggery are the two important prod-
ucts from sugarcane juice extraction. Sugarcane quality also 
depends upon various parameters such as soil characteristics, 
breeds, tillers, age of tillers, etc. Juice clarification process 
focuses on removing non-sugars and colouring contents. The 
major by-products are bagasse and molasses. They are used 
extensively for making various products (Kumar et al. 2015). 
In addition to this, invasion of sugarcane borer highly interferes 
with the quality of sugarcane (de S. Rossato Jr et al. 2013). 
By comprehending the aforementioned basic introduction, 
it is inevitable to devise a suitable research methodology for 

the problems of sugarcane cultivation. Sugarcane yield of our 
country is significantly low when we compare to the other 
countries with similar environmental conditions. This might be 
due to several factors and fertilizer usage balance is the notable 
one and cause low yield (Nawaz et al. 2017, Kumar et al. 2014), 
since sugarcane is a typical heavy feeding crop which con-
sumes most of the vital nutrients in the soil and consequently 
increases the production cost (Nawaz et al. 2017). Deficiency 
in organic carbon poses a serious threat to the fertility of Indian 
soil (Gaind & Nain 2012). Suitable fertigation with sufficient 
nitrogen, phosphorus and potassium is the vital requirement 
for the sugarcane quality. To get good juice quality and high 
yield it is important to consider the potassium fertilizer high 
(Soomro et al. 2014). However, continuous chemical fertilizer 
usage for high sugarcane yield resulted in deprived soil health, 
altered chemical composition and available micronutrients. At 
the same time, organic amendment enhances the soil organic 
matter and other nutrients within less time by optimising the 
dosage (Lakshmi et al. 2011). Consistent application of nu-
trients to the soil is not feasible in all conditions. It depends 
upon the type of soil and atmospheric conditions. Many 
researchers made different trials using organic amendments, 
inorganic and integrated organic and inorganic amendments 
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to optimize the dosage for high sugarcane quality and yield 
economically (Nawaz et al. 2017). Managing the organic 
wastes effectively in our soil is the best way to enhance soil 
organic carbon with an economical approach. Besides, this also 
enhances the carbon sequestration potential (Gaind & Nain 
2012). One of the best organic waste management techniques 
is composting. Composting is the process of converting organic 
wastes into humus like substances which is rich in nutrients. 
Microorganisms in the presence of air generally degrade the 
complex waste materials and yield compost, carbon dioxide 
and water (Atalia et al. 2015). Alternately, sewage sludge ap-
plication on land is the best economical practice and in turn, 
it increases the water holding capacity, aeration, and organic 
matter and soil nutrients (Bhat & Agarwal 2013, Kootenaei 
et al. 2014), even though, many workers reported that sewage 
sludge application also results in heavy metal accumulation 
and cause metal contamination in edible crops (Singh et al. 
2017). However, the limited proportion of sewage sludge as 
compost amendment up to 45% best suited for healthy soil 
conditioning and fertilizer for the plant growth (Chu 2017). 
Thereby, sugarcane quality analysis is very important for 
many things, especially for optimizing the cultivation process 
and production management. Xiao et al. (2017) analysed and 
reported the sugarcane quality indexes such as Brix %, pol 
%, purity and sugarcane recovery %. Brix (°Bx) is the sugar 
substance of a fluid arrangement. One degree Brix is 1 gram of 
sucrose in 100 grams of solution and speaks to the quality of 
the solution as rate by mass. The optical device refractometer 
used to find Brix under the refractive index principle. Pol (°Z) 
is another important quality index which is also sucrose content 
of the sugarcane juice. It is also said to be apparent sucrose. 
Purity is the ratio between pol and Brix.

So far, the synergistic approach of managing sewage 
treatment plant sludge as the composting substrate to en-
hance sugarcane quality not addressed well in our Indian 
conditions. By considering this need and above importance 
the main objectives of the study focussed to compare the 
quality, agronomic parameters of sugarcane amended by 
SDC with that using chemical fertilizer (NPK 150-50-90 
kg/ha) and also to predict the soil quality in that field before 
sowing and after ripening, thus reporting the suitability of 
sludge compost to the replacement of chemical fertilizers in 
terms of productivity and soil quality.  

MATERIALS AND METHODS

Investigational Location and Environmental 
Conditions

Sugarcane crop was sown during monsoon and post-monsoon 
seasons of 2018 at an investigational ranch near Sewage 
Treatment Plant (STP) located at Bannari Amman Institute 

of Technology, Sathyamangalam, Tamilnadu, India (Lat. 
11.49520 and Long. 77.27640). The experimental soil type 
at the site was a clayey-loam.

Co-compost Preparation

Dynamic sludge gathered from the sludge waste line of 
STP along with other organic fraction of municipal wastes 
segregated from the institute was fed into the non-destruc-
tive sheet-metallic canister to get ready in-vessel aerobic 
compost. The substances were blended altogether once per 
week. The moisture of substance and temperature were ob-
served day by day (Lokeshwari et al. 2017). The canister was 
checked for a time of 40 days and tests were taken routinely 
to assess the maturity of SDC in terms of different vital 
physico-chemical parameters.

STP Compost Amended Sugarcane Quality Analysis

Ten stalks from the field have been chosen randomly for 
analysis where STP compost amended. The average weight 
of a stalk is 1.5 kilogram and length ranges from 230 to 250 
cm. The stalks were taken to Bannari Amman Sugars, crushed 
and filtered for analysis. Around five litres of juice was ex-
tracted from the crusher. The quality control lab analysed the 
quality parameters. Lead sulphate was added to the extract, 
and the sample taken to the optical device refractometer’s 
cell compartment to find out the Brix value. Pol value was 
found by pouring the processed filtrate into the quartz plate 
of the polarimeter. Apparent purity found by taking the ratio 
between pol and Brix (Lingle et al. 2010).

 The percentage of cane recovery was determined by the 
following equation.

% Recovery Cane = [Pol% – {(Brix% – Pol%) × 0.4}] × 0.75  

…(1)

Agronomic Characteristics of Sugarcane 

The agronomic investigation (germination %, tillers per plant, 
millable canes and cane yield) for the two field sugarcane 
samples carried out as per the methods suggested by Soomro 
et al. (2014). After 45 days of implant, the number of plantlets 
came out in every plot were counted and then by the formula 
below was converted into germination percentage.

                                 Number of germinated buds
Germination (%) =                                                   × 100
                                       Total number of buds  

  …(2)

Physico-Chemical Analysis

For the chemical analysis, 5 g of each soil sample and com-
post were extracted with 50 mL of 2M potassium chloride 
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(Shahandeh et al. 2011, Amponsah et al. 2014) solution for 2 
hours using an orbital shaker. After settling, the supernatant 
was filtered through syringe filters (20 μm) and directly used 
for measuring pH (Elico LI120) and electrical conductivity 
(Elico CM 180). The presence of total organic carbon (TOC) 
and total nitrogen (TN) was analysed by TOC Analyzer (Shi-
madzu, TOC L, TNM L, Malaysia) with 6800oC combustion 
(catalytic oxidation) and non-dispersive infrared detection 
(NDIR) method (Vasudevan et al. 2019). It is a preferred 
method for estimating organic carbon in environmental 
samples over the conventional Walkley-Black method and 
loss-on-ignition (LOI) method for its comprehensive and 
accurate detection mechanism (Bautista et al. 2016). The 
aqueous concentration of phosphorus (P), nitrate-nitrogen 
(NO3-N) and ammonia-nitrogen (NH4-N) was estimated 
using UV-Visible spectrophotometer (Systronics PC based 
2202) (Nartey et al. 2017, Benito et al. 2018). The concen-
tration of potassium (K) was estimated by a digital flame 
photometer (Labtronics LT-65) (Sharma et al. 2017). All the 
experiments were in triplicate for analysing the statistical 
significance using (LSD) least significant difference test 
with 5% probability.

RESULTS AND DISCUSSION

Physico-Chemical Characteristics of the Matured SDC

The compost bin periodically assessed for its maturity and 
the final results were tabulated after 40 days of degradation 
(Table 1). The observed pH (7.35) was near to neutral and 
EC values (1.2 dS/m) were less than 4.0 dS/m. This reveals 
the maturity of stable compost (Gaind & Nain 2012). 
The suitability of SDC for the field application can be 

comprehended by the author guidelines (Ahmad et al. 2007) 
for the maturity of compost.

Amendment Impact on Sugarcane Quality 

The study results of sugarcane quality amended by the SDC 
and chemical fertilizer (NPK 150-5-90 kg/ha) are shown in 
Fig. 1. The SDC Brix value of 19.21 % was sucrose content 
which is optimum for the sugar crystallization. Similarly, 
the polarimeter value of 17.14 pol % was apparent sucrose; 
the apparent purity 89.2% and the recovery % cane 12.23%. 
Whereas, chemical fertigated sugarcane quality differs in 
terms of Brix 20.6, pol 17.36, apparent purity 82.8% and 
recovery % cane 13.15%. These findings harmonize with 
the results of Soomro et al. (2014) and high enough when 
compared with the fertilizer dose of Bokhtiar et al. (2005) 
and Lingle et al. (2010). It reveals that the maximum ap-
parent purity can be attained through the SDC amendment 
(89.2%). However, the Brix and pol values of SDC compost 
were slightly less when compared to chemical fertilizer and 
in turn, the recovery cane % also deprived to some extent. 

Impact of SDC Compost and Chemical Fertigation on 
Soil

The soil from the two fields was taken for analysis after SDC 
and chemical fertilizer amendment. The SDC amended soil 
yielded high quality sugarcane (89.2% purity) and optimum 
recovery cane % over the chemical fertigated sugarcane. 
The amendments compared to the feasibility of soil nutrient 
dynamics. Initially, the composite soil samples were taken 
from respective fields and assessed for physico-chemical 
characteristics before sowing. Similarly, after the ripening 

 

 

 
Fig. 1: Comparison of sugarcane quality parameters. 
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Impact of SDC Compost and Chemical Fertigation on Soil 

Table 2: Physico-chemical analysis of soil. 

Parameter 

Sludge Derived Compost 

amended field 

NPK (150-50-90) kg/ha  

amended field 

Before sowing After harvesting Before sowing After harvesting 

pH 7.72 7.69 8.03 7.92 

EC (dS/m) 0.62 0.9 0.81 0.8 

OC (%) 0.42 0.45 1.52 1.58 

N (%) 0.038 0.035 0.134 0.142 

Fig. 1: Comparison of sugarcane quality parameters.

Table 1: Matured compost physico-chemical parameter values.

Parameter Mean Values

pH 7.35

EC (dS/m) 1.2

Moisture (%) 18

OM (%) 42.66

N (%) 1.62

NO3-N (mg/kg) 35.73

NH4-N (mg/kg) 1.56

OC (%) 24.8

C/N 15.3

P (%) 0.62

K (%) 1.2

OM-Organic matter, OC-Organic carbon, N-nitrogen
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also, the soil parameters assessed for fertility. Generally, soil 
nutrients are highly consumed by sugarcane crop because it 
is a heavy fed crop, still due to the STP compost amendment, 
the soil quality after ripening did not deteriorate much. The 
SDC amended soil pH value of 7.69 is optimum for further 
crop production and slightly decreased with the initial pH 
level of 7.72. Whereas, before sowing chemical fertigated 
soil showed high level pH of 8.03 and decreased to 7.92 after 
ripening. These typical pH values were following the similar 
results of Teshome et al. (2010). Similarly, EC, OC %, N % 
along with P and K values also reveal that soil fertility is 
protected (Table 2). 

Agronomic Characteristics of the Sugarcane

The two fields near STP were periodically observed and the 
vital agronomic characteristics were tabulated (Table 3). The 
germination percentage of 48.33 was observed for chemical 
fertilizer amended field. This low value might be due to ele-
vated nitrogen value. Rapid availability of nutrients enhanced 
the tillering values in both the fields and it also resulted in 
high millable canes (Sarwar et al. 2010). High yield and 
other parameters were observed for the SDC amendment.

CONCLUSION

The implications of the findings of this research on the quality 
of sugarcane best suits for sustainable waste management 
policies. The juice quality extracted from the sugarcane stalks 
of sludge compost amendment field has higher apparent 
purity 89.2% over the chemical fertigated sugarcane stalks. 
The Brix, pol and recovery % of cane were optimum ranges 

with that of chemical fertilizer dose (NPK 150-50-90 kg/ha). 
The synergistic approach of waste management in terms of 
sludge derived compost amendment can be recommended 
for the high yield and quality sugarcane economically. This 
can be understood from the agronomic characteristic’s vari-
ation. The co-compost prepared with STP sludge and other 
community wastes have the natural potential to hold vital 
nutrients in the soil for further cropping. 
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ABSTRACT
Industrial economic development, which is characterized by high input, high pollution, high consumption, 
and low benefits, causes environmental pollution problems to be prominent due to the increase of 
industrial pollutants every year. Blind expansion of investment scale regardless of governance efficiency 
of industrial pollution can lead to a certain amount of resource wastage. Thus, improving the governance 
efficiency of industrial pollution is an important method to solve industrial pollution. In particular, applying 
big data on environmental protection for environmental pollution management can improve the efficiency 
and quality of pollution control, and ensure comprehensive examination and governance of environmental 
pollution. In this study, research on industrial pollution governance efficiency in foreign developed 
countries was reviewed. Furthermore, industrial pollution governance efficiency in Jiangsu Province, 
China was calculated and certain measures were proposed to prevent and control industrial pollution 
by applying big data on environmental protection. Results demonstrate that the trend in which industrial 
pollution governance of emerging technologies, such as big data, penetrate into environmental protection 
and human capital input can significantly decrease industrial wastewater and industrial solid wastes. 
Technological innovation makes remarkable contributions to industrial waste gas control. To increase 
industrial pollution governance efficiency, this study proposes certain measures, such as establishing a 
scientific and highly efficient big-data monitoring network system for ecological environment, fully utilizing 
block-chain technological advantages in industrial pollution control, constructing a perfect big-data 
sharing and processing platform for environmental protection, and increasing sharing and application 
values of big data on environmental protection. Research conclusions can provide important references 
to reduce industrial pollutant emissions, increase the efficiency of industrial pollution governance, 
increase applications of big-data on environmental protection, and construct and perfect a big-data 
sharing platform for environmental protection. 

INTRODUCTION

China’s economic development model of “high consumption, 
high pollution, and low output” has been formed over 
a long period at great cost to the country’s natural and 
ecological resources. Rapid industrial development has 
brought pollution problems in recent years, which has 
become one of the main factors that influence the living 
conditions of humans. Environmental damage caused by 
industrial pollution accounts for most pollution outcomes. 
Atmospheric, water and solid waste pollution are the major 
types of industrial pollution. Controlling industrial pollutant 
emissions and increasing the efficiency of industrial emission 
reduction is vital to improve economic development and raise 
people’s standard of living. With the gradual maturity of big 
data technology, using big data on environmental protection 
to control environmental pollution not only can increase 
the control efficiency and quality but also can establish a 

perfect environmental governance system for comprehensive 
examination and management of environmental pollution. 

Jiangsu is an economically developed province in China. 
Although it has achieved rapid economic growth, it faces 
significant threats from environmental pollution (Fig. 1). 
As industrialization is accelerated in Jiangsu Province, 
environmental pollution caused by industrial development 
has posed great threats to human health. Although various 
theoretical requirements and specific measures of ecological 
environmental protection have been implemented, the 
Province cannot avoid the intensifying pollution problems 
caused by economic development. Effects of industrial 
development on ecological environmental damage and 
natural resource consumption cannot be ignored even though 
it can drive economic development. Therefore, finding 
a new way to control environmental pollution caused by 
industrial development is necessary. Applications of big 
data on environmental protection are based on Internet 
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technology and the development of data technology, which 
lay a solid technological foundation for environmental 
pollution prevention and control. Big data sharing for 
environmental protection can help realize nationwide 
networking of environmental pollution problems, identify 
common environmental pollution problems, and offer 
centralized analysis and processing of such problems, thereby 
enabling an increase in environmental governance efficiency. 
Furthermore, big data sharing for environmental protection 
can provide real and reliable control in regions with serious 
environmental pollution, enable the public to learn advanced 
philosophies and techniques for environmental protection 
management in China, change environmental pollution status 
in local areas, and ensure comprehensive prevention and 
strong control of pollution-related problems. 

PAST STUDIES

Industrial pollution has intensified continuously in Western 
countries since the Industrial Revolution, and has brought 
major challenges as a result of the Second Industrial 
Revolution. Thus, ecological environmental governance 
has attracted close attention in many developed countries. 
Studies on industrial pollution control began early in Western 
countries and achieved certain outcomes. In particular, 
the increasing maturity of big data theory and extensive 
applications of big data on environmental protection has 
raised the complexity of industrial pollution control. Using 
big data on environmental protection to implement pollution 
control not only can increase environmental pollution 
controlling efficiency and quality, but also can set up a perfect 

environmental governance system for a comprehensive 
examination and management of environmental pollution 
behaviours. With respect to industrial environmental 
pollution improvement and applications of big data on 
environmental protection, Dellink & Ierland (2006) 
introduced a dynamic application general equilibrium model 
with bottom-up important emission reduction information on 
environmental theme and conducted an empirical study on 
effective emission reduction strategies in the Netherlands. 
Results showed that environmental pollution status can be 
improved effectively through technological measures of 
emission reduction, economic restructuring, and temporary 
economic slowdown. Larsson & Telle (2008) measured 
the validity of DEA to pollution governance efficiency 
of energy enterprises in Norway based on panel data. He 
found that after the European Union (EU) implemented 
the Regulations for Comprehensive Pollution Prevention 
and Control, pollution governance efficiency of energy 
enterprises was improved significantly. Moreover, advanced 
pollution governance technologies that were beneficial to 
reduce emissions of greenhouse gases and acid substances 
were proposed. Zhao et al. (2009) believed that industrial 
water pollution was intensifying day by day as a result of 
rapid economic development in China; thus, he proposed 
a factory-level clustering method to estimate the spatial 
distribution of industrial water pollution pressure in the next 
five years. Moreover, he evaluated regional effect and spatial 
fairness from the perspective of government and industries 
and proposed specific measures to relieve industrial pollution. 
Jia & Zhao (2012) constructed an evaluation model space 
for industrial pollution control performance and used it to 

 

Fig. 1: GDP and output of industrial solid waste in Jiangsu Province in 2010-2018. 

(Data source: http://olap.epsnet.com.cn/) 
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evaluate the industrial pollution control performance in 30 
provinces in China in 2003-2010. According to evaluation 
results, China’s pollution governing performance improved 
quickly, but the great regional imbalance of pollution 
governing performance occurred in the eastern, middle, 
and western parts of the country. Specifically, pollution-
governing performance in middle and eastern China was 
significantly higher than that in the middle and western parts 
of the country. Kanada et al. (2013) analyzed the benefits 
of pollution control policies in Kawasaki, Japan, finding 
that aviation pollution control policy has a great impact on 
industrial energy resources, thereby significantly decreasing 
the energy intensity of the manufacturing industry. Maria & 
Patrik (2014) believed that industrial pollution accounted 
for a very high proportion of global pollution and analyzed 
the validity of industrial pollution-control measures through 
the issuance of licenses for industrial plants in Sweden. Cao 
& Ramirez (2020) deemed that the rapid industrialization in 
China led to serious deterioration of air quality, and created 
a method to measure government policies for air pollution 
control; he concluded that government policies did not 
influence industrial production greatly when it decreased air 
pollution. Thuy et al. (2020) pointed out that environmental 
pollution caused by wastewater from an industrial park in 
Vietnam was a new problem that brought great pressure to 
the government. Moreover, different calculation methods 
of sewage in the industrial park were assessed and specific 
measures to control industrial sewage were proposed. 
Main theoretical studies and applications of big data on 
environmental protection are introduced as follows. Wu et 
al. (2016) pointed out that big data are widely applied as 
one of the strongest driving forces to promote productivity 
and increase efficiency and supporting innovation; he also 
discussed the relationship between big data and the new 
generation of the green revolution. Bibri & Elias (2017) 
believed that big data constitutes an important method 
to optimize energy efficiency and relieve impacts on the 
environment. Big data applications can play a key role in 
improving environmentally sustainable development. Song et 
al. (2018) reviewed the latest developments in environmental 
management based on big data technology and found that 
big data applications on practical environmental performance 
evaluation can provide scientific references and guidance in 
formulating environmental protection policies. Shan (2018) 
classified environmental protection projects effectively based 
on big data techniques. According to experimental results, 
studies on environmental pollution classification based 
on big data technology can complete the classification of 
abundant environmental data in a short period at extremely 
high precision. It is vital to the further development of 
environmental protection projects. Cheng & Yuyu (2018) 

collected abundant search data on public networks through 
the big data method and discussed influences of public 
concerns on environmental performances of enterprises in 
heavy-pollution industries; he concluded that enterprises 
with higher public concern have better environmental 
performances, which are conducive to the promotion and 
maintenance of China’s environmental protection measures. 
Applying big data mining method, Liu et al. (2020) 
determined the orientation trend of food delivery service 
providers and the expansion trend of environmental pollution 
loads in the Beijing-Tianjin-Hebei region. He pointed out 
that food delivery service platforms, which are the bridge 
between food delivery service providers and consumers, can 
enhance the environmental protection mechanism. He also 
suggested strengthening environmental protection awareness 
of the public, changing the consumption mode of people, 
and achieving coexistence between resource utilization 
and environmental protection. Existing studies have shown 
that research on industrial pollution governance in foreign 
developed countries has been mature, and emerging 
technologies such as big data have gradually penetrated the 
environmental protection field. In China, limited studies have 
focused on industrial pollution governance. Most studies 
have emphasized administrative technologies, methods and 
pollution control, but applications of new technologies such 
as big data to environmental protection fields have not been 
sufficiently examined. Thus, we have conducted a case study 
on Jiangsu Province, China. Industrial pollution governance 
effect in the province was estimated and specific measures 
were proposed from big data applications of environmental 
protection to explore how such applications in environmental 
protection can contribute to pollution prevention and control. 
In this way, the value of big data can be maximized in 
environmental protection. Policy suggestions are proposed to 
formulate corresponding environmental protection schemes 
with consideration of practical environmental pollution 
conditions in China.

INTRODUCTION TO MODELS AND DATA 
SPECIFICATIONS

Models

Based on the improvement of the Cobb-Douglas production 
function, this study constructed a model (Eq. 1) to study 
the influencing factors of industrial pollution governance 
efficiency.
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Where Et+1 represents industrial pollution governance efficiency characterized by removal rate of industrial COD, 

the removal rate of industrial SO2 and comprehensive utilization of industrial solid wastes (SOLID). It denotes 

capital inputs and is characterized by the finished amounts of investments to industrial wastewater control (Icod), 

industrial waste gas control ( 2Iso ), and industrial solid control (Isolid). Lt refers to labour inputs and is 

characterized by the number of staff in the environmental protection system (Labour). Tt implies technological 

innovation and is characterized by number of patent authorizations to industrial enterprises (Tech). St refers to the 

industrial structure and is characterized by the proportion of industrial value-added in GDP for a particular year 

(Strc). 0 is a constant term. 1, 2, 3, and 4 are elasticity coefficients, and t is the error term. 

Data Specifications 
 
All data were collected from past Environmental Statistics Yearbook of China and Statistical Yearbook of Jiangsu 

Province, which were available on the EPS data platform. The data in 2001-2018 were used as the explained 

variable and the explanatory variable. To eliminate influences of price factors, we deflated the finished amounts of 

investments to industrial pollution governance according to the price index of investment in fixed assets in Jiangsu 
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tion ability immediately in the current phase and an increased 
workforce takes a process of training and adaptation. Thus, 
explanatory variables were treated for one-phase hysteresis. 
Moreover, natural logarithms of all data were collected to 
ensure data stationarity. Finally, the used model was obtained 
as follows (Eq. 2) :
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Models were established according to Eqs. 1-2. Model regression results based on EViews 9.0 software are listed in 
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2Iso
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Isolid - - –0.856 

0 –8.012* –3.298 –2.391*** 

Adjusted 
R-squared 

0.901 0.887 0.851 

F-Measure 43.987*** 65.786*** 27.629*** 

 
(*, **, and *** mean that T statistics are significant on 10%, 5%, and 1% levels, respectively.) 

Table 1 shows that the three models have good regression fitting. The adjusted R-squared is higher than 0.85 and 

the F statistics are significant at 1% level. Labour input in the environmental protection system causes positive 

significant effects on industrial wastewater and industrial solid wastes. This result is related to the fast labour 

implementation of the environmental protection system in Jiangsu Province. This condition fully reflects that 

Jiangsu Province pays attention to industrial environmental protection, introducing professional industrial 

environmental protection talent vigorously, and increasing the efficiency of industrial environmental pollution 

governance. Technological innovation has positive and significant effects on industrial waste gas governance, 

indicating that Jiangsu Province has achieved great technological breakthroughs in industrial SO2 governance and 

applied new technologies extensively. Industrial structure, a control variable, has negative effects on industrial 

wastewater governance but has positive impacts on industrial waste gas control. The reason may be that the 

industrial restructuring of Jiangsu Province focuses on closure and transformation of factories with heavy 

dependence on coal, which is a main SO2 source, but it ignores restructuring with consideration for industrial 

wastewater. Environmental governance investment exerts a slight impact on industrial pollutant governance 

efficiency, which might be related to the small investment scale of environmental pollution governance. As a result, 

increasing investment in industrial environmental pollution governance in the future is suggested. 
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INDUSTRIAL POLLUTION GOVERNANCE 
MEASURES BASED ON BIG DATA OF 
ENVIRONMENTAL PROTECTION

Establishing a scientific and high-efficiency big 
data monitoring network system for the ecological 
environment: The big data on environmental monitoring is 
the basis for scientific, accurate, and effective environmental 
protection. Coverage and index items of existing ecological 
environmental monitoring networks cannot meet demands for 
evaluation, assessment, and alarm of environmental quality. 
Networking layouts of surface water and underground 
water have yet to be integrated and the environmental 
monitoring network layouts of atmosphere, soil, acoustic 
environment, ecology, and radiation have to be perfected. 
To ensure authenticity, accuracy, and comprehensiveness of 
environmental monitoring data, economic and environmental 
management departments have to improve their 24-hour/7-
day monitoring network system by observing the integrity, 
systematic character, and internal laws of the ecosystem. The 
application values of big data on environmental protection 
can only be developed as long as real, accurate, and 
representative environmental monitoring data are collected.

Making full use of the advantages of block-chain 
technologies in industrial pollution management: 
Internet technology is the main basis for big data at present. 
Internet and multimedia platforms are necessary for better 
environmental pollution control. With the support of Internet 
technology, acquiring big data on environmental protection 
can be achieved comprehensively and conveniently. The 
public can understand the current conditions of ecological 
environmental pollution governance through multimedia or 
mobile applications. In this way, universal participation in 
environmental pollution control is increased, thereby further 
promoting ecological environmental pollution management. 
In addition, big data on environmental protection should 
fully utilize the advantages of block-chain technology and 
attention should focus on development and applications of 
scientific research innovation, united efforts in technological 
breakthrough, settle down and applications and achievement 
transformation. This approach not only increases the quality 
of big data on environmental protection but also supports 
scientific decision-making in environmental management 
while promoting economic and social development. 

Constructing a big-data sharing and processing 
platform for environmental protection: Big data on 
environmental protection requires data management based 
on monitoring equipment during the application process. A 
higher requirement for data storage function of monitoring 
equipment is proposed due to diversified and real-time data 

updates. To improve the innovation effect of environmental 
pollution governance, a perfect environmental protection data 
processing platform can be constructed by combining Hadoop 
and Spark technologies and through distributed processing 
of big data on environmental protection. The platform can 
be used for comprehensive processing of various types of 
abundant environmental protection data. At present, China’s 
big data processing platform for environmental protection 
has a high automation level and can provide effective data 
management services to existing environmental protection 
business, thereby significantly increasing the application 
effect of environmental protection data. Establishing 
an adaptive big-data sharing and processing platform 
for environmental protection can improve the sharing, 
processing, and service functions of environmental protection 
data, and realize effective integration and processing of data 
information related to environmental protection. As a result, 
environmental protection departments in all regions have to 
work together to set up a common data information library 
to realize service functions of data storage, management, 
and maintenance. On this basis, explicit interfaces between 
data management and services can be provided effectively.

Increasing big data sharing and application values of 
environmental protection: The coming era of big data not 
only provides guarantees to acquire environmental protec-
tion data but also ensures reasonable use of environmental 
protection data, thereby developing the role of big data 
technology in promoting environmental pollution control. 
Targeted integration of big data is needed, which not only 
increases the sharing effect of environmental protection 
data but also raises the application efficiency of big data 
in environmental pollution management. Using big data 
technology for environmental protection in environmental 
pollution governance aims to strengthen integration and 
correlation of data, thereby enabling to increase utilization 
of such data and providing data support for environmental 
pollution prevention and control. Therefore, relevant workers 
have to pay attention to increase the application values of big 
data on environmental protection, including meteorological, 
air quality, and meteorological monitoring data. Applying 
these data to environmental pollution governance does not 
only combine them simply but also develops their values 
fully through research. Combining various types of data 
effectively in specific environmental pollution control can 
improve the use of data validity.

CONCLUSIONS

Heavy industrial pollution remains in China. As a result, the 
environment has deteriorated and resources are increasingly 
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depleted as extensive development occurs. Controlling 
industrial pollution emission and increasing the efficiency 
of emission reduction are important in supporting the 
economy and increasing living standards. Applying big data 
on environmental protection for environmental pollution 
management can significantly increase the efficiency of 
pollution control. It not only avoids waste of environmental 
protection data but also greatly improves the accuracy of 
environmental protection. In this case study on Jiangsu 
Province, China, industrial pollution governance efficiency is 
estimated and relevant industrial protection control measures 
based on big data technology are proposed. Results show 
that the trend of industrial pollution control for emerging 
technologies (e.g., big data) in the environmental protection 
field and labour input can considerably decrease industrial 
wastewater and industrial solid waste. Technological 
innovation has significant effects on industrial waste gas 
control. Finally, some environmental protection measures 
based on big data technology are proposed, including 
establishing a scientific and high-efficiency big-data 
monitoring network system for the environment, fully 
utilizing block-chain technological advantages in industrial 
pollution control, constructing a perfect big-data sharing 
and processing platform for environmental protection, and 
increasing the sharing and application values of big data 
on environmental protection. Further in-depth research is 
proposed on the best investment scale for industrial pollution 
control, construction of a big-data platform for industrial 
environmental protection, and a big-data dynamic simulation 
of environmental pollution governance. 
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ABSTRACT
Functional ionic liquid [Bmim]CoCl3 was prepared with potassium monopersulfate compound (PMS) to 
form extraction catalytic oxidative desulfurization system for benzothiophene (BT) removal. The best 
reaction conditions for removing BT were as follows: m (ionic liquid) = 2 g, m(PMS) = 1.5 g, C (initial 
sulphur) = 500 ppm, T = 40°C ~ 50°C. The desulfurization rate could be reached at 92.4 %. The 
ionic liquid still had higher activity after 5 cycles of reuse which exhibited that there was only a slight 
difference in the amount of the oxidant. It was proved that [Bmim]CoCl3 ionic liquid combined with 
oxidant PMS has an excellent desulfurization performance. 

INTRODUCTION

Over the past two decades, haze pollution events have taken 
place in many developing countries. Some Chinese cities are 
suffering from smog pollution in winter. The smog brings 
great harm to human health, especially causing two main 
types of diseases, i.e. respiratory disease and cardiovascular 
disease. There are many reasons for the formation of haze, 
of which the most important is the one caused by sulphur 
pollution. For example, cars that burn sulphur containing 
gasoline or diesel fuel emit sulphur dioxide, which forms 
sulphate, the main material of smog, under the reaction of 
nitrogen dioxide in the air (Xu et al. 2014). To reduce the air 
pollution caused by sulphur, the sulphur content in gasoline 
or diesel fuel is strictly controlled all over the world. In 2016, 
the Chinese government issued a national standard (GB 
17930-2016 and GB 19147-2016) for gasoline and diesel 
with a sulphur content of less than 10 ppm, the same as the 
USA and European countries. 

  In petroleum, there are two kinds of sulphur containing 
compounds, i.e. aliphatic sulphur and aromatic sulphur. Al-
iphatic sulphur compounds have acceptable activity, which 
can be easily removed by hydrodesulfurization (HDS) meth-
od. The aromatic sulphur compounds have a stable structure, 
which are difficult to be treated (Chen et al. 2015). Thiophene 
sulphides have aromatic and steric hindrance, so they are 
more difficult to be removed than other sulphides. Extraction 

catalytic oxidative desulfurization (ECODS) has become 
the most promising deep desulfurization technology due to 
its mild reaction conditions, simple experimental operation 
and excellent desulfurization effect, especially for aromatic 
sulphur compounds (Shakirullah et al. 2010). The desulfur-
ization mechanism of ECODS is as follows: (1) the sulphur 
compounds in fuel are extracted by extractant (mostly ionic 
liquid), and (2) the catalyst and oxidant in the extractant 
cooperate for desulfurization. When the sulphur compounds 
are oxidized to sulfone organics, they are removed by polar 
solvent (Lv et al. 2013). For example, Jiang et al. (2014) 
selected [C4mpip]FeCl4/H2O2 system to perform a 73% 
sulphur removal from diesel. The dibenzothiophene (DBT) 
was treated by [Bmim] Cl/2ZnCl2/H2O2 system with nearly 
100% sulphur removal (Yu et al. 2011). Gao used [C4min]
HSO4/H2O2 system to achieve 88.5% DBT removal (Gao et 
al. 2010). According to the analysis of literature, DBT as tar-
get pollutant was studied a lot and all the oxidant was H2O2.

Benzothiophene (BT), one of the thiophene sulphides, 
as target pollutant was studied. Compared with DBT, BT 
structure is relatively stable and difficult to be removed (Li 
et al. 2009). In our previous research (Xu et al. 2017), H2O2 
was not a good oxidant because of instability characteristics 
and high price. In this study, potassium monopersulfate 
compound (PMS) was selected as the oxidant. Functional 
ionic liquid [Bmim]CoCl3 was prepared with PMS to form 
ECODS for BT removal. 
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MATERIALS AND METHODS

Preparation of [Bmim]CoCl3

[Bmim]CoCl3 was prepared by mixing 1-n-butyl-3-me-
thylimidazolium chloride ionic liquid ([Bmim]Cl) and cobalt 
chloride hexahydrate (CoCl2·6H2O) in the molar ratio of 1:1 
at 110°C for 48 hours to form homogeneous phase and evap-
oration of water. [Bmim]CoCl3 ionic liquid is viscous blue 
liquid and stored in a desiccator. All reagents were required 
in the experiment were of analytical grade and purchased 
from Shanghai Aladdin Reagent Co., Ltd.

Extraction Catalytic Oxidation Desulfurization Process

Ionic liquid [Bmim]CoCl3 and model oil (6 g, sulphur 
content: 500 ppm) were added to a 40 mL flask in a certain 
ratio. A constant temperature water bath was used to control 
a certain reaction temperature, and stirred vigorously for 30 
minutes so that the ionic liquid and the oil were in full contact 
until the extraction reached equilibrium. A certain amount of 
20 wt% of PMS solution was added to the reaction vessel and 
stirred vigorously until the oxidative desulfurization reaction 
was complete. In the process of reaction, the upper liquid was 
taken regularly to analyse the sulphur content. The sulphur 
content was determined by an ultraviolet-visible spectro-
photometer and calculated by the external standard method 
(A=0.07418+0.05366BT, R2=0.9998). The desulfurization 
rate in the model oil is calculated by the following formula:
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    t

0

[S]R (%) =(1- ) 100
[S]

    …(1) 

Where, R is the desulfurization rate, [S]0 is the initial concentration of sulphur in 
the model oil, [S]t is the concentration of sulphur in the model oil at t time. 
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Fig. 1: Influence of the [Bmim]CoCl3 dosage on S removal efficiency. 

 …(1)

Where, R is the desulfurization rate, [S]0 is the initial 
concentration of sulphur in the model oil, [S]t is the concen-
tration of sulphur in the model oil at t time.

RESULTS AND DISCUSSION

Effect of [Bmim]CoCl3 Ionic Liquid Dosage On 
Desulfurization Rate

Fig. 1 shows the curves of desulfurization rate with time 
under the different dosages of [Bmim]CoCl3 ionic liquid 
dosages. The fixed reaction conditions are as follows: T = 
50°C, m(simulated fuel) = 6 g, C(initial sulphur) = 500 ppm, 
m(PMS) = 1.5 g, t = 100 min. 

From Fig. 1, the reaction can be divided into two stages. 
The first stage (-30 min~0 min) is the extraction process, 
in which the BT is extracted from the oil phase to the ionic 
liquid phase by the ionic liquid. As is apparent from Fig. 
1, at this stage, the desulphurization rate increases with the 
increase of ionic liquid dosage. When the ionic liquid dos-
ages are 0.5 g, 1 g, 2 g, 3 g and 6 g, the desulfurization rates 
are 2.8 %, 6.7 %, 14.7 %, 29.3 % and 40.3 %, respectively. 
The second stage (0 min~70 min) is the ECODS process. 
It can be seen from Fig.1 that when the dosage of [Bmim]
CoCl3 increases from 0.5 g to 2 g, the rate of desulfurization 
increases significantly. After 70 minutes, the desulfurization 
rate increases from 50.3% (0.5 g ionic liquid) to 92.4% (2 g 
ionic liquid). Especially in the initial stage of the reaction (0 
min~15 min), the desulfurization rate increases significantly. 
After 15 minutes, the rate of increase in the desulfurization 
rate tends to be flat. Under the dosage of 2 g ionic liquid, 
from 15 minutes to 70 minutes, the desulfurization rate only 
increases by 15.1 % (77.3 % to 92.4 %). When the ionic 
liquid increases to 6 g continuously, the desulfurization rate 
increases rapidly at the initial stage of the second stage reac-
tion, and the desulfurization rate reaches 86.1 % after 10 min 
reaction. The ionic liquid dosage increases from 2 g to 6 g, 
the desulfurization rate increases from 92.4 % to 93.7 % after 
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70 minutes. Therefore, considering the economic problems, 
the optimal dosage of [Bmim]/CoCl3 ionic liquid is 2 g.

In the extraction stage, BT is extracted into the [Bmim]
CoCl3 ionic liquid phase firstly, and the extraction rate in-
creases as the ionic liquid increases. After the addition of 
the oxidant PMS solution, cobalt ions catalyse the active 
component hydrogen ion in PMS to produce sulphate radicals 
which have strong oxidation ability to oxidize BT to oxida-
tion products, such as BTO2, and remove them. Therefore, 
with the increase of ionic liquid, the content of cobalt ions 
increases. The more sulphate radicals are formed to oxidize 
BT and the desulfurization rate increases. However, when 
the cobalt content of the system exceeds a certain value, 
the concentration of hydrogen ion does not increase, and 
the concentration of sulphate radicals does not increase 
significantly. Excess cobalt ions can be used as scavengers. 
Therefore, after the ionic liquid exceeds 2 g, the desulfuri-
zation rate increases less.

Effect of Oxidant PMS Dosage on Desulfurization Rate

Fig. 2 shows the desulfurization rate versus time for dif-
ferent oxidant PSM dosages. The fixed reaction conditions 
are as follows: T = 50°C, m([Bmim]CoCl3 ionic liquid) =  
6 g, C(initial sulphur) = 500 ppm, t = 100 min (including 
30 minutes’ extraction time). It can be seen from the figure 
that the desulfurization rate of the PMS solution increases 
greatly. When the dosage of the PMS solution is in the 
range of 0.1 g to 1.5 g, the desulfurization rate increases as 
the amount of PMS increases. After 15 min reaction, when 
the dosage of the PMS solution increases from 0.1 g to 1.5 
g, the desulfurization rate increases from 33 % to 91.9 % 

rapidly. When the dosage of PMS solution exceeds 1.5 g, 
the desulfurization rate shows a certain downward trend. 
The desulfurization rate is 77 % at 15 minutes, which is 14 
% lower than the 1.5 g dosage.

Cause analysis: As an oxidant, PMS plays a vital role in 
the desulfurization process. As the amount of PMS increases, 
a large amount of sulphate radicals is produced, and the des-
ulfurization rate is improved significantly. However, when 
the amount of PMS exceeds the optimum value, the strong 
acidity of hydrogen ion has a negative effect on the catalytic 
oxidation of cobalt ion. At the same time, hydrogen ion is 
also a scavenger for sulphate radicals, which is not conducive 
to reaction. Therefore, 1.5 g is the optimum dosage of the 
PMS solution. 

Effect of Reaction Temperature on Desulfurization 
Rate

Fig. 3 shows the desulfurization rate as a function of time at 
different temperatures. The fixed reaction conditions are: m 
(ionic liquid) = 2 g, m(PMS) = 1.5 g, C (initial sulphur) = 500 
ppm, t = 100 minutes (including 30 min of extraction time). 

It can be seen from Fig. 3 that both high temperature and 
low temperature are not conducive to desulfurization. Low 
temperature (30°C) is more conducive to desulfurization 
than high temperature (60°C). The optimum temperature 
range of the reaction is from 40°C to 50°C, which is close 
to room temperature. During the extraction phase (-30 min ~ 
0 min), BT diffuses from the oil phase into the ionic liquid. 
When the extraction temperature is 30°C, 40°C, 50°C and 
60°C, the desulfurization rates are 15.9%, 15.2%, 14.6%, 
14.1%, respectively. The extraction of the desulfurization 
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Fig. 2 shows the desulfurization rate versus time for different oxidant PSM dosages. 

The fixed reaction conditions are as follows: T=50°C, m([Bmim]CoCl3 ionic liquid) = 
6 g, C(initial sulphur) = 500 ppm, t = 100 min (including 30 minutes’ extraction time). 
It can be seen from the figure that the desulfurization rate of the PMS solution increases 
greatly. When the dosage of the PMS solution is in the range of 0.1 g to 1.5 g, the 
desulfurization rate increases as the amount of PMS increases. After 15 min reaction, 
when the dosage of the PMS solution increases from 0.1 g to 1.5 g, the desulfurization 
rate increases from 33 % to 91.9 % rapidly. When the dosage of PMS solution exceeds 
1.5 g, the desulfurization rate shows a certain downward trend. The desulfurization rate 
is 77 % at 15 minutes, which is 14 % lower than the 1.5 g dosage. 
Cause analysis: As an oxidant, PMS plays a vital role in the desulfurization process. As 
the amount of PMS increases, a large amount of sulphate radicals is produced, and the 
desulfurization rate is improved significantly. However, when the amount of PMS 
exceeds the optimum value, the strong acidity of hydrogen ion has a negative effect on 
the catalytic oxidation of cobalt ion. At the same time, hydrogen ion is also a scavenger 
for sulphate radicals, which is not conducive to reaction. Therefore, 1.5 g is the 
optimum dosage of the PMS solution.  

Fig. 2: Influence of the PMS dosage on S removal efficiency.
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rate decreases slightly as the reaction temperature increases. 
In the ECODS phase (0 min ~ 70 min), the desulphurization 
rate at different reaction temperature is different after 15 min 
of reaction. When the reaction temperatures are 30°C, 40°C, 
50°C and 60°C, the desulfurization rates are 65.7 %, 74.1 
%, 84.9 % and 67.7 %, respectively.

Causes analysis: High temperature is not conducive to 
the catalytic oxidation process, PMS (decomposition tem-
perature is 65°C) is unstable and easy to be decomposed at 
high temperature. However, high temperature helps to reduce 
the viscosity of the ionic liquid, which is beneficial to mix 
the ionic liquid and the oil phase. The ionic liquid [Bmim]
CoCl3 has a high viscosity at low temperature, which seri-
ously hinders the mixing between the ionic liquid and the 

oil phase. Therefore, 40°C to 50°C is the optimum reaction 
temperature.

Effect of Initial Concentration of BT on 
Desulfurization Rate

Fig. 4 shows the desulfurization rate versus time for different 
BT initial concentrations. The fixed reaction conditions are: 
m (ionic liquid) = 2 g, m(PMS) = 1.5 g, T = 50°C, t = 100 
minutes (including 30 minutes’ extraction time).

During the extraction phase (-30 min ~ 0 min), the initial 
sulphur content are 250 ppm, 500 ppm, 750 ppm, and 1000 
ppm, the desulfurization rates are 18.3 %, 14.7 %, 11.5 %, 
and 8.7 %, respectively. In the ECODS phase (0 min ~ 70 
min), after 70 min of reaction, the desulfurization rates of 
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Fig. 3: Influence of temperature on S removal efficiency. 

Fig. 3 shows the desulfurization rate as a function of time at different temperatures. 
The fixed reaction conditions are: m (ionic liquid) = 2 g, m(PMS) = 1.5 g, C (initial 
sulphur) = 500 ppm, t = 100 minutes (including 30 min of extraction time).  

It can be seen from Fig. 3 that both high temperature and low temperature are not 
conducive to desulfurization. Low temperature (30°C) is more conducive to 
desulfurization than high temperature (60°C). The optimum temperature range of the 
reaction is from 40°C to 50°C, which is close to room temperature. During the 
extraction phase (-30 min ~ 0 min), BT diffuses from the oil phase into the ionic liquid. 
When the extraction temperature is 30°C, 40°C, 50°C and 60°C, the desulfurization 
rates are 15.9 %, 15.2 %, 14.6 %, 14.1 %, respectively. The extraction of the 
desulfurization rate decreases slightly as the reaction temperature increases. In the 
ECODS phase (0 min ~ 70 min), the desulphurization rate at different reaction 
temperature is different after 15 min of reaction. When the reaction temperatures are 
30°C, 40°C, 50°C and 60°C, the desulfurization rates are 65.7 %, 74.1 %, 84.9 % and 
67.7 %, respectively. 
Causes analysis: High temperature is not conducive to the catalytic oxidation process, 
PMS (decomposition temperature is 65°C) is unstable and easy to be decomposed at 
high temperature. However, high temperature helps to reduce the viscosity of the ionic 
liquid, which is beneficial to mix the ionic liquid and the oil phase. The ionic liquid 
[Bmim]CoCl3 has a high viscosity at low temperature, which seriously hinders the 
mixing between the ionic liquid and the oil phase. Therefore, 40°C to 50°C is the 
optimum reaction temperature. 

Fig. 3: Influence of temperature on S removal efficiency.
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Fig. 4: Influence of initial S-content on S removal efficiency. 
Fig. 4 shows the desulfurization rate versus time for different BT initial 

concentrations. The fixed reaction conditions are: m (ionic liquid) = 2 g, m(PMS) = 1.5 
g, T = 50°C, t = 100 minutes (including 30 minutes’ extraction time). 

During the extraction phase (-30 min ~ 0 min), the initial sulphur content are 250 
ppm, 500 ppm, 750 ppm, and 1000 ppm, the desulfurization rates are 18.3 %, 14.7 %, 
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250 ppm, 500 ppm, 750 ppm, and 1000 ppm are 93.8 %, 92.4 
%, 85.4 %, and 69.3 %, respectively. Therefore, in the case 
where the dosage of the ionic liquid and the PMS solution 
is constant, the desulfurization rate decreases as the initial 
sulphur content increases. However, in the entire reaction 
process, the overall removal of sulphur is increasing. 

Recycling Performance of Ionic Liquid [Bmim]CoCl3

The recycling of ionic liquids is an important indicator 
for the industrialization of the system in the future. Sepa-
ration and drying of ionic liquids after one reaction, then 
new BT model oil and PMS solution were added under the 
determined optimal reaction conditions, we have tested the 
performance of cyclic desulfurization. Figs. 3-5 show the 
recycling performance of ionic liquids. It can be seen from 
the figures that after repeated use for 5 times, the ionic 
liquid still maintains a good desulfurization performance, 
and the desulfurization rate is maintained above 90 %. At 
the 7th time, the desulfurization rate decreased slightly 
(85.8 %). It is proved that [Bmim]CoCl3 ionic liquid has 
good performance.

CONCLUSIONS

The best reaction conditions for removing BT were as fol-
lows: m(ionic liquid) = 2 g, m(PMS) = 1.5 g, C(initial sul-
phur) = 500 ppm, T = 40°C ~ 50 °C. The desulfurization rate 
could be reached at 92.4 %. The ionic liquid still had higher 
activity after 5 cycles of reuse which was exhibited that there 
was only a slight difference in the amount of oxidant. It was 
proved that [Bmim]CoCl3 ionic liquid combines with oxidant 
PMS  had excellent desulfurization performance once again. 
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ABSTRACT
The purpose of this study was to evaluate the performance of anaerobic digestion of organic fraction of 
municipal solid waste to biogas in a mesophilic (32°C) continuous digester at a total solid concentration 
(TS) of 12%. The digester was operated with different organic loading rates and constant retention time. 
The performance of the reactor was evaluated using parameters like pH, volatile fatty acid (VFA), alkalinity, 
chemical oxygen demand (COD), total organic carbon (TOC), ammonia-N and biogas yield. During the 
reactor’s start-up period (first phase), the process is stable and there is no inhibition occurred. In the 
second phase, the reactor was fed in continuous mode with different organic loading rates and constant 
retention time. The highest volatile solid (VS) degradation of 65.9%, with specific biogas production of 368  
L.kg-1 VS fed was achieved with organic loading rate (OLR) of 3.1 kg VS.m-3.d-1 and a retention time 
of 30 days. 

INTRODUCTION

Municipal solid waste (MSW) generation is significantly 
increasing in the Indian urban area and is creating enormous 
waste disposal problems in the recent past (Rao & Singh 
2004). More than 90 % of the municipal solid waste generat-
ed in India is dumped in an unsatisfactory way, which creates 
environmental hazards to water, air and land. In general, 
the organic fraction of municipal solid waste (OFMSW) in 
India is about 40-60 % (Mufeed et al. 2008, Visvanathan 
et al. 2004). In Kerala, around 70% of the waste is com-
postable organics enabling a high level of recycling in the 
form of manure or fuel. Anaerobic digestion is widely being 
practiced as a major treatment option for disposal of organic 
fraction of municipal solid waste. It mainly combines with 
the energy recovery benefits, greenhouse gas mitigation and 
produces stable end products, which can be further upgraded 
as compost for soil applications (Forster-Carneiro et al. 2008, 
Walker et al. 2009).

Anaerobic digestion is a biological process wherein 
a diverse group of microorganisms convert the complex 
organic matter into a simple and stable end products in the 
absence of oxygen (De Baere 2000). The main advantages 
of this process are the low level of sludge generation, lower 
energy consumption and increased level of methane pro-
duction. The main drawback is the slow rate of the process. 

Several research groups have developed anaerobic digestion 
processes using different organic substrates (Mata-Alvarez 
et al. 1992, Gallert et al. 2003). In general, anaerobic diges-
tion systems are broadly categorized under wet (<10% total 
solids) or dry (>20% total solids), mesophilic (35-40°C) or 
thermophilic (>55°C), batch or continuous and single or 
two-stage systems (Yabu et al. 2011, Forster-Carneiro et al. 
2008). The amenability of substrate for bio gasification, gas 
yield-organic loading relationships, bioprocess conversion 
efficiency and process inhibitory parameters vary from 
substrate to substrate, and also for different environmental 
and operating conditions such as pH, temperature, type and 
quality of the substrate, mixing, retention time etc. In this 
view, anaerobic digestion of solid waste is a process that is 
rapidly reaching to new advances especially in the area of 
dry anaerobic fermentation and has become a major focus 
of interest in waste management throughout the world. The 
purpose of this study was to analyse the performance of semi-
dry anaerobic digestion of OFMSW in a single-stage pilot 
scale reactor in a continuous mode of operation at mesophilic 
condition (32°C). In this experiment, the optimization of 
the pilot scale reactor treating OFMSW was performed by 
testing different organic loading rates (OLRs). The study 
was started with a start-up phase (batch mode of operation) 
followed by continuous operation. In continuous operation, 
the effect of various organic loading rates on the stability 
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and performance of the reactor was evaluated at a constant 
retention time.

MATERIALS AND METHODS

Feedstock and Inoculum Preparation

Fresh organic fractions of MSW and inoculum were used 
as feed to the bioreactor. The organic fraction of MSW 
consists of food waste, fruit waste, vegetable waste from 
nearby vegetable market and household.  The composition 
of the substrate was as follows: vegetable waste (35%), fruits 
(25%), food waste (37%) and paper (3%). The wastes were 
sorted and shredded, then mixed several times in laboratory 
and kept at 4°C until used for processing (Rodriguez et al. 
2017, Kim et al. 2002). The inoculum used in this study was 
fresh cattle dung which contains all the required microbes 
essential for anaerobic digestion process. The percentage 
of inoculation for acidogenic fermentation of organic urban 
wastes is approximately 30% (w/w). The pH, total solids and 
volatile solids of the inoculum were 6.5, 26.2% and 82.5% 
respectively. The characteristics of the substrate and feed 
are given in Table 1.

Experimental Set-up

The experiments were performed in a pilot scale reactor. The 
digester, made of transparent acrylic sheet, was designed for 
a total volume of 36.8 L and working volume (80% of total 
volume) of 29.4 L. The lower portion of the reactor was of 
conical shape making the discharge of drain leachate easy. A 
perforated plate was provided above this conical bottom. A 
bottom pipe was connected to collect the leachate produced 
and the pipe was connected to a peristaltic pump which was 
used for recirculation purpose. To obtain a homogeneous sus-
pension, liquid from the bottom of the reactor was withdrawn 
by a peristaltic pump and recirculated through the top of the 
reactor. Waste is fed through a hopper connected on the top 
of the reactor. A wet gas meter (INSCIN) is provided at the 
gas outlet pipe to measure the biogas flow via a water seal. 
As per the required waste load, daily feeding was done from 
the top while almost the same quantity of the digestate was 
removed from the reactor through digestate outlet as shown 
in Fig. 1 in continuous operation. The system was operated 
in semi-continuous mode with feeding one time per day. Fig. 
1 shows the experimental set-up.
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Experimental Condition

In this experiment, the optimization of semi-dry anaerobic 
digestion at mesophilic temperature (32oC) was studied by 
varying the OLR. The study included both start-up operation 
as well as a continuous operation. The details of experimental 
conditions are given in the following subsections.

Start-up operation: Fresh organic fractions of MSW and 
inoculum were used as feed to the bioreactor. For the start-
up operation, the prepared feedstock was loaded into the 
reactor after mixing it well with the inoculum. The reactor 
was initially loaded with 12 kg of feedstock and 3.6 kg of 
inoculum source. Water was added to obtain the desired total 
solid concentration. The total solid concentration of the feed 
was 12%. The system was operated without loading any 
additional feedstock for the first 50 days and it is consid-
ered as start-up phase. During the initial start-up phase, the 
system pH was neutralized using commercial caustic soda 
solution (6N NaOH) for quick onset of methanogenesis in 
the digester. To obtain a homogeneous suspension, leachate 
from the bottom of the reactor was recirculated by the 
peristaltic pump at the rate of 0.08 L/min for 6 hours daily. 

During this period, the system was continuously monitored 
for the fluctuations in process parameters such as biogas 
rate, ammonia-N, chemical oxygen demand (COD), total 
organic carbon (TOC), volatile fatty acids (VFA), alkalinity 
and pH. The pH of the digestate was analysed every 2 days, 
whereas all other parameters were analysed once in a week 
to interpret the process performance.

Continuous operation: The reactor was operated in a con-
tinuous mode from day 51 onwards by loading the reactor 
with designed OLRs. As detailed in Table 2, the feedstock 
was loaded into the reactor with different OLRs of 3.1, 4.2 
and 5.65 kgVS.m-3.d-1 in three consecutive runs (1 to 3) with 
a constant retention time of 30 days. Each run was continued 
until the biogas yield attained to its steady-state, with no 
further increment, in the digester. To obtain a homogeneous 
suspension, leachate from the bottom of the reactor was re-
circulated using the peristaltic pump at the rate of 0.08 L.mt-1 
for 6 hrs. At each feeding, one part of the fresh feedstock was 
mixed up with the two parts (wt./wt. basis) of the digestate 
collected from the reactor. As per the required waste load, 
daily feeding was done from the top while almost the same 
quantity of the digestate was removed from the reactor. Feed-
ing and the digestate withdrawal were done once in a day. 
During this period, the system was continuously monitored 
for the fluctuations in process parameters such as biogas 

Table 1: Characteristics of the substrate and feed during the start-up of the 
pilot experiment.

Parameter OFMSW Feed

pH 6.12 6.65

TS (%) 19.02 12.30

VS (%) 85.65 85.12

VFA (meq.L-1) 10.85 10.57

COD (mg.L-1) 35230 36018

TKN (g.L-1) 1.04 1.06

TOC (g.L-1) 22.49 24.5
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Fig. 2: Daily and cumulative biogas production during the start-up period.

Table 2: Operating conditions of pilot scale experimental reactor.

Run Loading rate
(kg.day-1)

OLR
(kg VS.m-3.d-1)

Retention 
time (day)

Start up - - 50

Continuous 1 0.85 3.1 30

2 1.3 4.2 30

3 1.5 5.65 30
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rate, ammonia-N, COD, VFA, alkalinity and pH as well as 
other digestate parameters (TS, VS and TOC). The pH was 
measured every 2 days, whereas all other parameters were 
analysed once to twice a week to interpret the process perfor-
mance. Operating Conditions of the pilot scale experimental 
reactor is shown in Table 2.

Analytical Methods

The parameters analysed for the characterization of substrates 
were as follows: Total solids (TS), volatile solids (VS), pH, 
VFA, total Kjeldahl nitrogen (TKN), and total organic car-
bon (TOC). Following quantities were monitored during the 
digestion process: pH, VFA, alkalinity, NH3-N, COD and 
TOC. All analytical determinations were estimated according 
to the procedures recommended by APHA (1998). pH was 
measured using a digital pH meter (μpH System 362). TS 
samples were dried in an oven at 105-110°C, and for VS, the 
ash waste was dried in a muffle furnace at 500±50°C. TKN 
and NH3-N content were examined by the spectrophotometer 

(HITACHI, U-2900 UV/VIS spectrophotometer).  VFA and 
alkalinity were determined using a simple titration method 
(Anderson & Yang 1992). TOC analysis was carried out us-
ing Shimadzu TOC-LCPH/CPN analyser for non-purgeable 
organic carbon as per the standard methods. 

RESULTS AND DISCUSSION

This study was conducted in two phases, namely the reactor 
start-up (Phase 1) and continuous operation (Phase 2).

Phase 1:  Performance of the Reactor During Start-up

Digestion during start-up ran for a period of 50 days. Biogas 
production is the primary indicator to evaluate the perfor-
mance efficiency of the reactor. Fig. 2 indicates the daily and 
cumulative biogas production, where, the biogas production 
was high at the beginning which was due to the entrapped 
air inside the reactor. From Fig. 2, it is clear that the biogas 
production was low between 5th and 23rd days. This may be 
due to the reduction of pH. So after adjusting the pH value in 
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the neutral range by the addition of 6N NaOH to the system, 
the production was increased. pH control favours the biodeg-
radation process (Banks 2008).  The highest volume of biogas 
produced (42.3 L.d-1) was achieved at day 38. The biogas 
production rate decreased after day 39 indicating exhausting 
of readily accessible substrate for biogas production. The re-
actor system was run until the gas production rate peaked and 
then dropped below 06.5 L of gas per day. Then, the feeding 
and withdrawing mode of operation was started. During the 

start-up phase, approximately 735 L biogas was produced.

The pH and volatile fatty acid (VFA) variation during 
the start-up period are shown in Fig. 3. pH was initially 6.5, 
which started to decrease to 6.31. Therefore, small quantities 
of 6N NaOH were added to the reactor periodically during 
days 5-24 to maintain pH at the near-neutral range. This can 
be noted as small peaks during days 5-24 in Fig. 3. From day 
26 onwards, pH started increasing slowly; therefore, NaOH 
was not added anymore. It became stable at around 7.8 during 
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Fig. 5: Variation of pH and VFA during continuous loading. 
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a good range of VFA/Alk ratio for a digester to work. But at OLR of 4.2 kg VS.m-3.d-1, the 

average value of VFA/Alk ratio increased to 0.59, which is still acceptable for an operating 

digester. However, at OLR of 5.65 kg VS.m-3.d-1, VFA/Alk ratio increased to a very harmful 

range (0.72-0.83) because at VFA/Alk ratio of 0.8, significant pH reduction and digester failure 

happen.  

 

Fig. 6: VFA/Alk ratio in the digester during continuous loading. 
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Biogas production: Biogas production was monitored daily. One of the main objectives of 

this research was to determine the performance of the AD process when operated at different 

loading rates. To evaluate this system on the effect of loading rate, biogas production, specific 

biogas production or biogas yield and VS reduction were taken as the indicators to assess the 

reactor performance of each loading rate. Fig. 7 shows the daily and cumulative biogas 

production during continuous loading.  The average biogas production rate during runs 1, 2 

and 3 was approximately 34 L/d, 28 L/d and 21.6 L.d-1 respectively. It can be noted that at the 

end of OLR 3.1 and 4.2 kg VS.m-3.d-1, the gas production rate becomes stable. This is related 

to stable pH and VFA concentration of the system at the mentioned time. The decrease in the 

biogas production rate was almost linear with the increase in OLR during the first two runs. 

But, during run 3 (i.e. OLR 5.65 kg VS.m-3.d-1), the gas production rate did not decrease with 

the same rate as that of OLR. This could be explained from a drastic increase in the VFA/Alk 

ratio (or drop in alkalinity) during that run. 

 

 

Fig. 7: Daily and cumulative biogas production during different OLRs. 

VS removal and Specific biogas production: Volatile solid reduction was taken into 

consideration as well to evaluate the reactor performance and stability of the digestate. VS 

degradation value of 65.9 % was achieved when operating at OLR of 3.1 kg VS.m-3.d-1. On the 

other hand, while loading rate 2 and 3 with increased OLR of 4.2 and 5.65 kg VS.m-3.d-1, VS 

removal were decreased to 55.2 % and 43.7 % respectively. Comparably, these VS reductions 

were lower with the result found by Castillo et al. (2006) who reported that VS reduction of 

77.1% was obtained with the digestion time of 25 days. This lower value may be due to the 

reactor configuration. But, these results are similar to those obtained by Gallert & Winter 

(2003). They obtained VS removal of 65 % in a thermophilic system operating at OLR of 9.5 

kg VS.m-3.d-1 and 18% TS. The highest specific biogas production observed was 368 L/kgVS 

Fig. 7: Daily and cumulative biogas production during different OLRs.
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days 41-50. The VFA generation in the beginning was high 
due to higher acidogenesis and lower methanogenic activity. 
The initial pH drop and high volatile fatty acid concentration 
show that the substrate contains some easily biodegradable 
constituent. VFA concentration was increased till 20th day 
and maximum VFA concentration of 140.5 meq.L-1 was 
formed on the same day. After that VFA concentration was 
found decreased due to methanogenic activity in which the 
intermediate organic acids were started to convert into biogas. 
The concentration of VFA dropped from 140.5 meq.L-1 to 
42.5 meq.L-1 in 30 days. The reason is that there was no waste 
feeding throughout the start-up phase (day 1-50). 

The organic content of the substrate was measured in 
terms of COD and TOC. The significant increase in COD 
in leachate was observed at the beginning which was the 
sign of an active hydrolyse phase. The COD and TOC of 
the leachate were found decreasing due to the conversion of 
organic matter into biogas. The trend of ammonia-nitrogen 
(NH3-N) during the start-up process is shown in Fig. 4. In this 
experiment, concentrations of NH3-N were increasing due 
to the release of ammonia during the hydrolysis of protein. 
Ammonia nitrogen is an important parameter for the buffer 
capacity in an anaerobic reactor. With concentrations up to 
1000 mg/L, ammonia nitrogen stabilizes the pH value. Am-
monia nitrogen is released during the anaerobic hydrolysis 
of protein, causing an increase in the pH value. It is evident 
that the ammonia nitrogen concentration (>6000 mg.L-1) 
indicates the inhibition of methanogens in an acclimated 
environment (Mata-Alvarez et al. 2000). In this study, the 
NH3-N concentration increased from 400 mg.L-1 to 1800 
mg.L-1.  So it can be concluded that there was no inhibition 
of ammonia nitrogen during the AD process of this system 
during the start-up process.

Phase 2: Continuous Operation

In this operation, continuous feeding was applied in draw and 
feed mode. Experiments were conducted for three different 
organic loading rates of 3.1, 4.2 and 5.65 kg VS.m-3.d-1 in 
three consecutive runs with a constant retention time of 30 
days.

Effect of Organic Loading Rate on Stability 
Parameters of The Reactor

(i) pH and VFA

In the anaerobic digestion process, methanogenic bac-
teria are more sensitive to environmental conditions than 
hydrolytic and acidogenic bacteria. The first criterion that 
was taken into account is the pH value. The pH indicates 
the stability of the system and its variation also depends on 
the buffering capacity itself. The pH is an indicator of good 

process performance and should be above 7.0 at all times in 
which case the process operates successfully. With OLR of 
3.1 kg VS.m-3.d-1, the system stabilized its pH around 7.36 
with a range of 7.15-7.6 as shown in Fig.5. When the OLR 
was increased from 3.1 to 4.2 kg VS.m-3.d-1, pH fell to 6.8 
and regulated to an average of 7.01 (6.8-7.31). As a result 
of a further increase in OLR to 5.65 kg VS.m-3.d-1, a drastic 
decrease in pH was observed and pH dropped to the value 
of 6.5. The decline in pH in the starting days of each of the 
first two runs and most of the last run is linked to the dest-
abilization of the system as a result of an increase in OLR. 
The reason is that when organic loading rate is increased, 
the acidogens also increase their activity and produce a high 
amount of VFA, as they are fast-growing. But, on the other 
hand, methanogens owing to their slow specific growth rate 
cannot utilize all the already produced VFA and need more 
time to build the required population size. Thus initial and a 
temporary decrease in pH occurred due to accumulation of 
VFA as a result of the imbalance in the microbial groups, is 
recovered when methanogens build their sufficient popula-
tion. The decrease in pH is more pronounced while working 
with higher OLR, i.e., 5.65 kg VS.m-3.d-1. The reason is that 
the imbalance between acidogenic and methanogenic activity 
is more at high OLRs. The concentration of volatile fatty 
acids in the digestate was quite stable at an average value 
of 33.2 meq.L-1 (range: 26.6-38.4 meq.L-1) while operating 
at OLR of 3.1 kg VS.m-3.d-. When OLR was increased to 
4.2 kg VS.m-3.d-, VFA concentration started to increase and 
reached a maximum value of 45 meq/L with an average value 
of 36.5 meq.L-1 in this run. Finally, at an OLR of 5.65 kg 
VS.m-3.d-1, the VFA concentration increased to 55 meq. L-1 
because of increasing organic loading rate. This trend shows 
the destabilization of the reactor caused by an increase in 
OLR. It is important to note that at the start of each OLR, 
the VFA started to accumulate, which is related with the im-
balance of activity of microbial groups and initial temporary 
destabilization of the reactor as a result of an increase in 
OLR as discussed above in the case of pH. Similarly, at the 
end of each of the first two OLRs, the concentration of VFA 
declined, which is a sign of stability of the system. 

(ii) VFA to Alkalinity Ratio (VFA/Alk Ratio)
VFA/Alk ratio is a good indicator of digester functioning. 
It is shown in Fig. 6. With OLR of 3.1 kgVS.m-3.d-1, this 
parameter remained between 0.41 and 0.52 for most of the 
time. This is a good range of VFA/Alk ratio for a digester to 
work. But at OLR of 4.2 kg VS.m-3.d-1, the average value of 
VFA/Alk ratio increased to 0.59, which is still acceptable for 
an operating digester. However, at OLR of 5.65 kg VS.m-3.d-1, 
VFA/Alk ratio increased to a very harmful range (0.72-0.83) 
because at VFA/Alk ratio of 0.8, significant pH reduction and 
digester failure happen. 
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Performance of Pilot Scale Reactor At Different 
Loading Rate

Biogas production: Biogas production was monitored daily. 
One of the main objectives of this research was to determine 
the performance of the AD process when operated at different 
loading rates. To evaluate this system on the effect of loading 
rate, biogas production, specific biogas production or biogas 
yield and VS reduction were taken as the indicators to assess 
the reactor performance of each loading rate. Fig. 7 shows the 
daily and cumulative biogas production during continuous 
loading.  The average biogas production rate during runs 1, 
2 and 3 was approximately 34 L/d, 28 L/d and 21.6 L.d-1 
respectively. It can be noted that at the end of OLR 3.1 and 
4.2 kg VS.m-3.d-1, the gas production rate becomes stable. 
This is related to stable pH and VFA concentration of the 
system at the mentioned time. The decrease in the biogas 
production rate was almost linear with the increase in OLR 
during the first two runs. But, during run 3 (i.e. OLR 5.65 
kg VS.m-3.d-1), the gas production rate did not decrease with 
the same rate as that of OLR. This could be explained from a 
drastic increase in the VFA/Alk ratio (or drop in alkalinity) 
during that run.

VS removal and Specific biogas production: Volatile solid 
reduction was taken into consideration as well to evaluate 
the reactor performance and stability of the digestate. VS 
degradation value of 65.9 % was achieved when operating at 
OLR of 3.1 kg VS.m-3.d-1. On the other hand, while loading 
rate 2 and 3 with increased OLR of 4.2 and 5.65 kg VS.m-

3.d-1, VS removal were decreased to 55.2 % and 43.7 % 
respectively. Comparably, these VS reductions were lower 
with the result found by Castillo et al. (2006) who reported 
that VS reduction of 77.1% was obtained with the digestion 
time of 25 days. This lower value may be due to the reactor 
configuration. But, these results are similar to those obtained 
by Gallert & Winter (2003). They obtained VS removal of 65 
% in a thermophilic system operating at OLR of 9.5 kg VS.m-

3.d-1 and 18% TS. The highest specific biogas production 
observed was 368 L/kgVS fed at OLR of 3.1 kg VS.m-3.d-1. 
As the loading rate was increased, decreases in the biogas 
yields (229 L/kgVS and 130 L/kgVS) were observed at OLR 
of 4.2 and 5.65 kg VS.m-3.d-1 respectively. The overloading 
was marked by the fall in pH and gas yield. However, the 
specific biogas production of 368 L/kg VS at OLR of 3.1 
kg VS.m-3.d-1 of this study is in line with the biogas yield 
values found in the literature. The biogas yield reported by 
various authors through dry anaerobic digestion of OFMSW 
at thermophilic conditions is in the range of 350-500 L/kg VS 
added (Pavan et al. 2000, Montero et al. 2010, Bolzonella et 
al. 2003). Similarly, biogas yield reported for water sorted 
organic fraction of municipal solid waste (WS-OFMSW) 

under mesophilic semi-dry anaerobic digestion was 423L/
kg VS added (Li et al. 2010). It should be cautioned here 
that the optimum loading rate of 3.1 kg VS.m-3.d-1 observed 
here is not universal as the optimal rate depends upon the 
reactor configuration.

CONCLUSIONS

The present study focused on the continuous operation of 
semi-dry anaerobic digestion of OFMSW under mesophilic 
condition. In this study, an effective start-up of the anaerobic 
digestion with inoculum was done successfully. During the 
continuous operation, when the loading rate was increased, 
the biogas production decreased. Specific biogas production 
or biogas yield dropped from 368L/kgVS to 130 L/kgVS 
when loading rates were increased from 3.1 to 5.65 kg VS.m-

3.d-1. The highest VS degradation of 65.9% was obtained 
with OLR of 3.1 kg VS.m-3.d-1at a retention time of 30 days. 
From the present study, the optimum loading rate obtained 
for maximum biogas production was 3.1 kg VS.m-3.d-1.
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ABSTRACT
The present study was aimed to characterize the bacterial isolate DDI(I)1 isolated from the 
rhizospheric soil of Ocimum grown in New Delhi (India). The isolate exhibited multiple plant growth 
promoting activities namely ammonia production, production of phytohormones, hydrogen cyanide, 
solubilization of minerals, tolerance against heavy metals, etc. The isolate was morphologically 
and biochemically characterized and it was found that DDI(I)1 belongs to genus Pseudomonas. 
Further, 16S rRNA sequencing revealed that the isolate shared 99% homology with Pseudomonas 
fluorescens.   

INTRODUCTION

The rhizosphere is the region around the roots of plants 
where the nutrient availability is very high due to the release 
of plant photosynthates from the roots (Lynch 1991). This 
region is actively colonized by the bacterial community in-
cluding beneficial bacteria known as PGPR, i.e. plant growth 
promoting rhizobacteria. PGPR promote the plant growth 
in different ways such as suppression of plant pathogens 
and production of useful compounds helping in increased 
crop yield. Due to these bacteria, we can reduce the use of 
chemical fertilizers (Saharan & Nehra 2011, Glick 2012). 
These are an eco-friendly way for sustainable agriculture and 
do not pose any threat to human and animal health (Saharan 
& Verma 2015).

Few examples of PGPR are B. licheniformis CECT5106, 
B. pumilus CECT5105, Bacillus subtilis A13, Enterobacter 
cloacae UW4 & CAL2, P. fluorescens Pf-5, P. fluorescens 
2-79, P. fluorescens CHA0, Pseudomonas putida GR12-2 
(Turner & Backman 1991, Jacobson et al. 1994, Shah et al. 
1998, Li et al. 2000, Wang et al. 2000, Penrose & Glick 2001, 
Probanza et al. 2002). One of the most promising candidates 
as PGPR is Pseudomonas fluorescens. Pseudomonas and 
Bacillus confer plant growth enhancement and control of 
diseases against phytopathogens (Hamid & Ahmad 2010). 

Pseudomonas fluorescence inoculant stimulated chickpea 
growth and yield (Rokhzadi et al. 2008). A total of 140 PGPR 
strains of Pseudomonas were obtained from potatoes rhizos-
phere at Dehradun Valley, India (Deshwal et al. 2013). About 
30 PGPR strains belonging to fluorescent Pseudomonas 
with PGP activities were isolated from the rhizosphere of 
rice and characterized by PCR-RAPD analysis (Reddy & 
Reddy 2009). The present study was aimed to characterize 
the isolate DDI(I)1 due to its multiple plant growth promoting 
traits it possesses.

MATERIALS AND METHODS  

Collection of Soil Samples, Isolation and Screening for 
PGP Traits

Soil samples were collected from the rhizospheric soil of 
Ocimum sp. plants from different localities of Kurukshetra, 
Delhi and Haridwar. The intact soil of the roots was collect-
ed carefully in sterile plastic bags and stored at 4°C in the 
laboratory until their further use. The isolate was obtained 
from the rhizospheric soil of Ocimum grown in Delhi and 
further screened for various PGP traits. The isolate was found 
to possess multiple plant growth promotion activities such as 
solubilization of phosphorus, IAA production, HCN produc-
tion, siderophore production, tolerance to heavy metals, etc. 
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These numerous activities render it a potential candidate for 
sustainable agriculture so the present study was undertaken 
to characterize this isolate DDI(I)1.

Morphological and Phenotypic Characterization

Selected isolates were examined for the colony morphology. 
Different morphological characteristics such as colony size, 
colour, shape, margin, pigmentation, elevation, etc. were 
recorded for the chosen PGPR isolates. Gram staining pro-
cedure was also performed according to the Bergy’s Manual 
(Holt 1994). 

Biochemical Characterization

The biochemical characterization of selected PGPR isolates 
was done according to the methods outlined by Cappuccino 
& Sherman (2010). Various methods such as IMViC test, 
catalase, gelatin liquefaction, oxidase, hydrogen sulfide 
production, etc. were performed. 

Molecular Characterization 

DNA extraction (Biopure™ Kits): DNA was isolated from 
the bacterial sample by using Biopure kits for genomic DNA 
isolation. 16S rRNA gene was amplified using PCR by ex-
tracting DNA from a bacterial isolate. The primers used for 
the amplification of 16S rDNA gene were 16SF Universal 
5’-AGAGTTTGA TCCTGGCTCAG-3’ and 16SR Universal 
3’-ACGGCTACCTTG TTACGA CTT-5’.

Amplification of 16S rDNA gene: PCR condition: Initial 
denaturation was done at 94°C for 5 min; denaturation 
(35cycles) at 94°C for 60 sec, annealing at 53°C for 45 sec; 

extension at 72°C for 90 sec and then the final extension at 
72°C for 10 min. The amplified PCR products were elec-
trophoresed by using 1% Agarose gel in TAE buffer and 
visualized by staining with ethidium bromide. PCR product 
was then purified by washing with sodium acetate and 70% 
of ethanol and eluted from the gel. Forward and reverse 
sequencing reactions of PCR amplicon were carried out 
on the ABI 3730XL sequencer to obtain the sequence. The 
assembled DNA sequence was then submitted to NCBI and 
phylogenetic tree was prepared.

RESULTS AND DISCUSSION 

Morphological and Phenotypic Characterization 

Isolate DDI(I)1 showed yellowish-green, small, round and 
raised colonies (Table 1). The isolate is a Gram negative, 
rod shaped bacterium.

Biochemical Characterization 

The isolate showed a positive test for citrate utilization, 
oxidase, nitrate reduction, gelatin liquefaction, glucose fer-
mentation and negative test for indole, methyl red, Vogues 
Prauskeur reaction and hydrogen sulfide (Table 2). Based on 
the morphological, phenotypic and biochemical characteri-
zation, the isolate DDI(I)1 belongs to Pseudomonas genus.

Molecular Characterization and Phylogeny

16S rDNA sequencing of PGPR isolate DDI(I)1: The 
molecular characterization of the isolate was done by 16S 
rRNA Gene Sequence Analysis. The 16S rDNA sequencing 

Table 2: Biochemical characterization of DDI(I)1.

Biochemical test Reaction Biochemical test Reaction 

Indole - Oxidase +

Methyl red - H2S -

VP - Nitrate reduction +

Citrate + Gelatin liquefaction +

Catalase + Glucose fermentation +

Table 1: Morphological and phenotypic characterization of DDI(I)1.

Characteristics Reaction Characteristics Reaction 

Colour Yellowish green Odour None 

Size Small Pigmentation Yellowish green 

Shape Round Surface Smooth 

Elevation Raised Gram staining -ve

Margin Irregular Shape Rods 
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was performed. Selected bacterial 16S rDNA was amplified 
in full length by PCR using primers, 16SF Universal (AGA 
GTT TGA TCC TGG CTC AG) and 16SR   Universal (ACG 
GCT ACC TTG TTA CGA CTT). Based on 16S rDNA se-
quencing data, the isolate DDI(I)1 showed 99% homology 
with Pseudomonas fluorescens strain CB32. 

To evaluate the phylogenetic analysis of 16S rDNA se-
quence, the resulting sequence was compared with the known 
sequences using the BLAST function of GeneBank in the Na-
tional Centre Biotechnology information (http://www.ncbi.
nlm.nih.gov). Multiple sequence alignments and consensus 
sequences were computed using the program CLUSTAL W 
programmed at European Bioinformatics (EBI) site (http://
www.ebi.eic.uk/clustalw) and the phylogenetic tree was 
constructed using MEGA 5.05 software (Fig. 1). 

Sequence 

> GGAATCTGCCTGGATAGTGGGGGATAACGTTCG-
GAAACGAACGCTAATACCGCATACGTCCTACGG-
GAGAAAGCAGGGGACCTTCGGGCCTTGCGCTAT-
CAGATGAGCCTAGGTCGGATTAGCTAGTTGGTGAG-
GTAATGGCTCACCAAGGCGACGATCCGTAACT-
GGTCTGAGAGGATGATCAGTCACACTGGAACT-
GAGACACGGTCCAGACTCCTACGGGAGGCAG-
CAGTGGGGAATATTGGACAATGGGCGAAAGCCT-
GATCCAGCCATGCCGCGTGTGTGAAGAAGGTCT-
TCGGATTGTAAAGCACTTTAAGTTGGGAGGAA-
GGGCAGTTACCTAATACGTAATTGTTTTGACGT-
TACCGACAGAATAAGCACCGGCTAACTCTGTGC-
CAGCAGCCGCGGTAATACAGAGGGTGCAAGCGT-
TAATCGGAATTACTGGGCGTAAAGCGCGCGTAG-

GTGGTTCGTTAAGTTGGATGTGAAATCCCCGGGCT-
CAACCTGGGAACTGCATTCAAAACTGTCGAGCTA-
GAGTATGGTAGAGGGTGGTGGAATTTCCTGTG-
TAGCGGTGAAATGCGTAGATATAGGAAGGAACAC-
CAGTGGCGAAGGCGACCACCTGGACTGATACTGA-
CACTGAGGTGCGAAAGCGTGGGGAGCAAACAG-
GATTAGATACCCTGGTAGTCCACGCCGTAAACGAT-
GTCAACTAGCCGTTGGGAGCCTTGAGCTCTTAGT-
GGCGCAGCTAACGCATTAAGTTGACCGCCTGGG-
GAGTACGGCCGCAAGGTTAAAACTCAAATGAATT-
GACGGGGGCCCGCACAAGCGGTGGAGCATGT-
GGTTTAATTCGAAGCAACGCGAAGAACCTTAC-
CAGGCCTTGACATCCAATGAACTTTCCAGAGATG-
GATTGGTGCCTTCGGGAGCATTGAGACAGGTGCTG-
CATGGCTGTCGTCAGCTCGTGTCGTGAGATGTTG-
GGTTAAGTCCCGTAACGAGCGCAACCCTTGTCCT-
TAGTTACCAGCACGTTATGGTGGGCACTCTAAG-
GAGACTGCCGGTGACAAACCGGAGGAAGGTGGG-
GATGACGTCAAGTCATCATGGCCCTTACGGCCTG-
GGCTACACACGTGCTACAATGGTCGGTACAGAGGGT 
TGCCAAGCCG

The given sequence was identified as Pseudomonas flu-
orescens strain 16S ribosomal RNA gene, partial sequence 
length: 1423

Score: 2109 bits (1142) Identities: 1142/1142(100%) 
Strand: Plus/Plus

Phylogenetic analysis

The phylogenetic analysis revealed that our isolate DDI(I)1 
showed 99% homology with Pseudomonas fluorescens 
CB32. In a similar study, a psychrotolerant PGPR strain 

 
Fig. 1: Phylogenetic tree of DDI(I)1 based on 16S rDNA gene sequences.  
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PGERs17 was isolated from north-western Indian Himala-
yas and characterized the isolate which showed maximum 
homology (99%) with Pseudomonas sp. The phylogenetic 
tree revealed the close association of the isolate with Pseu-
domonas vancouverensis (ATCC 700688), Pseudomonas 
alcaligenes (ATCC 14909), Pseudomonas tolaasii (ATCC 
33618) and Pseudomonas agarici (ATCC 25941) (Mishra 
et al. 2008). Isolate CV6 was characterized as Pseudomonas 
fluorescens as the potent biocontrol agent against Phytoph-
thora drechsleri (Maleki et al. 2010). In another investigation, 
10 bacterial isolates (AW1 to AW10) were selected from the 
wheat rhizosphere. Out of these, AW8 showed 98% homolo-
gy with Pseudomonas aeruginosa (Rana et al. 2011).

CONCLUSION

This present study suggested that the P. fluorescens DDI(I)1 
can exhibit multiple plant growth promoting traits such as 
the production of ammonia, hydrogen cyanide production, 
siderophore production, solubilization of phosphorus, etc. 
The P. fluorescens DDI(I)1 bacterial strain was also found 
to exhibit heavy metal tolerance against copper, lead, nick-
el and zinc. Due to the multiple PGP traits exhibited by 
rhizospheric isolate, it may be useful as a bio-inoculant in 
sustainable agriculture.
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ABSTRACT
Pond water quality was evaluated by identifying and estimating zooplankton during monsoon in 
Noakhali, Bangladesh. Three wild ponds were chosen for monitoring zooplankton distribution which 
are not used for fish culture or any other commercial purposes. In this study, the Wetland Zooplankton 
Index (WZI) was employed to engage the zooplankton genera according to their specific WZI values. 
Two of the sampling ponds were found to have moderate water quality. Additionally, another pond 
was found with nearly good water quality. Total zooplankton was observed as 5541.67±176.77 ind/L, 
9608.34±271 ind/L and 9541.67±176 ind/L in three different sampling ponds. There were four groups 
of zooplankton as Rotifera (6 genera), Copepoda (4 genera) and Cladocera (6 genera) identified in 
all the sampling ponds. The physicochemical water parameters as water temperature, water pH, total 
alkalinity, free CO2, ammonia, nitrate and nitrite were also evaluated in sampling ponds. 

INTRODUCTION

The earthen ponds are recognized as most traditional living 
essentials in our society. In the southern part of Bangla-
desh, the ponds are used for drinking purposes and fish 
culture. Unfortunately, many household or roadside ponds 
and seasonal wetlands are not properly treated due to some 
misconceptions. In many cases, ponds and wetlands are used 
as local waste depositing points and it is very disastrous 
for us. The Noakhali district is consecrated with a lot of 
ponds and wetlands. In Noakhali, ponds and wetlands are 
used for aquaculture and daily household uses. Therefore, 
the potentiality of many ponds is deteriorated because of 
the misuse and mismanagement. Zooplankton are very 
sensitive to environmental changes in aquatic bodies. The 
prime environmental factor temperature initiates the growth 
and survival performance of zooplankton through seasonal 
change. Aquatic nitrogenous and phosphorus nutrients con-
trol the distribution and diversity of zooplankton (Rajkumar 
et al. 2014). The capability of aquaculture is determined by 
zooplankton assemblages in a pond. Zooplankton repre-
sents themselves as an obvious trophic connecting agents 
between fishes and phytoplankton. Recently, the biological 
assessment of water quality by using zooplankton was very 
well accepted and practised by scientists. Zooplanktons are 
proficient in quick response to even slight environmental 
changes (Sládeček 1973, Gannon & Sternberger 1978, Sinha 

& Sinha 1993, Joseph et al. 2011, Patra et al. 2011) Thus, 
the Wetland Zooplankton Index (WZI) was designed to 
evaluate the lake water quality in North America (Lougheed 
& Chow-Fraser 2002). This index was suggested as a scale 
from bad (0) to good (5) of water quality. 

The present study was attempted to evaluate the contri-
bution of zooplankton as a bioindicator to wild pond water 
quality.

MATERIALS AND METHODS

A total of three mistreated wild ponds at Sonapur, Noakhali 
in Bangladesh were chosen for zooplankton sampling and 
water quality analysis. These ponds were ignored or not 
properly used by local people. This study was conducted 
from July 2018 to September 2018 and aimed at the analysis 
of the physicochemical water quality (water temperature, 
total alkalinity, total suspended solids, free CO2, ammonia, 
nitrate, nitrite and phosphorus) and zooplankton assemblages 
in these three ponds. The water temperature and pH were 
measured directly on spot by thermometer and pH meter 
(HANNA-HI96107) respectively. While conducting the 
study, the total alkalinity (mg/L), total suspended solids 
(mg/L), free CO2 (mg/L), ammonia (mg/L), nitrate (mg/L), 
nitrite (mg/L) and phosphorus (mg/L) were determined 
according to guidelines from the American Public Health 
Association (APHA 1995).
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Zooplankton were collected from surface water through 
plankton net (mesh size: 25 µm) and preserved in 250 mL 
plastic containers with 5 % buffered formalin. Furthermore, 
zooplankton were observed at 16×10 and 16×40 magni-
fication using a light microscope in a Sedgewick-Rafter 
counting cell. The density and diversity of zooplankton were 
determined by following Tonapi (1980) and Battish (1992). 
For ranking water quality by using zooplankton, Wetland 
Zooplankton Index: WZI = čYiTiUi/čYiTi (Yi = Indi-
vidual/liter, Ti = Tolerance, Ui = Optimum) was employed 
(Lougheed & Chow-Fraser 2002). 

RESULTS AND DISCUSSION

The groups of zooplankton as Rotifera, Copepoda and Cla-
docera were represented with their genera specific abundance 
(Table 1). There are six genera of Rotifera and Cladocera 
and four genera of Copepoda listed from three sampling 
ponds (Table 1, Fig. 1). A total of 5541.67±176.77 ind/L, 
9608.34±271 ind/L and 9541.67±176 ind/L of zooplankton 
were recorded in Pond A, Pond B and Pond C, respectively 

(Table 1, Fig.1). In the present study, Pond A, Pond B and 
Pond C were dominated by Cladocera, Copepoda and Roti-
fera respectively (Fig. 1). Many scientists have observed the 
density and distribution of zooplankton in wild, fish culture, 
seasonal and unused ponds. Hossain et al. (2015) reported 
Rotifera (6 genera), Cladocera (3 genera), Crustacean (3 
genera) and Copepoda (2 genera) in different cultures, 
households and unused ponds. The groups of zooplankton as 
Rotifera, Crustacea, Cladocera were also studied by (Morris 
& Mischke 1999, Beaugrand et al. 2000, Mahar et al. 2000, 
Begum et al. 2007, Dirican et al. 2009, Jakhar 2013, Saha 
et al. 2017, Khan & Bari 2019). Wetland zooplankton index 
(WZI) was established as a water quality indicator by mon-
itoring zooplankton distribution (Lougheed & Chow-Fraser 
2002). In the present study, Pond A and Pond B were found 
with moderate water quality (Table 1). Furthermore, Pond 
C was found to have nearly good water quality (Table 1). 
Khalifa et al. (2015) studied the seasonal water quality of 
different lakes and found spring water quality is better than 
other seasons followed by autumn, winter and summer.

Table 1: Spatial distribution and wetland zooplankton index (Lougheed & Chow-Fraser 2002) of zooplankton during sampling periods.

Zooplankton Pond A Yi (ind/L) Pond B Yi (ind/L) Pond C Yi (ind/L) Optimum Ui Tolerance Ti

Rotifera - - - - -

Amuraeopsis - 666.67 791.67 3 1

Ascomarpha - 1166.67 - 1 1

Brachionus 500.00 666.67 - 2 1

Lepadella - 1125.00 - 4 2

Plationus 958.34 - - - -

Polyarthura - 958.34 541.67 3 1

Copepoda - - - - -

Heliodiaptomus 791.67 - 1208.34 - -

Mesocyclops - - 1458.34 - -

Neodiaptomus 1208.34 - 958.34 - -

Thermocyclops 958.34 958.04 958.34 - -

Cladocera - - - - -

Alona - 1125.00 - - -

Alonella 666.67 1458.34 - - -

Chydorus 458.34 - 666.67 4 2

Macrothrix 1458.34 1041.67 5 3

Scapholeberis - - 958.34 - -

Sinocephalus - - 958.34 5 3

Total Zooplankton (Average ± Standard Error) 5541.67±176 9608.34±271 9541.67±176

WZI (Scale: 0-5) = čYiTiUi/čYiTi 3.29 3.79 4.54

Water Quality Moderate Moderate Nearly good
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Several important physicochemical water quality parame-
ters were also estimated in all the sampling ponds (Table 2). In 
the present study, the temperature was recorded from 29.05 to 
30.03°C. The water temperature is the most important factor 
in the zooplankton distribution and diversity in ponds (Wetzel 
& Likens 2000). The fertility of pond water is indicated by pH 
(Sreenivasan 1976). The pH range (7.4-8.2) specifies the well 
buffering of water quality in sampling ponds which is favour-
able to the zooplankton growth. The total alkalinity and free 
CO2 were recorded as 9.00- 18.16 mg/L and 4.90-12.05 mg/L 
respectively (Table 2). Rotifers showed a negative relationship 
with total alkalinity in fish culture ponds (Khan & Bari 2019). 
The water quality parameters recorded in this study were in 

agreement with many workers (Hegde & Bharti 1985, Boyd 
& Tucker 1998, Pulle & Khan 2003, Chowdhury & Mamun 
2006, Joseph & Yamakanamardi 2011, Rashed-un-Nabi et al. 
2011, Khan et al. 2020, Khan et al. 2019, Khan & Islam 2019, 
Waseeh et al. 2020). 

The present study also focussed on to estimate dis-
solved phosphorus, dissolved inorganic nitrogen composed 
of ammonia (NH3), nitrite (NO2) and nitrate (NO3) in the 
sampling ponds. The pond water quality was ranked with the 
concentrations of ammonia, nitrate, nitrite and phosphorus 
according to (Sládeček 1973) as in Table 3. In this study, 
all sampling ponds were found with moderate to poor water 
quality (Table 3).

 

 

 

Fig.1: Group-wise zooplankton distribution in sampling ponds. 

Several important physicochemical water quality parameters were also estimated in all the 
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Fig.1: Group-wise zooplankton distribution in sampling ponds.

Table 2: Physicochemical water quality of sampling ponds.

Water Quality Parameters Pond A Pond B Pond C

Temperature (°C) 29.05-30.01 29.06-30.03 29.05-30.01

pH 8.1-8.2 7.4-7.6 7.8-8

Total Alkalinity 18.00-18.16 9.00-9.08 13.50-13.62

FCO2 11.09-12.05 4.90-7.99 7.99-8.05

Table 3: Dissolved inorganic nitrogen and phosphorus of sampling ponds.

Water Quality Parameters Pond A Pond B Pond C

NH4 (mg/L) 0.7-0.9 0.8-1.0 0.4-0.6

Nitrate (mg/L) 0.08-0.1 0.03-0.05 0.04-0.05

Nitrite (mg/L) 0.05 0.05 0.05

PO4 (mg/L) 0.09-0.10 0.10-0.13 0.08-0.11

Water quality rank (Sládeček 1973) Moderate to Poor Moderate to Poor Moderate to Poor
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The chemical water quality determines the favourable 
conditions for life survival in ponds, lakes, rivers or any 
aquatic body (Khalifa et al. 2015). The chemical components 
of water, to evaluate the suitability of aquatic ecosystems, 
were studied by Fisher et al. (2008), Heikal (2010), Patra et 
al. (2011) and Belal (2012). 

CONCLUSION

This study was conducted to inaugurate preliminary water 
quality of wild ponds in Noakhali by using zooplankton as 
a bioindicator. The findings of this base study will be used 
for further comprehensive research on zooplankton distribu-
tion and physicochemical properties of water in freshwater 
wetlands. 
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ABSTRACT
This study is aimed at mapping the geoelectrical variations in the residential area of Ojongbodu, Oyo, 
Nigeria. Thirty vertical electrical sounding stations were occupying across the study area using PZ-02 
Earth resistivity meter. Four subsurface layers involving topsoil, two weathered layers and bedrock were 
mapped, with clay being the most dominating soil type in the third layer, which is about 3.9 m below 
the first two layers. The thickness of the third layer itself is about 10.4 m. About 70% of the bedrock 
is fractured. The thickness of clay in the third layer cum fractured bedrock could aid development of 
differential settlements in buildings or total collapse of structures within the study area. 

INTRODUCTION

One of the human physiological needs on earth is shelter 
or building. It protects the man from the local environment 
and gives one feeling of well-being. Structures can be 
used for commercial, residential, industrial, institutional,  
entertainment and religious purposes. Unfortunately, a 
building that supposes to satisfy human’s need has become 
worrisome to man as a result of its failure. The two causes of 
building failure, as identified by Sunmonu (2018) are struc-
tural and cosmetic failures. Structural failure occurs when 
addition or subtraction of material is made to the building, 
which affects both its stability and outlook. Cosmetic failure 
occurs when the effect is only on the outlook of the building. 
In other words, the building is considered to have failed when 
it could no longer fulfil its functions and be relied upon for 
safety again.

The alarming rate of building collapses in Nigeria today is 
very high (Sunmonu 2018). Most people believed that these 
collapses are due to usage of substandard material without 
considering the lithological variations. Electrical resistivity 
(ER) method has been a proven and reliable tool in the 
assessment of near-surface structures for civil engineering 
purpose (Olatinsu et al. 2018). It is considered as the best 
in comparison to the geotechnical investigation, because of 
its ability to produce 3-D subsurface imaging and its cost 
(Adewoyin et al. 2017).

In this study, the ER method involving Schlumberger  
array was used to determine the geoelectrical variations of 
each delineated lithology in the residential area of Ojong-
bodu, Oyo, Nigeria. This study aims to characterize the geoe-
lectrical sequence of the study area, to map out the thickness 
of clayey zone to determine its civil engineering worthiness. 
Structural failure is not only peculiar to Nigeria, but it has 
also become a global concern. Some of the structural failure 
incidences across the globe have been documented in Omeni-
hu et al. (2016), Sunmonu (2018), and Wikipedia-Structural 
Failure (2019). Among numerous studies that have employed 
geophysical approach for civil engineering investigations 
include Adewoyin et al. (2017), Adagunodo et al. (2018), 
and Olatinsu et al. (2018).

Nigeria is on the Pan-African mobile belt, which is an 
integral of the remobilized basement rocks of West Africa. 
The two major geological formations that spread in equal 
proportion are the sedimentary Basins (Upper Cretaceous 
in age) (Bayowa et al. 2019, Joel et al. 2019, Usikalu et al. 
2018) and Basement rocks (Precambrian in age) (Olafisoye et 
al. 2012, Oladejo et al. 2013, Orosun et al. 2019). The study 
area resides over the Basement complex rocks of southwestern 
Nigeria (Fig.1). These Basement rocks are either igneous or 
metamorphic. Locally, some of the available rocks around the 
study area include older granite, quartzites, marble, laterites, 
and quartzofeldspathic biotite schists (Adagunodo et al. 2018).
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and Wikipedia-Structural Failure (2019). Among numerous studies that have employed 
geophysical approach for civil engineering investigations include Adewoyin et al. (2017), 
Adagunodo et al. (2018), and Olatinsu et al. (2018). 
Nigeria is on the Pan-African mobile belt, which is an integral of the remobilized basement rocks 
of West Africa. The two major geological formations that spread in equal proportion are the 
sedimentary Basins (Upper Cretaceous in age) (Bayowa et al. 2019, Joel et al. 2019, Usikalu et al. 
2018) and Basement rocks (Precambrian in age) (Olafisoye et al. 2012, Oladejo et al. 2013, Orosun 
et al. 2019). The study area resides over the Basement complex rocks of southwestern Nigeria 
(Fig.1). These Basement rocks are either igneous or metamorphic. Locally, some of the available 
rocks around the study area include older granite, quartzites, marble, laterites, and 
quartzofeldspathic biotite schists (Adagunodo et al. 2018). 

 

 
Fig. 1: Geological domains of Nigeria (Adapted from Adagunodo et al. 2019). Fig. 1: Geological domains of Nigeria (Adapted from Adagunodo et al. 2019).

MATERIALS AND METHODS

A PZ-02 Earth meter was used to acquire Vertical Electrical 
Sounding (VES) data from thirty different stations in the 
study area (Fig. 2). The field data acquisition was randomly 
collected to cover the study area, which is bounded by lati-
tude 07°50’00” to 07°52’12” north and longitude 03°54’51” 
to 03°56’00” east. The apparent resistivity (ρa) was deter-
mined through the product of the measured resistance and 
the geometric factor (which is a function of the spacing of 
the electrode array used) as documented by Koefoed (1979). 
Partial curve matching involving the plot of apparent resistiv-
ity against the current electrode spacing was used to produce 
the first field thickness and resistivity of each layer (first layer 
parameters). An automated approach known as WinResist 
was used to produce the final layers parameters (from the 
field data and the first layer parameters), which are capable 
of revealing the geoelectrical sequences of the study area.

RESULTS AND DISCUSSION

The geoelectrical parameters of each layer are revealed in 
Fig. 3. According to the classifications of Koefoed (1979), 
and Sunmonu et al. (2015), maximum of four subsurface 
layers were mapped. The prominent constituents of the 
topsoil in the study area are clay and laterites. These two soil 
types transcend to the second layer with the identification of 
the weathered layer, which could be interpreted as either sandy 

clay or clayey sand. In the third layer, about 65% of this layer 
is composed of clay, while the southern region is composed 
of weathered layer and compacted sands. The fourth layer 
constitutes the bedrock, which is composed of either fractured 
or fresh bedrock. About 70% of the study area is underlain 
by fractured bedrock, an indicative of incompetent location 
for the construction of mega structures. The mean thicknesses 
of topsoil, second and third layers are 1.3, 2.6 and 10.4 m, 
respectively. Clay is composed of minuscule particles that 
depict hard rock-like when dry, and a sticky mixture when 
wet. This property enables clay to swell and shrink during the 
rainy and dry seasons, respectively. The thickness of clay in the 
third layer could aid development of differential settlements 
in buildings or total collapse of structures within the study 
area. In order not to compromise the integrity of building 
foundations in the study area, mats are recommended for the 
construction of conventional shallow foundations. However, 
deep foundations such as piles or caissons are recommended 
for the construction of mega structures. This will enable the 
load of the buildings not to be transmitted directly on the 
clayey zone, which could result in vertical movement of the 
foundations during seasonal variations. 

CONCLUSION

This study has been able to reveal the heterogeneous nature 
of subsurface. Four layers that were delineated in the study 
area are topsoil, second and third layers, as well as the 
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layer is composed of clay, while the southern region is composed of weathered layer and 
compacted sands. The fourth layer constitutes the bedrock, which is composed of either fractured 
or fresh bedrock. About 70% of the study area is underlain by fractured bedrock, an indicative of 
incompetent location for the construction of mega structures. The mean thicknesses of topsoil, 
second and third layers are 1.3, 2.6 and 10.4 m, respectively. Clay is composed of minuscule 
particles that depict hard rock-like when dry, and a sticky mixture when wet. This property enables 
clay to swell and shrink during the rainy and dry seasons, respectively. The thickness of clay in 
the third layer could aid development of differential settlements in buildings or total collapse of 
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bedrock. Thick clay constitutes the third layer, while about 
70% of the bedrock is fractured. Geoelectrical sequences 
in the study area have shown that competent hands (that is, 
certified builders) are only worthy of constructing buildings 
in the residential area of Ojongbodu, Oyo, Nigeria.
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