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Study of Some Indicators of Environmental Pollution of Surface Soil for the 
City of Touggourt (Southeast Algeria)
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ABSTRACT

Soil is contaminated with various potentially harmful metals (PTMs). Therefore, the adequate protection 
of soil from contamination is imperative, as the soil is regarded as the primary cradle for living and 
environmental balance. Accordingly, the purpose of this study was to assess the contamination level 
by PTMs in Touggourt city, where soil samples have been collected randomly from 18 sites. These 
sites included manufacturing companies and institutions belonging to the industrial region of Touggourt 
city. The concentrations of six PTMs - zinc (Zn), iron (Fe), cobalt (Co), copper (Cu), lead (Pb) and 
manganese (Mn) were assessed using the atomic absorption spectrophotometer (AAS) instrument 
as well as the application of the modern pollution indices such as CF (Contamination Factor), PLI 
(Pollution Load Index) and EF (Enrichment Factor). The highest values of contamination factor (CF) for 
Zn, Fe, Co, Cu, and Pb were 0.605, 1.605, 0.277, 0.05, 0.438, and 0.01, respectively, and the highest 
value of pollution load index (PLI) was 0.139, while the results of enrichment factor (EF) for the Zn, Mn, 
Co, Cu and Pb metals were 2.608, 0.060, 0.740, 0.122, and 2.358, respectively. According to these 
pollution indices, the results of this study have indicated that human effects or industrial wastes and 
traffic, in particular, were the sources of heavy metal contaminating the studied region. 

INTRODUCTION 

The massive increase in the volume of pollutants as a result 
of human activities on the one hand, and the increased level 
of potentially toxic metals (PTMs) in soil, water, and air, on 
the other hand, has sparked a worldwide interest in studying 
these toxic metals (Fang & Lin 2002, Woitke et al. 2003, 
Santos et al. 2002, Adamo et al. 2005). PTMs pollution has 
become a worldwide problem because these metals are con-
sidered non-organic pollutants with non-degradable nature, 
so they persist for long times and mostly accumulate in high 
levels in the environment, which leads to harmful effects 
(Ayangbenro & Babalola 2017).

PTMs are considered one of the most dangerous soil 
pollutants, which lead to the change in some of the soil phys-
icochemical properties, However, some of these metals are 
essentially important for life but in low concentrations, which 
makes it one of the most serious ecological problems at all 
(Zheljazkov & Nielsen 1996, Adamo et al. 2018). Therefore, 
we consider the soil polluted when it contains high concen-
trations of the PTMs, regardless of the different sources of 

such metals, as it becomes toxic for humans, plants, and 
animals (Wuana & Okieimen 2011, Dehghani et al. 2017).

Soil is considered clean when the concentration of the 
PTMs is below the environmental level with a value similar 
to or lower the value naturally present. The background value 
is the total metal concentration obtained from soil, which is 
not affected by human activities (Silva et al. 2019).

Accordingly, many researchers and those interested in 
the environmental pollution field emphasized the necessity 
of assessing the pollution level of the non-agricultural area’s 
soil with PTMs (Kelly et al. 1996, Chen et al. 1997, Manta 
et al. 2002). 

Based on the fact that PTMs pollution originating main-
ly from industrial activities is considered one of the most 
serious problems that the world suffering from in the last 
few decades, the purpose of this study was, therefore, to 
investigate the source of topsoil contamination with some 
PTMs in Touggourt city by measuring some of the pollution 
indices, such as Contamination Factor (CF) (Victoria et al. 
2014), Pollution Load Index (PLI) (Gong et al. 2008) and 
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Enrichment Factor (EF). The latter is considered a potent 
indicator for distinguishing and detecting whether the source 
of heavy metal pollution is anthropogenic or natural (Ozkan 
et al. 2012).

Touggourt city is located in the north Algerian Sahara. 
It is also a part Valley and known as the Upper Oued Righ. 
Touggourt city is characterized by having a central location, 
in which it lies at the junction between two national roads; 
N3 and N16 that connect many cities (Boulghobra et al. 
2016). Accordingly, Touggourt city witnessed massive hu-
man movements throughout history and rapid expansion of 
urbanization and industrialization over the last decades. The 
Touggourt area is about 404 km², equivalent to 0.25 % of the 
state area. According to the 2019/2020 census, Touggourt 
district has a population of 200,007. 

MATERIALS AND METHODS

Study Area

Touggourt, the capital of Oued Righ that literally means 
“gateway” as the historians called it because of the 

importance of its geographical location, which makes it a 
transit point and commercial center. Far away about 650 km 
from the capital Algiers between longitudes 5°59’20 “ and 6 
° 48’ 49” east of the Greenwich meridian and between two 
latitudes 33°12’89” and 33°85’67” north of the equator. It 
is 65-80 m above sea level (Daniel 1978).

 In addition, the topography of the region and its suburbs 
is characterized by its diversity in terms of soil and vegetation 
as well as numerous sand dunes that surround it from east to 
west. It is interspersed with salt plains and some barren mud 
hills (Abdelhamid 1999).     

Besides the agricultural land use in Touggourt, there are 
a lot of economic activities going on, such as oil and natural 
gas industries and others (Fig. 1). Hence, there are many an-
thropogenic sites and activities, such as fuel filling stations, 
factories, waste dumpsites, cars, markets, etc. 

Samples Collection, Preparation, and Analysis

Surface soil samples were collected from 18 sites after re-
moving leaves, grasses, and other strange items at a depth of 
0-10 cm using a soil auger. Table 1 provides the geographic 
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Fig. 1: Map of Touggourt city showing the locations of the sampling sites. 
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Fig. 1: Map of Touggourt city showing the locations of the sampling sites.
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coordinates of sampling sites, while Fig. 1 represents the 
map of the study area with sampling sites on it.  At each 
site, the samples were collected at random from 5 different 
points and then bulked together to ensure the representative-
ness and adequacy of samples. Bulked soil samples were 
placed on clean polyethylene plastic bags and sent to the 
lab for analysis. Standards were used for analysis accord-
ing to the method used by Gee and Bauder (Galindo et al. 
2011). First, the samples were air-dried, ground, kept in an 
electronic oven at 120°C for 24 h until the weight stabilized 
and sieved through a 0.2 µ sieve. Second, the samples were 
digested with acidic aqua regia solution (prepared from HCl 
and HNO3 in ratio 1:3), where 2 g of the soil were weighted 
into a clean bottle. 15 mL of aqua regia were measured 
and added to the bottle, then the mixture was heated at 
a temperature of 120°C for 2 h, and then cooled at room 
temperature. Third, the mixture was filtered through 42 µ 
filter paper and kept in sealed plastic bottles (NOMA 2019). 
The concentrations of PTMs in these samples were detected 
using a flame atomic absorption spectrophotometer working 
with acetylene gas (Perkin Elmer, AA 900T). All tests for 
measuring the concentration of the following PTMS: Zn, 
Co, Fe, Cu, Pb and Mn were done in the Center for Scien-
tific and Technical Research on Arid Regions (CRSTRA),  
Biskra (Algeria).

Pollution Indices

Assessment of the metal contamination in the soil is generally 
carried out by comparing the measured concentrations of 
PTMs in the tested soil with the geochemical background val-
ues (Pobi et al. 2020). The reference value used in the present 
study is based on the average continental crust of worldwide 
soils (Kabata-Pendias et al. 2007). Some pollution indices 
were used in this study, such as Contamination factor (CF), 
Enrichment factor (EF), and Pollution Load Index (PLI), 
which can determine the degree of PTMs contamination in 
Touggourt industrial soils and whether the source of pollution 
is anthropogenic or natural (Keshav & Rama 2016).

Contamination Factor (CF)

The contamination factor is used the categorize the metals 
pollution degree in the study area. This factor can be com-
puted using Equation (1):

                  CF = (Cm1)sample/Cm)background	 …(1)

In the above equation, the “(cm) sample” refers to the 
concentration of specific metal in the soil, while “(cm) 
Background” refers to the geochemical background reference 
value of the same metal (Chandrasekaran et al. 2015, Liu et 
al. 2005). As shown in the table below, the contamination 
factor was divided into four categories (Table 2). 

Enrichment Factor (EF)

The enrichment factor is considered one of the geochemical 
indices used for the assessment of anthropogenic pollution 
(Gałuszka & Migaszewski 2011). It can be computed from 
Equation (2):

	          CF = (Cm1)sample/Cm)background	 …(2)

Where (Cm/Cref Sample) is the ratio of heavy metal to 
the reference metal concentration in the same sample and 
(Cm/Cref) background is the ratio of the heavy metal to 
the reference metal concentration in a suitable geometrical 
background value (Zakir et al. 2008).  Many metals have 
been proposed to be the potential conservative reference 
metal and used in literature for the measurement of the en-
richment factor, such as Fe, Mn, Aluminum (Al), Scandium 
(Sc) Manganese (Mn), and others (Schiff & Weisberg 1999, 
Chen et al. 2020). Among these metals, Fe and Al are the 
most frequently used ones. The enrichment factor is classified 
into 5 categories as shown in Table 3.

Pollution Load Index (PLI)

Pollution load index (PLI) indicator measures the cumulative 
metal pollution load in the study area and gives a clear picture 

Table 1: Sampling sites names and geographic coordinates.

Sampling
site (s)

Longitude Latitude

S1 E 6° 43’ 89’’ N 33° 85’ 67’’

S2 E 6° 36’ 61’’ N 33° 82’ 77’’

S3 E 5° 60’ 86’’ N 33° 13’ 45’’

S4 E 6° 35’ 37’’ N 33° 65’ 55’’

S5 E 6° 36’ 49’’ N 33° 81’ 57’’

S6 E 6° 35’ 89’’ N 33° 74’ 23’’

S7 E 6° 48’ 49’’ N 33° 82’ 35’’

S8 E 5° 59’ 23’’ N 33° 16’ 87’’

S9 E 6° 35’ 45’’ N 33° 75’ 67’’

S10 E 6° 35’ 95’’ N 33° 10’ 47’’

S11 E 6° 32’ 60’’ N 33° 72’ 59’’

S12 E 6° 55’ 81’’ N 33° 75’ 52’’

S13 E 6° 35’ 38” N 33° 73’ 91’’

S14 E 6° 36’ 57” N 33° 55’ 64”

S15 E 6° 40’ 50” N 33° 76’ 18”

S16 E 6° 43’ 77” N 33° 85’ 39”

S17 E 6° 34’ 19” N 33° 76’ 46”

S18 E 5° 59’ 20” N 33° 12’ 89”
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about the extent of PTMs toxicity in the tested soil sample 
through assessment of the contamination status of the soil so 
that the appropriate procedures for environmental protection 
could be taken (Hossain et al. 2015). PLI can be computed 
by using the CF value of every metal (Usero et al. 2000). 
This index is expressed by Equation (3):
                         PLI = (CF1*CF2*CF3*…….CFn)	 …(3)

Where n represents the number of metals. Parker et al. 
(2008) classified the Pollution Load Index (PLI) into 7 cat-
egories as shown in Table 4.

Statistical Analysis

Results obtained from all samples were subjected to descrip-
tive (mean, standard deviation, and ranges) statistics.

RESULTS AND DISCUSSION

Assessment of Level of Soil Contamination

The concentrations of PTMs in the surface soil samples 
taken from the study area are shown in Table 5. The spatial 
distribution of PTMs (Zn, Mn, Pb, Cu, Co, and Cu) from 
the industrial region in Touggourt were compared with their 
geochemical background reference level.  These results indi-
cate the variation in the average concentration of the tested 
PTMs, where the highest average concentration for Zn was 
17.61 mg.ml-1, 9.48 mg.ml-1 for Fe, 5.6 mg.ml-1 for Mn, 2.36 
mg.ml-1 for Pb, 0.7 mg.ml-1 for Cu and 0.64 mg.ml-1 for Co. 
Except for copper and cobalt, the average concentrations of 
the tested PTMs in the study area exceed their threshold limit 
values (TLV) in Algeria (OJPDRA 2006). 

This contamination is a result of the solid, liquid, 
and gaseous wastes from the various industrial facili-
ties within the study area that are derived from natural 
and anthropogenic inputs. For a better assessment of 
the anthropogenic inputs, computing of some pollution 
indices represented by the Contamination factor (CF), 
Pollution Load Index (PLI), and Enrichment factor (EF) is  
required.

Contamination Factor (CF)

The contamination factor expresses the level of soil 

contamination with any heavy metal and also indicates the 
level of anthropogenic pollution of specific soil (Adamu 
et al. 2014). The CF values of metals in various sampling 
sites are presented in Table 6. From the results shown in 
Table 7, it can be noticed that the average CF values follow 
the ascending order of Mn < Cu < Co < Pb < Fe < Zn. as 
shown in Table 7.  All of these values belong to the low 
contamination factor category, CF < 1. This result indicates 
that the Earth’s crust rocks are the main source of these 
metals (Szefer et al. 2008). The relatively higher CF value in 
the study area was for ZInc (Zn), which could be a result of 
the petroleum compounds emissions. In addition, the lowest 
CF value was for Manganese (Mn), being stable metal in the  
Earth’s crust.

Pollution Load Index (PLI)

PLI represents the number by which the heavy metal concen-
tration in the soil exceeds its background value and it gives 
a clear picture of the extent of the heavy metal toxicity in 
the soil. It also represents the soil contamination in a cer-
tain location and it has many definitions, where it has been 
defined by Hakanson (1980) as the sum of contamination 
factor values and it has also been defined as the arithmetic 
mean or the geometric mean of the analyzed pollutants 
(Mmolawa et al. 2010).

 According to the results of PLI shown in Table 8, the PLI 
values of all soil samples were 0 < PLI < 1 and belong to the 
low contamination category (PLI < 1.5). Since the pollution 
load index value is less than 1.5 (the error correction factor 
used in classification, Table 4), It does not necessarily mean 
that there is no intervention of anthropogenic activities in 
pollution induction. According to Muller (1969), PLI values 
less than 1.5 indicate that the source of the heavy metal is 
entirely from natural processes, while values greater than 1.5 
suggest that the source is more likely to be anthropogenic. 
However, these low PLI values will not reflect the non-con-
tamination of the studied soil samples with industrial wastes. 
In addition, the pollution load index value did not reach 
higher values because the contamination factor (CF) values 
of PTMs in the study area are very close to their background 
values in the reference soil.

Table 3: Categories of enrichment factor (EF).

CategoryEF valueClass

Deficiency to minimal enrichmentEF < 2     Class 1

Moderate enrichment2 ≤ EF < 5Class 2

Significant enrichment 5 ≤ EF <20Class 3

Very high enrichment20 ≤ EF < 40Class 4

Extremely high enrichmentEF ≥ 40    Class 5

Table 2: Categories of contamination factor (CF).

Class CF value Category

Class 1 CF<1 Low contamination factor

Class 2 1<CF<3 Moderate contamination factor

Class 3 3<CF<6 Considerable contamination factor

Class 4 CF>6 Very high contamination factor
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Table 4: Categories of Pollution Load Index (PLI).

CategoryPLI valueClass

Clean or very low pollutionPLI < 1. 5               Class 1

Low pollution1.5 ≤ PLI < 2Class 2

Moderate pollution2 ≤ PLI < 4Class 3

Significant pollution4 ≤ PLI < 8Class 4

Very high pollution       8 ≤ PLI < 16Class 5

Extremely high pollution16 ≤ PLI < 32Class 6

Excessive pollutionPLI ≥ 32         Class 7

Table 5: Average concentration of PTMs in Touggourt industrial soil.

Metal concentration (ppm)Sampling site

ZnFeCoCuPbMn

11.8207.8230.4470.5062.0257.365S1 

4.2063.4630.4700.5000.9503.856S2 

6.2253.7570.3840.4450.5623.862S3 

14.766.2830.6360.6452.9377.467S4 

24.8680.252.7772.8810.8176.041S5 

22.506.9080.5380.7030.8757.044S6 

52.495.2350.4990.5734.0845.392S7 

9.2052.3380.2850.2600.6672.254S8 

11.064.7790.5080.4871.5343.300S9 

8.5722.2370.4260.2920.9171.212S10 

41.8419.741.0110.8666.13425.96S11 

42.375.3020.3501.3946.9203.068S12 

16.422.9670.3380.2862.1713.821S13 

5.2224.4550.3700.3191.1381.416S14 

9.0113.1870.3670.5793.1183.848S15 

5.6202.8790.3770.3481.1513.464S16 

22.3308.2450.9261.0593.0339.276S17 

8.4800.7700.7460.3723.4302.106S18 

7050105514900Background refer-
ence level (mg/kg) 

21210.51Threshold limit val-
ue  (TLV) (mg/ml)

Enrichment Factor (EF)

The enrichment factor is widely used to confirm the presence 
and assess the magnification of the anthropogenic contami-
nation of soil with PTMs, i.e. its value determines the degree 
of contamination (Barkett & Akün 2018). The results of EF 
of surface soils are represented in Table 9, where Fe has been 
chosen as a reference element for calculation. Akoto et al. 
(2008) illustrated that the EF values range between 0.5-1.5 

indicate that the PTMs originate from natural geological 
processes, while the EF values greater than 1.5 indicate that 
the sources of the PTMs are anthropogenic processes. The EF 
values of PTMs in the soil of the study area in the following 
order Mn < Cu < Co < Pb < Zn as shown in Table 10

 As given in Table 9, a significant enrichment is observed 
for Zn (at S7, S12, and S18), a moderate enrichment is 
observed for Zn and Pb (at most of the tested sites), and a 
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moderate enrichment for Co (at S18). However, the obtained 
results of EF for remaining PTMs showed very low enrich-
ment (EF<1) in all industrial soils.  Soil samples with EF > 
2 for a specific metal are considered contaminated with this 
metal (Zakir et al. 2008). Accordingly, as shown in Table 
10, most of the surface soil samples taken from the studied 
sites are considered contaminated with Pb and Zn, where the 
highest EF value for Zn was 2.608 (Moderate enrichment), 
while the highest EF value for Pb was 2.358 (Moderate 
enrichment). On the other hand, the highest EF values for 
Cu and Mn were recorded as 0.122 and 0.060, respectively 
(Deficiency to minimal enrichment) and the highest EF value 

for Co was recorded as 0.740 (Significant enrichment). The 
abundance of Zn and Pb in the soil of the Touggourt indus-
trial region is low, but their higher enrichment suggests that 
Zn and Pb contamination in the study area is derived from 
various anthropogenic activities, such as industrial zones, 
especially the petroleum ones as well as gaseous emissions 
from traffic (Wang et al. 2017). are more likely to be the 
source of PTMs in the study area. 

Touggourt city is characterized by the presence of high 
traffic density (cars, trucks, buses, agricultural tractors, 
motorcycles, etc.), besides the excessive use of brakes due 
to the irregular dump sites. Zn and Pb are classified as traf-

Table 6: Contamination factor (CF) of PTMs in soil samples of Touggourt industrial area.

                                                                                  MetalSampling 
Site

MnPbCuCoFeZn

0.0080.1450.010.0440.1560.168S1

0.0040.0680.010.0470.0690.060S2

0.0040.0400.010.0380.0750.088S3

0.0080.2090.0110.0630.1260.210S4

0.0070.0580.0520.2771.6050.355S5

0.0070.0630.0120.0530.1380.321S6

0.0060.2920.0100.0490.1070.749S7

0.0030.0480.0040.0280.0460.131S8

0.0040.1090.0080.0500.0950.158S9

0.0010.0650.0050.0420.0440.122S10

0.0290.4380.0150.1010.3940.597S11

0.0030.4940.0250.0350.1060.605S12

0.0040.1550.0050.0330.0590.234S13

0.0020.0810.0060.0370.0890.075S14

0.0040.2220.0110.0360.0630.128S15

0.0040.0820.0060.0370.0570.080S16

0.0100.2160.0190.0920.1650.319S17

0.0020.2450.0070.0740.0150.121S18

Table 7: The average and range of contamination factor (CF) values of PTMs in soil samples of Touggourt industrial area.

CategoryContamination factor (CF) valueMetal

AverageRange

Low contamination factor0.2440.06-0.749Zn

//0.1890.015-1.6015Fe

//0.0590.028-0.277Co

//0.0120.004-0.052Cu

//0.1550.040-0.494Pb

//0.0060.001-0.029Mn
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fic-related metals that are the products of vehicle emission 
and/or mechanical wear of parts of cars (e.g. brake discs and 
tires). The EF value of Pb and Zn is found >1 in most of the 
sampling sites, suggesting that heavy traffic contributes to 
higher enrichment of Zn and Pb in the study area (Dytłow 
& Górka-Kostrubiec 2020).

CONCLUSION

The study area is characterized by a significant number of 
productive facilities. It is well known that any industrial 
activity must leave a mark on the environmental resources 
surrounding it and the topsoil is surely one of the most af-
fected resources by such industrial activities. Therefore, this 
current study has concluded that the study’s soils content of 
PTMs exceeds the permissible limit, although the contami-
nation factor results fall into the low contamination category, 
besides the pollution load index results, which need more 
detailed study. The fact that the pollution index values are in 
the low range does not imply that there is no contamination; 
rather, it reflects the high PTMs content in the reference soil, 
which is extremely near to the PTMs level in the study’s 
soil samples. Hence, the most important conclusion from 
this study is that the anthropogenic activities are the major 
sources of the PTMs concentrations in the soil of the study 
area as shown in the computed pollution indices and this is 

Table 9: Enrichment factor (EF) of PTMs in soil samples of Touggourt 
industrial area.

                                       MetalSampling 
site

PbCuCoMnZn

0.9240.0590.2860.0521.079S1 

0.9800.1310.6790.0620.868S2 

0.5340.1080.5110.0571.184S3 

1.6690.0930.5060.0661.678S4 

0.0360.0330.1730.0040.221S5

0.4520.0930.3890.0572.326S6 

2.7860.1000.4770.0577.162S7 

1.0190.1010.6090.0542.812S8 

1.1460.0930.5310.0381.653S9 

1.4640.1190.9520.0302.737S10 

1.1100.0400.2560.0731.514S11 

4.6610.2390.3300.0325.708S12

2.6130.0880.5700.0723.953S13 

0.9120.0650.4150.0180.837S14

3.4940.1650.5760.0672.020S15

1.4280.1100.6550.0671.394S16

1.3140.1170.5620.0631.935S17

15.9090.4394.8440.1527.866S18

Sampling site CF Zn CF Fe CF Co CF Cu CF Pb CF Mn PLI value

S1 0.168 0.156 0.044 0.010 0.145 0.008 0.055

S2 0.060 0.069 0.047 0.010 0.068 0.004 0.033

S3 0.088 0.075 0.038 0.010 0.040 0.004 0.031

S4 0.210 0.123 0.063 0.011 0.209 0.008 0.063

S5 0.355 1.605 0.277 0.052 0.058 0.007 0.133

S6 0.321 0.138 0.053 0.012 0.063 0.007 0.054

S7 0.749 0.107 0.049 0.010 0.292 0.006 0.071

S8 0.131 0.046 0.028 0.004 0.048 0.003 0.025

S9 0.158 0.095 0.050 0.008 0.109 0.004 0.042

S10 0.122 0.044 0.042 0.005 0.065 0.001 0.024

S11 0.597 0.394 0.101 0.015 0.438 0.029 0.139

S12 0.605 0.106 0.035 0.025 0.494 0.003 0.074

S13 0.234 0.059 0.033 0.005 0.155 0.004 0.038

S14 0.075 0.089 0.037 0.006 0.081 0.002 0.029

S15 0.128 0.063 0.036 0.011 0.222 0.004 0.043

S16 0.080 0.057 0.037 0.006 0.082 0.004 0.030

S17 0.319 0.165 0.092 0.019 0.216 0.010 0.085

S18 0.121 0.015 0.074 0.007 0.245 0.002 0.032

Table 8: Pollution load index (PLI) of PTMs in soil samples of Touggourt industrial area.
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reflected by the results of the Enrichment Factor, the main 
factor among the environmental pollution indices, which 
showed the deterioration in the soil of the study area. Detailed 
in-depth investigation regarding physicochemical properties 
of Touggourt industrial soil, bioavailable metal fractions in 
it, and associated health risks are still required.

ACKNOWLEDGEMENT
 
The authors would like to thank the Algerian Ministry of 
Higher Education and Scientific Research and General Direc-
torate of Scientific Research and Technological Development 
(DGRSDT) for their support and providing the necessary 
facilities to carry out this research.

REFERENCES

Abdelhamid, I.Q. 1999. Definition of Oued Righ, In the Publication of El-
waffa llshahid Organization, Touugourt, Elamal for Printing, Oued Souf.

Abrahim, G. and Parker, R. 2008. Assessment of heavy metal enrichment fac-
tors and the degree of contamination in marine sediments from Tamaki 
estuary, Auckland, New Zealand. Environ. Monit. Assess., 136: 227-38. 

Adamo, P., Agrelli, D. and Zampella, M. 2018. Chapter 9 - Chemical Specia-
tion to Assess Bioavailability, Bioaccessibility, and Geochemical Forms 
of Potentially Toxic Metals (PTMs) in Polluted Soils. In De Vivo, B., 
Belkin, H.E. and Lima, A. (eds), Environmental Geochemistry (Second 
Edition). Elsevier, The Netherlands, pp. 153-94.

Adamo, P., Arienzo, M., Imperato, M. Naimo, D. and Nardi, M. 2005. 
Distribution and partition of heavy metals in surface and sub-surface 
sediments of Naples city port. Chemosphere, 61: 800-9. https://doi.
org/10.1016/j.chemosphere.2005.04.001.

Adamu, S., Mangs, A., Murtala, A. and Lar, U.  2014. Assessment of 
potentially toxic metals in soil and sediments of the Keana Brinefield 
in the Middle Benue Trough, Northcentral Nigeria. Am. J. Environ. 
Prot., 3: 6-12. 

Akoto, O., Bruce, T. and Darko, G.  2008. Heavy metals pollution profiles 
in streams serving the Owabi reservoir. Afr. J. Environ. Sci. Technol., 
2: 354-359. 

Ayangbenro, A.S. and Babalola, O.O. 2017. A new strategy for heavy 
metal polluted environments: A review of microbial biosorbents. Int. 
J. Environ. Res. Public Health,  14: 94. 

Barkett, M.O. and Akün, E. 2018. Heavy metal contents of contaminated 
soils and ecological risk assessment in abandoned copper mine harbor 
in Yedidalga, Northern Cyprus. Environ. Earth Sci., 77: 378.

Boulghobra, N., N. Koull, and T. Benzaoui 2016. Four decades period of 
climatic data for assessing the aeolian hazard in the region of Touggourt 

(Low Algerian Sahara). Geographia Technica 11: 13-22. 10.21163/
GT_2016.111.03.

Chandrasekaran, A., Ravisankar, R., Harikrishnan, N., Satapathy, K.K. and 
Prasad, M.V.R. 2015. Multivariate statistical analysis of heavy metal 
concentration in soils of Yelagiri Hills, Tamilnadu, India: Spectroscop-
ical approach. Spectrochim. Acta. A, 137: 589-600. 

Chen, S., Wu, C., Hong, S. and Chen, Q. 2020. Assessment, distribution and 
regional geochemical baseline of heavy metals in soils of densely pop-
ulated area: A case study. Int. J. Environ. Res. Public Health, 17: 22-69. 

Chen, T.B., Wong, J.W.C., Zhou, H.Y. and Wong, M.H. 1997. Assessment 
of trace metal distribution and contamination in surface soils of Hong 
Kong. Environ. Pollut., 96: 61-8.

Daniel, P. 1978. Systems of nomadic relations: Touggourt region, Algeria. 
PhD Thesis, High School of Social Sciences, France.

Dehghani, S., Moore, F., Keshavarzi, B. and Hale, B.A. 2017. Health risk 
implications of potentially toxic metals in street dust and surface soil 
of Tehran, Iran. Ecotoxicol. Environ. Safety, 136: 92-103. 

Dytłow, S. and Górka-Kostrubiec, B. 2020. The concentration of heavy 
metals in street dust: an implication of using different geochemical 
background data in estimating the level of heavy metal pollution. 
Environ. Geochem. Health, 26: 726-735. 

E, A. The Tomllinson Pollution Load Index Applied to Heavy Metals 
“Mussel-Watch” Data: A Useful Index to Assess Coastal Pollution.  
Sci. Total. Environ. 1996;187: 19-56. 

Fang, T.H. and Lin, C.L. 2002. Dissolved and particulate trace metals and 
their partitioning in a hypoxic estuary: The Tanshui Estuary in Northern 
Taiwan. Estuaries, 25: 598-607.

Galindo, N., M. Varea, J. Gil-Moltó, E. Yubero, and J. Nicolás 2011. The 
Influence of Meteorology on Particulate Matter Concentrations at an 
Urban Mediterranean Location. Water, Air, & Soil Pollution 215: 365-
72. 10.1007/s11270-010-0484-z.

Gałuszka, A. and Migaszewski, Z. 2011. Geochemical background: An 
environmental perspective. Mineralogia, 42: 7-17. 

Gong, Q., Deng, J., Yunchuan, X., Qingfei, W. and Yang, L. 2008 Calcu-
lating pollution indices by heavy metals in ecological geochemistry 
assessment: A case study in Parks of Beijing. J. China Univ. Geosci., 
19: 230-241. 

Hakanson, L. 1980. An ecological risk index for aquatic pollution control: 
A sedimentological approach. Water Res., 14: 975-1001. 

Hossain, M.A., Ali, N.M., Islam, M.S. and Hossain, H.M.Z. 2015. Spatial 
distribution and source apportionment of heavy metals in soils of 
Gebeng industrial city, Malaysia. Environ. Earth Sci., 73: 115-126. 

Kabata-Pendias, A., Mukherjee,C. and Arun, B. 2007. Trace Elements from 
Soil to Human. Springer-Verlag, Berlin Heidelberg.

Kelly, J., Thornton, I. and Simpson, P.R. 1996. Urban geochemistry: A study 
of the influence of anthropogenic activity on the heavy metal content 
of soils in traditionally industrial and non-industrial areas of Britain. 
Appl. Geochem., 11: 363-70. 

Keshav, K. A. and Rama, K.M. 2016. Distribution, correlation, ecological 
and health risk assessment of heavy metal contamination in surface 

Table 10: The average and range of enrichment factor (EF) values of PTMs in soil samples of Touggourt industrial area.

Category            Enrichment factor (CF) valueMetal

AverageRange

Moderate enrichment2.6080.221-7.866Zn

Deficiency to minimal enrichment0.7400.173-4.844Co

Deficiency to minimal enrichment0.1220.040-0.439Cu

Moderate enrichment2.3580.036-15.909Pb

Deficiency to minimal enrichment0.0600.004-0.152Mn



1871INDICATORS OF ENVIRONMENTAL POLLUTION OF SURFACE SOIL FOR TOUGGOURT

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

soils around an industrial area, Hyderabad, India. Environ. Earth Sci., 
75: 411. 

Likuku, S., Mmolawa, K. and Gaboutloeloe, G. 2013. Assessment of heavy 
metal enrichment and degree of contamination around the copper-nickel 
mine in the Selebi Phikwe region, Eastern Botswana. Environ. Ecol. 
Res., 1: 32-40. 

Liu, W.H., Zhao, J.Z., Ouyang, Z.Y., Söderlund, L. and Liu, G.H. 2005. 
Impacts of sewage irrigation on heavy metal distribution and con-
tamination in Beijing, China. Environ. Int. 31: 805-12. https://doi.
org/10.1016/j.envint.2005.05.042.

Manta, D.S., Angelone, M., Bellanca, R. Neri, and M. Sprovieri, M. 2002. 
Heavy metals in urban soils: a case study from the city of Palermo 
(Sicily), Italy. Science of The Total Environment 300: 229-43. https://
doi.org/10.1016/S0048-9697(02)00273-5.

Mmolawa, K., Likuku, S. and Gaboutloeloe, G. 2010. Assessment of heavy 
metal pollution in soils along major roadside areas in Botswana. Afr. 
J. Environ. Sci. Technol., 5: 221-239 

Muller, G. 1969. Index of geo accumulation in sediments of the Rhine 
River. Geol. J., 2: 109-118. 

National Office of Meteorology Algeria (NOMA). 2019. Meteorological 
Data. Regional Department of Touggourt, Algeria.

OJPDRA 2006. Official Journal of the People’s Democratic Republic of 
Algeria N° 24 (Executive decree of April 15, 2006)

Ozkan, E., Bir, E., İzmir, K., Körfez, İ. and Metal, A. 2012. A new assessment 
of heavy metal contaminations in a eutrophicated bay (Inner Izmir Bay, 
Turkey). Turk. J. Fish. Aquat. Sci., 12: 135-147. 

Pobi, K.K., Nayek, S., Gope, M., Rai, A.K. and Saha, R.  2020. Sources 
evaluation, ecological and health risk assessment of potentially toxic 
metals (PTMs) in surface soils of an industrial area, India. Environ. 
Geochem. Health, 10: 517-522.

Santos, A., Alonso, E., Callejón, M. and Jiménez, J.C. 2002. Heavy metal 
content and speciation in groundwater of the Guadiamar river basin. 
Chemosphere, 48: 279-85.

Schiff, K.C. and Weisberg, S.B. 1999. Iron as a reference element for 
determining trace metal enrichment in Southern California coastal 
shelf sediments. Marine Environ. Res., 48: 161-76. 

Silva, Y.J.A.B.D., Cantalice, J.R.B., Singh, V.P., Nascimento, C.W.A.D. 
and Wilcox, B.P. 2019. Heavy metal concentrations and ecological 
risk assessment of the suspended sediments of a multi-contaminated 
Brazilian watershed. Acta Sci. Agron., 41: 132-143

Szefer, P., Szefer, K., Glasby, G.P., Pempkowiak, J. and Kaliszan, R. 2008. 
Heavy-metal pollution in surficial sediments from the Southern Baltic 
Sea off Poland. ‎J. Environ. Sci. Health, 31: 2723-2754. 

Usero, U., Garcia, A. and Fraidias, J. 2000. Quality of the waters and 
sediments of the Andalusian Coast. In: Sevilla, M. (ed.), Junta de 
Andalicia, 17: 164. 

Victoria, A., S. Cobbina, S. Dampare, and A. Duwiejuah 2014. Heavy 
Metals Concentration in Road Dust in the Bolgatanga Municipality, 
Ghana. Int J Environ Res Public Health. 

Wang, G., Zhang, S., Xiao, L., Zhong, Q. and Li, L. 2017. Heavy metals 
in soils from a typical industrial area in Sichuan, China: Spatial 
distribution, source identification, and ecological risk assessment. 
Environ. Sci. Pollut. Res. Int., 24: 16618-30. 

Woitke, P., Wellmitz, J., Helm, D., Kube, P. and Lepom, P. 2003. 
Analysis and assessment of heavy metal pollution in suspend-
ed solids and sediments of the river Danube. Chemosphere, 51:  
633-42. 

Wuana, R.A. and Okieimen, F.E. 2011. Heavy metals in contaminated 
soils: A review of sources, chemistry, risks and best available strategies 
for remediation. ISRN Ecol., 2011: 20. 

Zakir, H., Naotatsu, S. and Kazuo, O. 2008. Geochemical distribution 
of trace metals and assessment of anthropogenic pollution in sedi-
ments of Old Nakagawa River, Tokyo, Japan. Am. J. Environ. Sci., 
4: 654-665.

Zheljazkov, V.D. and Nielsen, N.E. 1996. Effect of heavy metals on pep-
permint and corn mint. Plant Soil, 178: 59-66.



Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

www.neptjournal.com1872



Spatial Variation of Trace Metals Between Industrial and Rural Dwelling Birds 
of India 

M. Bala*, A. Sharma** and G. Sharma*†
*School of Applied Sciences, Suresh Gyan Vihar University, Jaipur, Rajasthan, India 
**Department of Zoology, Swargiya PNKS Government P.G. College, Dausa, Rajasthan, India
†Corresponding author: G. Sharma; gaurav.sharma@mygyanvihar.com

ABSTRACT

A large quantity of trace metals has been continuously polluting the environment as a result of increasing 
urbanization and industrial processes. In 2016-2017, the metal (Cd, Cu, Cr, Ni, Pb, and Zn) levels were 
determined in fecal pellets of Blue Rock Pigeon (Columba livia) at Bais Godam (industrial location) 
in Jaipur and Chittora (rural location) in Rajasthan, India. Fecal pellets in industrial regions which are 
under higher anthropogenic influence exhibited higher metal concentrations when compared with the 
fecal pellets of the same species in rural area which have minimal anthropogenic input, with statistically 
significant industrial-rural differences in the metal concentrations except for Ni. Results obtained in this 
study, as well as the comparison with literature data, indicated that concentrations of Cr and Cu were 
high in fecal pellets of Blue Rock Pigeon in the industrial region of the present study. Furthermore, 
many significant correlations were also observed between metal levels in the industrial region which 
could be attributed to a similar source. Moreover, contamination levels of pigeon excrement serve as 
one of the most compelling indicators in terrestrial systems for the monitoring of metal pollution levels.   

INTRODUCTION

Heavy metal contamination is a continual global problem, 
especially evident in industrial regions where mobile and 
stationary sources discharge large quantities of pollutants 
comprising trace metals like nickel, zinc, iron, copper, man-
ganese, cadmium, lead, cobalt, chromium and mercury in 
soil, vegetation and atmosphere exceeding the natural emis-
sion levels (Bilos et al. 2001, Chen & Chen 2001). However, 
a consolidation of environmental legislation, regulations, and 
the development of technology has resulted in diminished 
industrial emissions during the past decades (Kozlov et al. 
2009). These metals are non-biodegradable, but they can be 
bio-amplified in the tropic web at low levels, making them 
increasingly dangerous. The level of heavy metals in birds 
can be analyzed in an array of samples, though records of 
metal content in blood, eggs, excrements, feathers, tissues, 
and organs dominate the literature (Markowski et al. 2013). 
Trace elements exposure and their lethal effects have been 
broadly studied among the class of aves (Berglund et al. 2014, 
Janssens et al. 2003, Rainio et al. 2013, Sanchez-Virosta et 
al. 2015). Even at concentrations that do not induce absolute 
mortality or other severe effects in aves, heavy metals can, 
nevertheless, have deep-rooted consequences in the form of 
increased susceptibility to infection, compromised reproduc-
tive potential, suppressed growth, developmental deformities, 

and changes in normal behavior (Eeva et al. 2012, Snoeijs 
et al. 2004, Swaileh & Sansur 2006). Previous studies have 
sparked interest in using avian birds as monitors for trace 
metal contamination at local, ancient, and global levels in 
the ecosystem because of their wide range of trophic occu-
pancy in the food chain. Regular monitoring of toxic metal 
pollution is necessary to ensure that that there is no health 
threat to the biota and it is not feasible if birds were to be 
killed. Therefore, excrement could be a preferable alterna-
tive, as sampling is of a non-invasive type. Excreta samples 
have been employed seldomly than feathers; though it has 
been recommended by several researchers as a powerful tool 
for analysis of heavy metal residues (Berglund et al. 2011, 
Bravo et al. 2005, Costa et al. 2013, Gaba & Vashishat 2018, 
Sharma & Vashishat 2017). However, as far as we know, a 
number of articles, from different parts of the globe, have 
reported heavy metal contamination in pigeon excreta (Kaur 
& Dhanju 2013, Kler et al. 2014).

There were three specific objectives in the present study. 
First objective deals with measurement and evaluation of 
concentration of Cd, Cr, Cu, Ni, Pb, and Zn in excreta of 
Blue Rock Pigeon. Therefore, the present study aims at es-
tablishing baseline data about levels of metals from the Bais 
Godam industrial region and Chittora village. The second 
objective of this study was to evaluate the hypothesis that 
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individuals within a species have higher metal concentrations 
in an industrialized environment than those who live in rural 
areas, and finally, this study investigated whether pigeon’s 
excrement serves as one of the most compelling indicators 
for the monitoring of metal pollution levels. The present 
research will also be useful to control pollution in relation 
to the health risk of biota.

MATERIALS AND METHODS

Study Area

The district Jaipur (26.9124° N, 75.7873° E) contains a 
cluster of industrial estates, some of which are part of the 
city and the rest of which are on the outskirts of the city. 
The present study picked up samples from two areas i.e. 
Bais Godam industrial region and Chittora as shown in Fig. 
1. Bais Godam Industrial region (26.9125° N and 75.7873° 
E) has approximately 139 units under production which in-
cludes mechanical and electronic industries, wire and cables, 
dies, paint, printing and textile industries, zinc or aluminum 
die-casting, agricultural implements and equipments, which 
are thought to be the main source of metal contamination in 
this region. Moreover, metal loads from the industrial region 
are not solely due to extensive industrial operations but also 
comes from traffic and roads, as well as, many anthropo-
genic activities in high-density zones and urban activities. 
Furthermore, Chittora (26.6376° N, 75.7042° E) village is 

located approximately 38 km away in the South of Jaipur. It 
comes under Phagi Tehsil in Jaipur district, Rajasthan. Rural 
region have direct contact with nature and is under minimal 
anthropogenic input. These two sites i.e. industrial and rural 
vary markedly in terms of magnitude of human population, 
urban and industrial load, but they are similar in terms of 
the species preferred for this work that dwells at both loca-
tions. Pigeons have limited movements within their local 
environment and experience local pollution levels (Frantz 
et al. 2012). Therefore, we supposed that the phenomenon 
of metal contamination during bird migration is minimal, 
although it could never be ruled out completely. This gives a 
unique opportunity to make a comparison between industrial 
and rural areas and to determine the possible contamination, 
arising from different anthropogenic activities. 

Sample Preparation and Analysis

Sampling was done in six months’ intervals, dry fecal pellets 
were collected in January and February, and in July and 
August in 2016 and 2017 i.e. sampling has been done four 
times during these 2 years. Samples were picked up from 
windows, rocky shelves, or accessible ledges on buildings or 
the roof void of a building in the industrial environment as 
well as from rural area in grip seal plastic bags with the help 
of a laboratory spatula. After that, the samples were marked 
with source, date, and time of collection. The excreta sam-
ples were dried at 60℃ for 24 h to attain a constant weight 

4 
 

                                                                                   

 

Source: Base map from Google Earth 

Fig. 1: Study area with sampling locations: Bais Godam; industrial region (red dot) and Chittora; rural area (blue 

dot). 
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by keeping excreta samples on a water bath with concentrated nitric acid (Merck) and perchloric acid (Merck) in 

a 4:l ratio. After complete digestion, the solution was filtered using Whatman filter paper 1, and the volume was 

made 25 mL with distilled water. For analysis of six trace metals i.e. Cd, Cr, Cu, Pb, Ni, and Zn, samples were 

subjected to a flame atomic absorption spectrophotometer (ZEEnit 700 P). The same is calibrated with standard 

solutions for the respective metals. Each analysis was performed three times and a single blank was run for 5 

samples to ensure quality control. The obtained data (mg.L-1) was converted into μg.g-1. The data recorded, on a 

dry weight basis, was illustrated as mean ± standard deviation.  
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(Janssens et al. 2003). 0.5 g of sample was weighed and 
their digestion was performed by keeping excreta samples 
on a water bath with concentrated nitric acid (Merck) and 
perchloric acid (Merck) in a 4:l ratio. After complete diges-
tion, the solution was filtered using Whatman filter paper 1 
and the volume was made 25 mL with distilled water. For 
analysis of six trace metals i.e. Cd, Cr, Cu, Pb, Ni and Zn, 
samples were subjected to a flame atomic absorption spec-
trophotometer (ZEEnit 700 P). The same is calibrated with 
standard solutions for the respective metals. Each analysis 
was performed three times and a single blank was run for 5 
samples to ensure quality control. The obtained data (mg.L-1) 
was converted into μg.g-1. The data recorded, on a dry weight 
basis, is illustrated as mean ± standard deviation. 

Statistical Analysis

All statistical analysis was carried out using the Statistical 
Packages of Social Science (SPSS, trial version). Elemental 
concentration in excreta of blue rock pigeon was compared 
between areas (Industrial vs. Rural) using independent sam-
ples t-test. To check the relationship between the recorded 
concentrations of metals, a Pearson correlation analysis was 
performed. The level of significance was set at p<0.05. 

RESULTS AND DISCUSSION

The concentration of six trace metals was detected from the 
fecal pellets of the blue rock pigeon (Table 1). The fecal 
pellets were taken from selected industrial and rural areas 
for two consecutive years and examined for exposure in 
the environment to different trace metals at different levels. 

Furthermore, when compared to other metals, Cd and Zn 
metal appeared to have the lowest and highest concentra-
tions respectively as average concentration levels of trace 
metals in industrial and rural areas were ordered (high to 
low) - Zn>Cu>Pb>Cr>Ni>Cd and Zn>Cu>Pb>Ni>Cr>Cd 
respectively. 

Cadmium was the least abundant of trace metals exam-
ined in the present study. However, when compared with 
industrial metal concentration, Cd level was significantly 
low in rural area. Cd enters the industrial surroundings 
through its various uses like in plastics, coatings, pigments, 
alloys production, iron and steel fabrication, and metallurgy 
and metal plating. Cadmium is a highly toxic element that 
induces carcinogenicity in biota and also acts as a possible 
mutagen and teratogen (Khushwaha 2016). Our study found 
high concentrations of Cd in comparison to those reported 
by Kaur and Dhanju (2013) and Kler et al. (2014) for pigeon 
excrement. In general, concentrations of Cd in fecal pellets 
from the industrial environment of the current study were 
lower than those found by other authors in various avian 
species from around the world, such as American dipper 
(Morrissey et al. 2005), Black vulture (Bravo et al. 2005) and 
Great tit (Costa et al. 2013, Dauwe et al. 2000, 2004, Janssens 
et al. 2003). However, the results can also be compared to 
findings reported in the fecal matter of other bird species such 
as house crow (Sharma & Vashishat 2017), house sparrow 
(Pannu & Kler 2018) and spotted owlet (Gaba & Vashishat 
2018) from agrifields, orchards, residential and rural areas 
of India. Furthermore, recommended normal range and toxic 
range of Cd in avian species is 0.02-1.5 μg.g-1 and 70-140 
μg.g-1 respectively (Gaba & Vashishat 2018).

Table 1: Concentration of heavy metals in fecal pellets of pigeon from industrial and rural areas. 

Sampling sites Sampling
Year

Concentration of heavy metals (μg.g-1 dw)

Cd Cr Cu Pb Ni Zn

Industrial

2016 0.12 5.18 42.25 11.35 6.17 150.5

2017 1.35 17.44 159.5 19.83 6.97 164.58

 Mean 0.73±0.71 11.31±7.35 100.88±68.1 15.57±4.95 6.57±1.07 157.54±16.3

Rural

2016 ND 5.48 9.18 5.19 5.23 49.74 

2017 0.47 6.38 15.38 8.40 7.82 112.12

 Mean 0.235±0.43 5.93±0.48 12.28±7.1 6.80±3.63 6.52±2.99 80.93±45.64

Spatial Variation 

t-value 2.90 3.61 6.46 6.71 0.07 7.14

p-value < 0.05 < 0.05 < 0.05 < 0.05 .948 < 0.05

The data is represented as mean ± standard deviation of 20 samples (10 samples for each year) collected from both urban and rural areas. For independ-
ent samples, the t-value and p-value are used. the t-test is performed to compare study sites; p<0.05 is considered significant; ND = concentration below 
the instrument detection limit.
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Chromium is an essential element that is required by the 
body to execute many specific functions. But, it becomes 
toxic whenever it exists above the threshold level and severely 
affects the early embryonic development, hatching, and even 
viability of a bird (Kertesz & Fancsi 2003). Worldwide, there 
are few reports on the occurrence of Cr in the fecal pellets of 
wild avian species. Furthermore, excrement from the studied 
industrial region is contaminated with significantly high Cr 
concentrations as compared to the rural area. Anthropogenic 
activities such as cement manufacturing, steel and iron fab-
rication, metal plating, dyes and pigments, tanning, wood 
preserving, and textile industries might have resulted in Cr 
contamination in the studied environment. The concentra-
tion of Cr found in our industrial area was higher than those 
reported in previous studies in fecal pellets of pigeon (Kaur 
& Dhanju 2013, Kler et al. 2014) but was comparable with 
those documented for other avian species from agricultural 
and rural areas of India (Gaba & Vashishat 2018, Pannu & 
Kler 2018, Sharma & Vashishat 2017). Moreover, Cr con-
centrations found in the present study were also higher than 
the findings of Janssens et al. (2003) conducted on excreta 
of great tit inhabiting near a pollution source. Furthermore, 
recommended normal concentration range of Cr for avian 
species is 0.05-0.4 μg.g-1 and the toxic concentration range 
is 19-170 μg.g-1 (Gaba & Vashishat 2018). However, a 
comparison of our results with documented research clearly 
signalled a severe Cr contamination in our industrial region.

The essential element, copper is the second most abun-
dant of heavy metals examined in the present study. However, 
the measured Cu value in excrement samples in the rural area 
was significantly lower than that obtained from the industrial 
region. Cu pollution in our industrial area could be caused 
by its widespread use in electrical wiring and equipment, 
alloys production, electroplating, leather processing, wood 
perseverates and paints, agricultural chemicals, textiles and 
automobile industries. Cu is needed in low concentration 
to meet many physiological requirements but high dose 
and chronic exposure may pose serious hazardous effects 
including damage to endocrine, gastrointestinal, hematolog�-
ical, hepatic, reproductive and respiratory systems as well 
as causing carcinoma (Abdullah et al. 2015, ATSDR 2004). 
Conversely, recorded Cu concentration from our industrial 
area was higher than those reported for same or similar birds, 
not only from agricultural and rural areas of India (Kaur & 
Dhanju 2013, Pannu & Kler 2018, Sharma & Vashishat 2017) 
but also from most polluted areas worldwide (Dauwe et al. 
2000, 2004, Costa et al. 2013). Indeed, Cu concentrations 
found in the present study were also higher than the findings 
of Bravo et al. (2005) and Morrissey et al. (2005) conducted 
on excreta of black vulture and American dipper respectively. 
Furthermore, the normal recommended range of Cu for avian 

species is 3-15 μg.g-1 (Gaba & Vashishat 2018). As a result, 
a comparison to the literature reveals that this bird species 
is highly exposed to Cu in the examined industrial zone.

According to Hashmi et al. (2013), the avian community 
is exposed to lead is reported to have a reduction in body 
weight and reproductive impairment. Furthermore, rural area 
is associated with the significantly lower value of Pb than 
industrial region under study. Pb in the industrial environment 
of the present study may be contributed by several sources 
including lead paints and acid batteries, rubber products, steel 
fabrication, glass, and electronic industries. However, the Pb 
concentration in our samples from the industrial region was 
higher than those reported by other studies in pigeon excre-
ment from orchids, agricultural and residential areas from 
India (Kaur & Dhanju 2013, Kler et al. 2014). Further, the 
Pb concentration found in the industrial region is also higher 
than those previously documented for other avian species 
(Costa et al. 2013, Morrissey et al. 2005). Moreover, previous 
studies on polluted environments (Dauwe et al. 2000, 2004, 
Janssens et al. 2003) detected considerably higher concen-
trations of this toxic metal in the excrement of Great tit as 
compared to present work. Gaba and Vashishat (2018) and 
Pannu and Kler (2018) also recorded high Pb concentration in 
fecal pellets of spotted owlet and house sparrow respectively 
than our present study. The recommended normal range of 
Pb in avian species is 0.01-1 μg.g-1. The toxic range that has 
been defined for Pb in avian species is 8-1600 μg.g-1 (Gaba 
& Vashishat 2018). 

Ni is extensively distributed in the environment due to its 
various agricultural and industrial uses. In the current study, 
the level of Ni recorded from the industrial region was com-
parable to the rural area.  This ubiquitous metal is widely used 
in the metallurgical and electroplating operations, production 
of nickel, steel and iron alloys, manufacturing of electrical 
appliances such as Ni-Cd batteries, automobile, chemical 
industries, especially as pigments and catalysts which con-
tribute towards the Ni burdens in the studied industrial envi-
ronment. In views of Samal & Mishra (2011) and Van Wyk 
et al. (2001), Ni concentration above the required level can 
cause DNA damage, vomiting, asthma, birth abnormalities, 
and disrupts functions of vital organs thereby affecting the 
health of organisms. The Ni concentration observed in the 
industrial environment of the present study was relatively 
in accordance or lower compared to the levels reported by 
other studies in the Indian subcontinent (Kaur & Dhanju 
2013, Kler et al. 2014, Gaba & Vashishat 2018, Pannu & Kler 
2018, Sharma & Vashishat 2017). Furthermore, the value 
found in the industrial area of our study was far lower than 
previously reported for nickel levels in excrements of great 
tit inhabiting near to a contamination source (Dauwe et al. 
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2000, 2004; Janssens et al. 2003). The normal recommended 
range of Ni for avian species is 0.04-0.13 μg.g-1. The toxic 
range of Ni in birds varies between 10-12 μg.g-1 (Gaba & 
Vashishat 2018).

Zinc is an essential element of the body as it is involved 
in body formation and protection against renal Cr toxicosis 
(Malik & Zeb 2009) though toxicities of Zn and Cu devel-
op at doses that are much higher than environmental levels 
(Wright & Welbourn 2002). According to Carpenter et al. 
(2004), Zn can induce toxic effects on the kidneys and also 
impairs reproduction. In our study, the avian excrements 
exhibited the highest concentrations of Zn among all the 
studied metals and differed significantly between the studied 
areas. The reason for such concentration in our study may 
be related to numerous Zn sources in the studied industrial 
area such as electroplating, metal casting in the automobile 
industry, iron and steel fabrication, plastics, motor oil hy-
draulic fluid, tire dust, zinc, or aluminum die-casting, pig-
ments, paint and Zn alloys. Zn concentration in excreta of 
blue rock pigeon in orchids, agrifields, and residential areas 
of Ludhiana, India (Kaur & Dhanju 2013) was higher than 
observed in the present study. Furthermore, the level of Zn 
reported in the industrial area was also lower than the levels 
reported by Bravo et al. (2005), Costa et al. (2013), Dauwe 
et al. (2000, 2004), Janssens et al. (2003), and Morrissey et 
al. (2005). Moreover, the normal and toxic range of Zn for 
birds is 22-40 μg.g-1 and 300-800 μg.g-1respectively (Gaba 
& Vashishat 2018). 

On the other hand, metal concentrations were however 
also recorded from the rural area. The possible source of 
metals for later include vehicle emission, residential burn-
ing (burning of firewood) and nearby agriculture practices. 
Overall, results for concentrations of metals in fecal pellets 
from the rural area of the current study were lower than the 
data obtained by other authors in the same or similar birds in 
different parts of the world (Bravo et al. 2005, Dauwe et al. 
2000, Gaba & Vashishat 2018, Kaur & Dhanju 2013, Pannu 
& Kler 2018, Sharma & Vashishat 2017). The significant 
rural-industrial differences are probably due to different 
exposure at these locations due to nearby industries, traffic, 
urban areas, and agricultural land. Furthermore, because of 
elemental interaction, and the concentration and composi-
tion of certain metals may influence their impact on aves, 
the source of pollution and environmental state of the study 
site plays an essential role (Turzanska-Pietras et al. 2018). In 
addition to the site, sex, age, morphological and physiologi-
cal aspects are relevant factors to consider in biomonitoring 
studies (Zarrintab et al. 2016) that can account for variation 
in the pattern of bio-accumulation and ultimately excretion in 
wild populations with recent exposure to high concentrations 

of these metals. Furthermore, comparison of the repercus-
sions of toxic metals in the fecal matter of avian species is 
very challenging, due to interspecies variation in bionomics, 
particularly diet, including their potential to stand against 
and eliminate metal load (Koivula & Eeva 2010). There are 
studies that spotlighted considerable differences in metals 
accumulation and excretion in even closely-related species 
(Burger & Gochfeld 2009, Eeva et al. 2009, Hofer et al. 
2010) such as pigeon and ringdove i.e. trace metals content 
in pigeon feces were lower than ring dove inhabiting the same 
area (Kler et al. 2014). This may be associated with variations 
in their detoxification capacity or antioxidant defense.

Correlation Between Heavy Metal Concentrations 

The assessment of the correlation between heavy metal levels 
is eye-catching since the metals may display synergism or 
antagonism effects from one to another. This can cause effects 
on their concentration levels. Furthermore, correlation coef-
ficients indicate that accumulated correlating metals in birds 
are of the same origin because the coefficient among metal 
concentrations increases with the pollution levels (Silva et 
al. 2018). In the present study, the results of Pearson correla-
tion analysis between the metals from the industrial site are 
presented in Table 2. These results indicate that metal com-
binations showing strong positive correlations like Cd-Cr, 
Cd-Cu, Cd-Pb, Cr-Cu, Cr-Cu, Cu-Pb and Ni-Zn may have a 
similar source of origin. However, such associations between 
metals are obscure and remain to be investigated further.

CONCLUSION

The study offers a new insight to educate about levels of 
contamination in the industrial region and rural area. It was 
shown that the highest metal values in fecal pellets of Blue 
Rock Pigeons are found in the investigated industrial region 
rather than the rural area. These site-specific differences 
could be due to different emission sources of heavy metals 
in different sites. Further, the results obtained in this study, 
as well as the comparison with literature data indicated that 
concentrations of Cr and Cu were high in fecal pellets of 
Blue Rock Pigeon in the industrial region of the present 
study. This may indicate the influence of anthropogenic 
activities on the deposition of heavy metals in the ambient 
environment. Therefore, efforts should be made to minimize 
hazardous metals’ access to the environment to counteract 
their bioaccumulation and, as a result, their poisonous effect 
on bird species. The analysis of toxic metals at different sites 
of Rajasthan may help to assess the status of metal exposure 
in the excrement of aves giving, in turn, a clue to the toxicity 
of metal emissions globally. In addition, contamination levels 
of pigeon’s excrement serve as one of the most compelling 
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indicators in terrestrial systems for the monitoring of metal 
pollution levels.
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ABSTRACT

Studies are presented in the context of the past attempts at finding nanocatalysts that can boost the 
performance of microbial fuel cells (MFCs) ─ in terms of waste treatment and energy generation. Given 
the great potential of biomimetically synthesized nanoparticles (BMNPs) in providing less expensive 
and more environmentally friendly alternatives to NPs synthesized by physical and chemical methods, 
as well as a near-total lack of previous work in this area, the current research was undertaken.  Effect 
of gold and silver nanoparticles (NPs), synthesized biomimetically using five freely available weeds, 
was assessed as catalysts in the MFCs.  In all cases, the nanoparticles were seen to enhance 
the coulombic efficiency (reflective of the reduction in the waste’s organic carbon load), maximum 
attainable power density, and overall energy yield of the MFCs by >200% relative to the uncatalyzed 
MFCs. Gold nanoparticles were more effective than silver nanoparticles by ≥ 20%.  The results reveal 
that biomimetically synthesized NPs can be highly effective in reducing the operational costs as well 
as ecological footprints of MFCs and further work should be focused on NPs of non-precious metals. 

INTRODUCTION

The Economic Unviability of Microbial Fuel Cells 
(MFCs) and the Need to Remedy it

As reviewed by us recently (Tabassum-Abbasi et al. 2019), 
microbial fuel cells (MFCs) have been explored extensively 
in recent years for the dual objective of generating energy 
while treating organic waste.  Despite having aroused 
expectations that they may provide an avenue for waste 
cleaning as well as energy production (Moqsud et al. 2013, 
Rahimnejad et al. 2015, Kumar et al. 2018), MFCs have not 
become economically viable due to their high cost, added 
to their significant ecological footprint.  Life cycle analyses 
have shown time and again that from their birth to decom-
missioning, MFCs consume much more energy than they 
generate (Tabassum-Abbasi et al. 2019).  For this reason, 
most contemporary research on MFCs is devoted to improv-
ing their economic viability by reducing their fabrication 
and operational costs along with improving their efficiency 
(Kodali et al. 2018, Palanisamy et al. 2019). 

Factors that Have Led to the Exploration of 
Nanoparticles 

The ability of an MFC to treat wastewater and generate ener-
gy is directly influenced by the rate at which redox reactions 

take place in its substrate (Rodrigo et al. 2007, Rittman et 
al. 2008).  During the initial phase of MFC research, com-
pounds called ‘mediators’– which could induce electrons 
to come out from the cells of growing microorganisms and 
supply them to the anode – were tried to boost the redox 
reactions.  But the mediators turned out to be either toxic to 
the microorganisms or were too expensive to be viable, or 
both (Mustakeem 2015, Santoro et al. 2017).

The next emphasis was on the use of catalysts, abiotic as 
well as biotic.  Abiotic catalysts, based either on platinum 
group metals (PGMs), or other metals (OMs), have since 
been explored extensively (Noori et al. 2020).  However, 
PGM catalysts are not only expensive but they may also 
be poisoned, which is a problem in MFCs that use waste-
water as a source of energy. The OM catalysts, especially 
carbon-based ones, have shown greater resistance towards 
deactivation (Firdous et al.2018, Palanisamy et al. 2019), 
but their catalytic efficiency has not been adequate (Pan et 
al. 2016, Santoro et al.2017).  

This background has prompted efforts on the use of nan-
oparticles in speeding up the redox reactions occurring in the 
MFCs.  Nano catalysts derived from platinum group metals 
(PGMs), other metals (OMs), and non-metals (NMs), have 
been explored.  The reports published so far on these catalysts 
have been reviewed by Rajalakshmi (2019) and Noori et al. 
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(2020).  The reviews reveal that the use of NPs in MFCs is 
an emerging area, with less than 100 reports published so 
far.  And nearly all of the reports have been on the use of 
NPs synthesized by chemical or physical methods.  But it 
is well-known that both these routes entail large ecological 
footprints, consuming significant quantities of energy and/
or materials (Ganaie et al. 2019).  The chemical routes also 
lead to pollutant emissions (Rajalakshmi 2019).  In contrast, 
biomimetic methods of NP synthesis, especially the ones in-
volving extracts of plants (botanical species), are benign and 
non-toxic, involving only a little use of energy and causing 
no emissions because the spent plants can be vermicompost-
ed (Ganaie et al. 2019, Rajalakshmi 2019).  These authors 
and others have further enhanced the eco-friendliness of 
biomimetic NP synthesis methods by utilizing aquatic and 
terrestrial weeds such as water hyacinth, lantana, ipomoea, 
mimosa, pistia parthenium, and coral vine (Ganaie et al. 
2014, 2015, 2016a, 2017, Pirathiba et al. 2018).  Such weeds 
are widely and freely available and have no acknowledged 
utility.  They, rather, harm the environment by monopolizing 
the natural resources of the areas they colonize and inflict 
great damage to biodiversity (Ganaie et al. 2016b, 2016c).  
Hence harvesting them for the purpose of NP synthesis 
reduces the harm to the environment they would otherwise  
cause.

From the foregoing, it emerges that the use of biomimet-
ically synthesized NPs (BMNPs) in MFCs has the potential 
of reducing the latter’s ecological footprint.  But this avenue 
is almost totally unexplored so far with only a solitary report 
by Harshiny et al. (2017).  These authors synthesized iron 
oxide NPs using the leaf extract of amaranthus (Amaran-
thus dubius) and then coated carbon paper with it for use 
as electrodes in MFCs.  They found that coating of the NPs 
led to a 31% enhancement in the accruable power density, 
attaining 145.5 mW.m-2.  The NP coating also led to 68.5% 
COD removal efficiency as compared to 63.1% achieved in 
the bare electrode, even as anodic charge transfer resistance 
decreased by the NPs. 

Available reports on the use of NPs synthesized with 
chemical or physical methods (Rajalakshmi 2019, Noori et 
al. 2020) show that NPs help in increasing MFC performance 
by reducing the biofouling caused by fungi such as Clad-
osporinm spp and Aspergillus spp, thereby reducing ohmic 
over potential and proportionately enhancing the MFC’s 
energy output.  They also enhance the oxygen release rate 
(ORR), a major step in MFC functioning (Li et al. 2016, 
Anusha et al. 2018); thus serving as efficient electrochemical  
catalysts.

Besides single-element NPs like AgNPs, the NPs of 
silver, gold, manganese oxide, titanium oxide, vanadium 

pentoxide, etc, either coated upon or in general modified with 
carbon paper or nanotubes, have been explored in enhancing 
the waste reduction and energy generation capabilities of 
MFCs (Naruse et al. 2011, Alatraktchi et al. 2012, Kalathil 
et al. 2013, Noori et al. 2016, Sui et al. 2017, Zakaria et 
al. 2018).  All the studies have indicated a beneficial effect 
which makes a strong case for exploring the use of BMNPs 
so that similar or better benefits can be achieved but at much 
lesser costs and much greater eco-friendliness.  This report 
is a step in that direction.

The Present Work

In the present work, we have explored the use of AgNPs 
and AuNPs, in boosting MFC performance.  The NPs 
were biomimetically synthesized using aqueous extracts 
of obnoxious and freely available weeds lantana (Lantana 
camara), water hyacinth (Eichhornia crassipes), mimosa 
(Mimosa pudica), parthenium (Parthenium hysterophorus), 
and coral vine (Antigono nleptopus).  No past report of this 
kind is available.  Another highlight of this study is that 
the MFC chambers were linked through a salt bridge rather 
than a membrane, as most other authors have done. We have 
done this switch because membranes are not only costlier 
than salt bridges by several orders of magnitude but also 
cause a much greater burden on the environment than the 
salt bridge during their manufacture and decommissioning. 
Even otherwise, whereas membranes have some advantages 
in comparison to salt brides, they are also besieged with 
serious drawbacks (Rajalakshmi 2019).

MATERIALS AND METHODS 

Duel-chambered MFCs of 1500 mL capacity were fabricated 
with 3 mm thick plastic (Fig. 1).  The chambers were linked 
via a salt bridge, containing agar (3%, w/v) and NaCl (10%, 
w/v).  Twenty-two such units were deployed.

The energy source was an aqueous solution of glucose 
(1 g.L-1), inoculated with 0.1 g.L-1 fresh cow dung as the 
microorganism source.  Phosphate buffer (100 mm) was used 
as the catholyte.  The electrodes comprised copper rods with 
a surface area of 8.5 mm2.

The MFCs 

The anodic chambers were sealed with an epoxy resin to 
maintain anaerobic conditions.  It was possible to do it be-
cause the MFCs were operated in batch mode.  Otherwise, 
for continuously operated MFCs, it is necessary to provide 
feed inlet and CO2 outlet in the anode chamber. On the other 
hand, the aerobic atmosphere was ensured at the cathode 
chamber by providing a hole at its top for the passage of air. 
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All the units were housed in a common room so as to be at 
identical temperature (30 ± 4ºC).  Two of the MFCs were used 
as controls. The MFC voltage was recorded using a Haoyue 
(DT 830D) digital multimeter. The other 20 MFCs contained 
duplicate sets spiked with AuNPs or AgNPs synthesized from 
the corresponding weeds, as shown in Table 1.  Adequate 
quantities of the NPs were added to the catholyte to attain a 
concentration of 0.02 mg.L-1 in the catholyte solution. 

Quantifying MFC Performance Indicators

Besides peak voltage (PV), the other MFC performance 
indicators were computed as follows.

Maximum power density (MPD) 

= 
Power

Electorde surface area

mW

m
,

2
 

	Coulombic efficiency (CE) =  
Ci Cf

Ci

- ¥100, as % 

Where Ci and Cf represent Ci-initial COD (mg.L-1) and 
Cf-final COD (mg.L-1).

	

Total energy output TEO in watts( ) = Ú, .
t

t

Pt dt

1

2

Where P is power and was obtained by measuring areas 
under the wattage-time curves of which a typical one is 
shown in Fig. 2. 

RESULTS AND DISCUSSION

The results are summarized in Table 1.  The information has 
been presented in terms of a) the peak voltage (PV) which 
reflects the maximum deliverable power by an MFC; b) the 
coulombic efficiency (CE) which is a measure of the ability 
of the MFC to treat the given organic waste, and c) the total 
energy generated by the MFC.  Since the electrodes of all 
the MFCs had identical surface areas, the maximum power 
density (MPD) values are directly proportional to the PV 
values in the present investigation.

The control MFC could deliver a PV and a total energy 
output (TEO) of only 131 ± 2 mV and 20mW, respectively.  
But the use of either of the NPs boosted the PV by 5-7 times.  
The TEO was spiked to similar extents.

The AuNPs of all the weeds were seen to enhance the 
MFC performance to a greater extent than their AgNPs; the 
difference being statistically significant at > 99% confidence 
level.  The order in which the nature of the weed influenced 
the PVs attained by the corresponding AuNPs was L. camara 
> A. leptopus > E. crassipes > M. pudica > P. hysterophorus.

The order for the PVs attained with AgNPs was similar 
except that the AgNP of M. pudica led to slightly better PV 
than the AgNPs of E. crassipes.  The CE values, the MPD 
values, and the TEO essentially followed the order of the 
PV values.

Compared to the MPD of 145.5 mV.m-2 attained in the 
lone previous report on the use of BMNPs in MFCs — by 
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Fig. 1: The schematic of the MFCs. 
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Fig. 2: A typical watt-time curve of the power generated by the MFCs used in the present study.  
This curve pertains to AuNP synthesized with the SLE of A.leptopus. 
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Fig. 2: A typical watt-time curve of the power generated by the MFCs used in the present study.  This curve pertains to AuNP  
synthesized with the SLE of A. leptopus.

Table 1: Effect of gold and silver nanoparticles synthesized from 5 pernicious weeds on the efficacy of the MFCs. All the MFCs had anodes of 1500 mL 
capacity, and in each, MFC glucose solution (1 g.L-1) and phosphate buffer solution (100 mm) were used as an anolyte and catholyte, respectively. Their 
copper electrodes were connected with a salt bridge.

The plant utilized NP Used Peak voltage,
(mV)*

Coulombic
Efficiency, %

Maximum power density 
attained, (mW.m-2)

Total energy
output, (mW)

None - 131 ± 2 21 23 20

Lantana camara Au 948± 3 80 133 121

Eichhornia crassipes Au 916± 2 77 129 114

Mimosa pudica Au 907 ± 3 78 125 133

Parthenium hysterophorus Au 841 ± 1 68 106 108

Antigonon leptopus Au 921± 2 66 89 119

L. camera Ag 771 ± 3 59 78 89

E. crassipes Ag 735 ± 1 59 77 86

M. pudica Ag 741 ± 2 55 74 87

P. hysterophorus Ag 677± 2 51 61 86

A. leptopus Ag 739 ± 1 53 72 96

* Average of duplicates

Harshiny et al. (2017), the maximum MPD attained by the 
MFCs in the present report is 133 mV.m-2.  But these authors 
have used a salt bridge instead of a membrane.  Its advantage 
in terms of lower cost and ecological footprint more than 
compensates for marginally lower MPD.

As for the comparison with past work on the use of NPs 
synthesized by chemical or physical methods in catalyzing 
MFCs, it is seen that the MPDs/PVs generated by our MFCs 
have been superior to the MFDs/PVs attained with those NPs in 
several cases.  For instance, Kalathil et al. (2013), using a plain 

carbon paper modified with a composite of carbon nanotube 
(NT) and MnO2 NPs, attained an MPD of 120 ± 1.7 mW.m2.  
Asghary et al. (2019), employing a carbon paste electrode 
(GPE), combined with CNT and AuNPs, achieved an MPD of 
80 mW.m-2.  Khajeh et al. (2020) electrochemically deposited 
CuO/ZnO NPs on a graphite cathode used in MFC to obtain an 
MPD of 51.9 mW.m-2.  By using NPs of Cu2O in conjunction 
with reduced grapheme oxide cathode in their MFC, a PV of 
223 mV was realized (Xin et al. 2020) in comparison to the 
PVs of 677-948 achieved by the authors in the current work. 
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Fan et al. (2007) had obtained an MPD of 74.4 mW.m-2 
from MFCs spiked with AuNPs while in all the MFCs re-
ported in this paper, the MPD values have been significantly 
higher at 89-133 mW.m-2.

As for coulombic efficiency, only nine of the past au-
thors, as reviewed by Rajalakshmi (2019), have reported 
it.  In six of those studies, the efficiencies obtained have 
been lesser than the maximum of 80% obtained achieved 
by the present MFCs.  Given that all the past authors have 
achieved enhancement in the performance of their MFCs 
using the highly expensive Nafion membrane, or a cation 
exchange membrane, we have attained the same using only 
the inexpensive salt bridge.

The work described in this paper is based on the BMNPs 
of Ag and Au because these two metals have been most 
extensively studied of all BMNPs.  But further work should 
aim at the use of less expensive metals and metal oxides to 
bring down the MFC cost. 

CONCLUSION

This paper has presented studies on the performance of biomi-
metically synthesized gold and silver nanoparticles (BMNPs), 
using the weeds lantana (Lantana camara), water hyacinth 
(Eichhornia crassipes), mimosa (mimosa pudica), coral vine 
(Antigonon leptopus), and parthenium (Parthenium hystero-
phorus) in boosting energy output from microbial fuel cells 
(MFCs).  Dual compartment, batch fed, MFCs of 1500 mL 
capacity in which salt bridge was used as the electrode inter-
face, were employed for the purpose.  The study is the first of 
its kind because only one previous report exists on the use of 
BMNPs in enhancing MFC performance and none deal with 
the use of weeds, or salt bridge, or report overall energy yield.

It was seen that the NPs of both the metals with all the 
five weeds enhanced the MFC performance several times as 
compared to the control MFCs.  

All the NP-spiked MFCs had peak voltage, coulombic 
efficiency, and energy output that were favorably comparable 
to the ones achieved by previous authors using NPs generated 
by chemical or physical means. 
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ABSTRACT

This research aims to assess the greenhouse gas (GHG) emissions reductions due to the use of 
biogas technology in Quang Tri Province. With a total of over 354,000 cattle in Quang Tri Province, 
Vietnam, waste from livestock becomes large. The GHG emitted from the livestock industry is not 
small, affecting the environment. Currently, there is little concern or documentation about the reduction 
of GHG emissions in small farms using biogas digesters in central Vietnam. This province has applied 
technological solutions, typically biogas digesters, but the amount of biogas production is not calculated 
accurately. Our survey was conducted in Vinh Linh District and Cam Lo District in March 2019 and 
involved 50 farms equipped with biogas digesters and 20 farms without it. The respondents were 
selected based on the information provided by local authorities, satisfying two conditions: livestock 
households and biogas users. The former group was asked 25 questions and the latter was asked 
10 questions needed to calculate GHG emissions such as the number of animals and petroleum gas/ 
firewood consumption. This study uses formulas described in the 2006 guideline issued by IPCC to 
estimate reduced GHG emissions. The results showed that the average biogas production is 5.52 
m³.household-1.day-1. Only 2% of the farms made the best use of the biogas digester. The surveyed 
households have not really used the most optimal amount of biogas production. In this scenario, this 
study recommends some solutions for solving the problem. In addition, the average annual emissions 
before having a biogas digester are estimated to be 20.53 tons CO2e/household/year. After using the 
biogas, the GHG emissions are reduced to 4.52 tCO2e.household-1.day-1. Thus, the replacement of 
daily cooking energies with biogas helps reduce 16.01 tCO2e of greenhouse gas for each farm per year.  

INTRODUCTION

With the current growth of the livestock industry in Vietnam, 
based on calculations based on animal physiological science 
and statistics, it can be seen that the solid waste emissions of 
livestock raising rate increases according to the scale growth, 
with the average emission estimated at 1.5 kg of pig manure.
head-1.day-1, 15 kg of buffalo, cow manure.head-1.day-1, and 
0.2 kg of poultry manure.head-1.day-1 (Quang Tri Department 
of Agriculture and Rural Development 2016). The average 
annual emission from the entire country’s livestock popula-
tion is much more than 85 million tonnes, with tens of billions 
of cubic meters of liquid waste and hundreds of millions of 
tonnes of gas waste. However, the management and treatment 
of animal waste have not been given due attention. The main 
reason is due to the low awareness and responsibility of farm 
owners. Most farmers do not have proper waste treatment 
measures, thus environmental pollution in livestock has not 
been completely overcome and tends to increase.

In this circumstance, low-cost biogas digesters are a 
good selection for reducing environmental impacts and 

improving the standard of living of rural families. Low-cost 
digesters are considered to be a clean and environmentally 
friendly technology that can help small-scale farmers to 
treat livestock waste in a sustainable way while producing 
biofertilizer (digestate) and meeting their energy needs (i.e., 
by providing biogas) (Kinyua et al. 2016). Biogas refers to 
the collection of gases from the decomposition and fermen-
tation of animal, human, and plant waste resulting from the 
lack of oxygen and the activities of anaerobic bacteria in 
anaerobic digestion. This is an effective way of minimizing 
the negative impacts of animal waste on the environment and 
human health. Since the installation of the biogas digester, 
pollution has been reduced, households can now use the 
gas produced, and also families have a clean environment, 
which helps people get out of the air pollution caused by 
animal waste. Realizing the potential benefits from biogas, 
the Vietnamese government, local authorities, as well as 
farmers, have decided to invest in this renewable technology. 
The number of household biogas digesters has considerably 
increased in Vietnam during the past two decades (Nguyen 
2011, Nguyen et al. 2012). According to Teune (2007), there 
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were over 200,000 small-scale biogas digesters in use in 
Vietnam in 2007. This figure continued to rise, with around 
500,000 biogas digesters installed in livestock farms across 
the country (Mayhew 2015, Ho et al. 2015).

Nowadays, global warming and climate change are issues 
of great concern. Even though environmental advantages are 
more significant when biogas production fully satisfies a 
family’s cooking needs or in large-scale projects, household 
biogas digesters offer a viable approach for reducing GHG 
emissions. Biogas digesters are currently used for cooking 
and lighting in many developing countries and can provide an 
alternative energy source from traditional fuels such as fire-
wood and liquefied petroleum gas (Hessen 2014, Mengistu et 
al. 2015, Roopnarain & Adeleke 2017). Zhang et al. (2013) 
showed that the long-term, stable running of a household 
biogas technology is potential in quantifying carbon emission 
reduction in rural China. The use of biogas technology has 
led to a dramatic reduction in the consumption of fossil fuels, 
and a reduction in fueling problems, especially in rural areas 
of the developing country. 

This study aims to make an assessment of biogas pro-
duction in Quang Tri Province located in the central of 
Vietnam. In addition, a study was conducted to determine 
the potential for household-scale biogas digesters to reduce 
GHG emissions from livestock production, thereby analyzing 
the development potential of biogas digesters in Vietnam.

MATERIALS AND METHODS

Research Materials

Our data compilation comprised both primary and secondary 
data. The primary data of the study was gathered via the 
questionnaire-based survey. An in-person interview was 
conducted in Vinh Linh District and Cam Lo District in 
Quang Tri Province as shown in Fig. 1 from February 26th 
to March 7th, 2019 by the first author of this article. The 
survey involved 70 households including 50 farms equipped 

with a biogas digester and 20 farms without it. The 25-item 
questionnaire was used to conduct in-person interviews of 
the 50 households with a biogas digester. The remaining 20 
households without a biogas digester were interviewed with 
a questionnaire consisting of 10 questions. The questionnaire 
was created to collect detailed information about household 
biogas use in terms of economic, environmental, and social 
factors such as the number of pigs that households are raising, 
and the consumption of fuel (i.e., gas, firewood, coal, etc.) 
before and after the installation of the digester. This interview 
method was combined with site visits to biogas digesters to 
collect reliable information. The secondary techno-economic 
data was gathered from the Department of Agriculture and 
Rural Development in Quang Tri Province.

Research Methods

The statistical methods used in this study to obtain the key 
results are explained below.

Method of Calculating the Amount of Biogas Produced

This research uses the feedstock use method from Interna-
tional Renewable Energy Agency (IRENA) to calculate the 
amount of biogas production and consumption. According to 
IRENA, there are five methodologies for estimating biogas 
production. Estimates can be based on digester capacity, 
appliance use, or feedstock use, or by comparing the fuel 
use in households with and without a biogas digester. Biogas 
production may also be measured directly.

Here, the feedstock use method is used to calculate the 
amount of biogas produced. This method calculates the bi-
ogas production based on feedstock use rather than assump-
tions about the capacity utilization of biogas digesters. To 
apply this method, it is necessary to collect data on digester 
sizes, digester technology, and feedstock use. Biogas pro-
duction is calculated for a wide range of temperatures and 
retention times, as follows (IRENA 2016 p.16):
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𝐺𝐺 = 𝑌𝑌 ×  𝑉𝑉𝑑𝑑  ×  𝑆𝑆
1000  

Where: 

G = the biogas production, m3
.day-1 

Y = a yield factor based on temperature and the feedstock retention time 

Vd = the biogas digester volume, m³ 

S = the initial concentration of volatile solids in the slurry, kg.m-³ 

The digester volume (Vd) was obtained by asking the farmers in our survey. The initial 

concentration of volatile solids (S) was calculated as follows. First, the total feedstock volume was 

estimated. In the two districts in Quang Tri Province selected for this research, the main input 

source of biogas digesters is pig manure. The surveyed households did not have a large population 

of cows, buffaloes, or poultry, and the amount of manure from these animals was small. Thus, we 

considered only pig manure. According to Table 5 in IRENA (2016), the total animal waste 

feedstock per day for each pig is 5 kg, of which the volatile solids account for 1 kg. These numbers 

were multiplied by the number of pigs reported in our survey to estimate the total daily weight of 

animal waste and volatile solids. Assuming that 1 kg of animal waste is approximately equal to a 

volume of 1 L, we obtained the volume of the pig waste. This waste volume was multiplied by 3 

to obtain the daily feedstock volume, because we learned that the local government recommended 

that farmers add a volume of water equal to as much as twice the volume of waste to operate the 

digesters. The initial concentration of volatile solids (S) was calculated by dividing the daily weight 

Where:
G = the biogas production, m3.day-1

Y = a yield factor based on temperature and the feedstock 
retention time
Vd = the biogas digester volume, m³
S = the initial concentration of volatile solids in the slurry, 
kg.m-³

The digester volume (Vd) was obtained by asking the 
farmers in our survey. The initial concentration of volatile 
solids (S) was calculated as follows. First, the total feedstock 
volume was estimated. In the two districts in Quang Tri 
Province selected for this research, the main input source of 
biogas digesters is pig manure. The surveyed households did 
not have a large population of cows, buffaloes, or poultry, 
and the amount of manure from these animals was small. 
Thus, we considered only pig manure. According to Table 
5 in IRENA (2016), the total animal waste feedstock per 
day for each pig is 5 kg, of which the volatile solids account 
for 1 kg. These numbers were multiplied by the number of 
pigs reported in our survey to estimate the total daily weight 
of animal waste and volatile solids. Assuming that 1 kg of 
animal waste is approximately equal to a volume of 1 L, we 
obtained the volume of the pig waste. This waste volume 
was multiplied by 3 to obtain the daily feedstock volume, 
because we learned that the local government recommended 
that farmers add a volume of water equal to as much as twice 
the volume of waste to operate the digesters. The initial con-
centration of volatile solids (S) was calculated by dividing the 

daily weight of volatile solids by this daily feedstock volume. 
To determine the yield factor (Y) from Table 7 in IRENA 
(2016), the temperature in the digester and the feedstock 
retention time (R) are necessary. The average temperature 
in Quang Tri Province is 25°C (Doan et al. 2014), and the 
digester temperature is 2°C higher when the digester is lo-
cated underground; thus, the temperature range is 25-27°C. 
The feedstock retention time was estimated by dividing the 
digester volume by the daily feedstock volume.

Method of Calculating Greenhouse Gas Emissions 
Reduction

The effect of reducing greenhouse gas emissions when using 
biogas is realized by calculating the difference between the 
amount of greenhouse gas emissions before and after the use 
of biogas digesters by households. Following the guidance 
of the Intergovernmental Panel on Climate Change (IPCC 
2006), a number of key greenhouse gases have been selected 
to calculate emissions from manure pits, fuel combustion, 
and biogas leakage. In addition, the parameters used for 
calculating greenhouse gas emissions are also referenced by 
IPCC (2006). Fig. 2 shows the system boundary of green-
house gas emissions calculation before and after using the 
biogas digesters that were used for calculating in this study.

The process of calculating the amount of greenhouse 
gas emissions before using the biogas digesters is made 
according to the following formulas:

Calculating the Average GHG Emissions Before the 
Households Use the Biogas Digesters (IPCC 2006)

Step 1: Determining CH4 emission factor from pig manure 
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Step 1: Determining CH4 emission factor from pig manure corresponding to climatic conditions 

of Quang Tri Province 

 𝐸𝐸𝐸𝐸(𝑇𝑇) = (𝑉𝑉𝑉𝑉(𝑇𝑇) × 365) × [𝐵𝐵𝑜𝑜(𝑇𝑇) × 0.67𝑘𝑘𝑘𝑘/𝑚𝑚3 × ∑ 𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆,𝑘𝑘
100 × 𝑀𝑀𝑀𝑀(𝑇𝑇,𝑆𝑆,𝑘𝑘)𝑆𝑆,𝑘𝑘 ]  …(1) 

Where: 

EF(T) = annual CH4 emission factor for livestock category T, kg.CH4.animal-1.year-1 

VS(T) = daily volatile solid excreted for livestock category T, kg.dry matter-1.animal. -1.day-1 

365 = basis for calculating annual VS production, days/year 

Bo(T) = maximum methane producing capacity for manure produced by livestock category T, 

m3.CH4
-1

.kg-1 of VS excreted  

0.67 = conversion factor of m3.CH4
-1 to kg.CH4

-1 

MCF(S,k) = methane conversion factors for each manure management system S by climate region 

k, % 

MS(T, S,k) = fraction of livestock category T'’s manure handled using manure management system 

S in climate region k, dimensionless 

According to IPCC (2006), the calculation coefficients are as follows:  the annual average 

temperature of Quang Tri Province is 25ºC, the daily volatile solid (VS) excreted from pigs is 0.30 

kg per head, maximum methane producing capacity by pig Bo is 0.29 m3.kg-1 of VS excreted, 

methane correction factor MCF for the manure treatment system is 65%, the handled fraction of 

manure management MS equals to 100%. 

Step 2: Calculating CH4 emission factor from manure management: 

	

 

 

The process of calculating the amount of greenhouse gas emissions before using the biogas 

digesters is made according to the following formulas: 

Calculating the average GHG emissions before the households use the biogas digesters 

Step 1: Determining CH4 emission factor from pig manure corresponding to climatic conditions 

of Quang Tri Province 
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100 × 𝑀𝑀𝑀𝑀(𝑇𝑇,𝑆𝑆,𝑘𝑘)𝑆𝑆,𝑘𝑘 ]  …(1) 

Where: 

EF(T) = annual CH4 emission factor for livestock category T, kg.CH4.animal-1.year-1 

VS(T) = daily volatile solid excreted for livestock category T, kg.dry matter-1.animal. -1.day-1 

365 = basis for calculating annual VS production, days/year 

Bo(T) = maximum methane producing capacity for manure produced by livestock category T, 

m3.CH4
-1

.kg-1 of VS excreted  

0.67 = conversion factor of m3.CH4
-1 to kg.CH4

-1 

MCF(S,k) = methane conversion factors for each manure management system S by climate region 

k, % 

MS(T, S,k) = fraction of livestock category T'’s manure handled using manure management system 

S in climate region k, dimensionless 

According to IPCC (2006), the calculation coefficients are as follows:  the annual average 

temperature of Quang Tri Province is 25ºC, the daily volatile solid (VS) excreted from pigs is 0.30 

kg per head, maximum methane producing capacity by pig Bo is 0.29 m3.kg-1 of VS excreted, 

methane correction factor MCF for the manure treatment system is 65%, the handled fraction of 

manure management MS equals to 100%. 

Step 2: Calculating CH4 emission factor from manure management: 

	 …(1)

Where:

EF(T) = annual CH4 emission factor for livestock category 
T, kg.CH4.animal-1.year-1

VS(T) = daily volatile solid excreted for livestock category T, 
kg.dry matter-1.animal. -1.day-1

365 = basis for calculating annual VS production, days/year

Bo(T) = maximum methane producing capacity for manure 
produced by livestock category T, m3.CH4

-1
.kg-1 of VS 

excreted 

0.67 = conversion factor of m3.CH4
-1 to kg.CH4

-1

MCF(S,k) = methane conversion factors for each manure 
management system S by climate region k, %

MS(T, S,k) = fraction of livestock category T’’s manure han-
dled using manure management system S in climate region 
k, dimensionless

According to IPCC (2006), the calculation coefficients 
are as follows:  the annual average temperature of Quang 
Tri Province is 25ºC, the daily volatile solid (VS) excreted 
from pigs is 0.30 kg per head, maximum methane producing 
capacity by pig Bo is 0.29 m3.kg-1 of VS excreted, methane 
correction factor MCF for the manure treatment system 
is 65%, the handled fraction of manure management MS 
equals to 100%.

Step 2: Calculating CH4 emission factor from manure 
management:

 	

 

 

 𝐶𝐶𝐶𝐶4(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) = 𝐺𝐺𝐺𝐺𝐺𝐺𝐶𝐶𝐶𝐶4 × 𝑁𝑁(𝑇𝑇) × 𝐸𝐸𝐸𝐸(𝑇𝑇) × 10−3   …(2) 

Where: 

CH4(manure) = CH4 emissions from manure management, for a defined population, tCO2e.year-

1 

GWPCH4 = 28: the possibility of causing CH4 greenhouse effect compared to CO2 

EF(T) = emission factor for the defined livestock population, kg CH4.head-1.year-1 

N(T) = the number of head of livestock species/category T in the country 

T = species/category of livestock 

Step 3: Calculating direct N2O emissions from manure management 

𝑁𝑁2𝑂𝑂(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) =  𝐺𝐺𝐺𝐺𝐺𝐺𝑁𝑁2𝑂𝑂 × [∑ [∑ (𝑁𝑁(𝑇𝑇) × 𝑁𝑁𝑒𝑒𝑒𝑒(𝑇𝑇) × 𝑀𝑀𝑀𝑀(𝑇𝑇,𝑆𝑆)𝑇𝑇 ]𝑆𝑆 × 𝐸𝐸𝐸𝐸3(𝑆𝑆)] × 44
28 × 10−3  …(3) 

Where: 

N2O  = direct N2O emissions from manure management in the country, tCO2e.year-1 

GWPN2O = 265: the possibility of causing greenhouse effect of N2O compared to CO2 

N(T) = number of head of livestock species/category T in the country 

Nex(T) = annual average N excretion per head of species/category T in the country, kg.N-

1.animal-1.year-1 

MS(T, S) = fraction of total annual nitrogen excretion for each livestock species/category T that 

is managed in manure management system S in the country, dimensionless 

EF3(S) = emission factor for direct N2O emissions from manure management system S in the 

country, kg.N2O-N.kg.N-1 in manure management system S 

S = manure management system 

	 …(2)

Where:

CH4(manure) = CH4 emissions from manure management, for 
a defined population, tCO2e.year-1

GWPCH4 = 28: the possibility of causing CH4 greenhouse 
effect compared to CO2

EF(T) = emission factor for the defined livestock population, 
kg CH4.head-1.year-1

N(T) = the number of head of livestock species/category T 
in the country

T = species/category of livestock

Step 3: Calculating direct N2O emissions from manure 
management
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Where:

N2O  = direct N2O emissions from manure management in 
the country, tCO2e.year-1

GWPN2O = 265: the possibility of causing greenhouse effect 
of N2O compared to CO2

N(T) = number of head of livestock species/category T in 
the country

Nex(T) = annual average N excretion per head of species/
category T in the country, kg.N-1.animal-1.year-1

MS(T, S) = fraction of total annual nitrogen excretion for each 
livestock species/category T that is managed in manure man-
agement system S in the country, dimensionless

EF3(S) = emission factor for direct N2O emissions from ma-
nure management system S in the country, kg.N2O-N.kg.N-1 
in manure management system S

S = manure management system

T = species/category of livestock

44/28 = conversion of (N2O-N) (mm) emissions to N2O(mm) 
emissions

Table 1: Thermal parameters and emission factors of some fuels following IPCC (2006).

Type of fuel Heat [MJ.kg-1] Emission factor [tCO2e. TJ-1]

CO2 CH4

Firewood 30.5 112 0.03

LPG 47.3 63.1 0.001

Table 2: The average amount of biogas production corresponds to the retention time periods.

Retention time [days] 6-10 11-20 21-35 36-50 >50

Biogas production [m3.day-1] 10.87 9.18 5.30 4.14 3.38
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Step 4: Calculate the amount of CO2 and CH4 emissions 
from household fuels

 

 

T = species/category of livestock 

44/28 = conversion of (N2O-N) (mm) emissions to N2O(mm) emissions 

Step 4: Calculate the amount of CO2 and CH4 emissions from household fuels 

 𝐶𝐶𝐶𝐶2(𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = ∑(𝐵𝐵𝐵𝐵𝑗𝑗 × 𝑁𝑁𝑁𝑁𝑁𝑁𝑗𝑗 × 𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶2𝑗𝑗) × 10−6   …(4) 

 𝐶𝐶𝐶𝐶4(𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = ∑(𝐵𝐵𝐵𝐵𝑗𝑗 × 𝑁𝑁𝑁𝑁𝑁𝑁𝑗𝑗 × 𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶4𝑗𝑗) × 10−6   …(5) 

Where: 

CO2(fuels), CH4(fuels) = CO2 and CH4 are emissions from fuel burning, tCO2e.year-1 

BGj = amount of fuel j consumed annually by the household before the biogas digester is 

available, kg.year-1 

NCVj = Heat of fuel j, MJ.kg-1 

EFCO2j = CO2 emission factor of fuel j, tCO2e.TJ-1 

EFCH4j = CH4 emission factor of fuel j, tCO2e.TJ-1 

Based on the IPCC guidelines (IPCC 2006), the value of parameters of firewood and gas are 

shown in Table 1. 

Table 1: Thermal parameters and emission factors of some fuels following IPCC (2006). 

Type of fuel Heat [MJ.kg-1] 
Emission factor [tCO2e. TJ-1] 

CO2 CH4 

Firewood 30.5 112 0.03 

LPG 47.3 63.1 0.001 

 	
		  …(4)

 

 

T = species/category of livestock 

44/28 = conversion of (N2O-N) (mm) emissions to N2O(mm) emissions 

Step 4: Calculate the amount of CO2 and CH4 emissions from household fuels 
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Where: 

CO2(fuels), CH4(fuels) = CO2 and CH4 are emissions from fuel burning, tCO2e.year-1 

BGj = amount of fuel j consumed annually by the household before the biogas digester is 

available, kg.year-1 

NCVj = Heat of fuel j, MJ.kg-1 

EFCO2j = CO2 emission factor of fuel j, tCO2e.TJ-1 

EFCH4j = CH4 emission factor of fuel j, tCO2e.TJ-1 

Based on the IPCC guidelines (IPCC 2006), the value of parameters of firewood and gas are 

shown in Table 1. 

Table 1: Thermal parameters and emission factors of some fuels following IPCC (2006). 

Type of fuel Heat [MJ.kg-1] 
Emission factor [tCO2e. TJ-1] 

CO2 CH4 

Firewood 30.5 112 0.03 

LPG 47.3 63.1 0.001 

 	
		  …(5)
Where:

CO2(fuels), CH4(fuels) = CO2 and CH4 are emissions from fuel 
burning, tCO2e.year-1

BGj = amount of fuel j consumed annually by the household 
before the biogas digester is available, kg.year-1

NCVj = Heat of fuel j, MJ.kg-1

EFCO2j = CO2 emission factor of fuel j, tCO2e.TJ-1

EFCH4j = CH4 emission factor of fuel j, tCO2e.TJ-1

Based on the IPCC guidelines (IPCC 2006), the value of 
parameters of firewood and gas are shown in Table 1.
Step 5: Calculating total GHG emissions before using the 
biogas digester

EmissionsBEFORE = CH4(manure) + N2O(manure) + CO2(fuels) + 
CH4(fuels) (6)

Calculating the Amount of GHG Emissions after using 
the Biogas Digester (IPCC 2006)

Step 1: Calculating the amount of CH4 released due to 
leakage from the biogas digester

 

 

Step 5: Calculating total GHG emissions before using the biogas digester 

EmissionsBEFORE = CH4(manure) + N2O(manure) + CO2(fuels) + CH4(fuels) (6) 

Calculating the amount of GHG emissions after using the biogas digester 

Step 1: Calculating the amount of CH4 released due to leakage from the biogas digester 

𝐶𝐶𝐶𝐶4(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) = 𝐿𝐿𝐿𝐿𝐶𝐶𝐶𝐶4 × (𝐺𝐺𝐺𝐺𝐺𝐺𝐶𝐶𝐶𝐶4 × 𝐵𝐵𝑜𝑜 × 𝐷𝐷𝐶𝐶𝐶𝐶4 × 𝑉𝑉𝑉𝑉 × 365 × 𝐿𝐿𝐿𝐿2) × 10−3 (7) 

Where: 

CH4(biogasleakage) = the amount of CH4 emissions due to leakage from the biogas digester, 

tCO2e.year-1 

LFCH4 = leakage coefficient CH4 from anaerobic digester, LFCH4 = 0.1 

DCH4 = specific gravity of CH4, DCH4 = 0.67 kg.m-3 under normal conditions 

VS = volatile solid waste in pig waste, kg.dry matter-1.head-1.day-1 

LN2 = average number of pigs in a household with biogas digester, heads/year 

Step 2: Calculate the amount of CO2 and CH4 emissions from household fuels 

CO2 and CH4 emissions from fuels are calculated similarly to the case when there was no biogas 

digester. 

For biogas fuel, the amount of GHG emissions is calculated by the formula: 

𝐶𝐶𝐶𝐶2(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) = 𝐻𝐻 × 𝐵𝐵0  ×  𝐷𝐷𝐶𝐶𝐶𝐶2  ×  𝑉𝑉𝑉𝑉 ×  365 ×  𝐿𝐿𝐿𝐿2  ×  10−3 (8) 

Where: 

CO2(biogas) = amount of CO2 due to biogas burning, tCO2e.year-1 

Bo = the maximum CH4 volume generated from pig manure treated in biogas, m3.kg-1 
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Where:

CH4(biogasleakage) = the amount of CH4 emissions due to leak-
age from the biogas digester, tCO2e.year-1

LFCH4 = leakage coefficient CH4 from anaerobic digester, 
LFCH4 = 0.1

DCH4 = specific gravity of CH4, DCH4 = 0.67 kg.m-3 under 
normal conditions

VS = volatile solid waste in pig waste, kg.dry matter-1.head-

1.day-1

LN2 = average number of pigs in a household with biogas 
digester, heads/year

Step 2: Calculate the amount of CO2 and CH4 emissions 
from household fuels

CO2 and CH4 emissions from fuels are calculated simi-
larly to the case when there was no biogas digester.

For biogas fuel, the amount of GHG emissions is calcu-
lated by the formula:
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Bo = the maximum CH4 volume generated from pig manure treated in biogas, m3.kg-1 

	 (8)

Where:
CO2(biogas) = amount of CO2 due to biogas burning, tCO2e.
year-1

Bo = the maximum CH4 volume generated from pig manure 
treated in biogas, m3.kg-1

DCO2 = specific gravity of CO2, DCO2 = 1.798 kg.m-3 under 
normal conditions
H = gas producing efficiency CH4, H = 0.9

Step 3: Calculating the total amount of greenhouse gas 
emitted after using the biogas digester

EmissionsAFTER = CH4(biogasleakage) + CO2(biogas) + CO2(fuels) 
+ CH4(fuels) (9)

RESULTS AND DISCUSSION

Biogas Production

After constructing the biogas digesters, the households 
changed to using biogas to cook or produce products as an 
alternative fuel instead of liquefied petroleum gas (LPG) or 
firewood. The amount of biogas production was calculated 
by the formula referenced from IRENA explained in section 
Method of Calculating the Amount of Biogas Produced.  The 
relevant factors were calculated including average feedstock 
volume which is 0.39 m3, average retention time is 37.95 days, 
initial concentration of volatile solids is 66.67 kg.m-3, and the 
average yield factor is 6.98. The results showed that the average 
amount of biogas production was 5.52 m3 per household per 
day. A higher rate of gas production was recorded at the shorter 
retention periods (Table 2) than at longer retention periods.
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According to Table 7 in IRENA (2016), when the tem-
perature is between 25 and 27°C, the yield factor reaches a 
maximum value of 13.59 when retention time is 6-10 days. 
When the yield factor has the maximum value, the amount of 
biogas produced from the digester reaches optimum efficiency. 
Fig. 3 showed that the number of households using biogas 
digesters with retention time being 6-10 days only accounts 
for 2% of the 50 surveyed households with biogas digesters. 
With 80 heads of pigs, this household chose to build a biogas 
digester with a volume of 12 m3 and collected 10.87 m3 of 
biogas production for serving family activities each day. It is 
evident that the amount of biogas production they obtained 
was approximate to the biogas digester volume. The remaining 
households had a longer retention time, with one family having 
up to 133 days. Obviously, the surveyed households have not 
really used the most optimal amount of biogas production.

Decreasing the retention time will reduce the size–and 
thereby the costs of construction–of the biogas digesters. This 
study suggests an economic design of biogas digesters by 
reducing the size suitable for the number of livestock raised. 
The second solution we recommend is that farmers mix the 
collected pig manure with other feedstocks consisting of 
volatile solids such as cereals/grains, rice straw, wheat straw, 
grass, corn stalks, fruit waste, vegetable waste, fat, mixed 
food waste, or mixed organic waste.

Reduction of Greenhouse Gas Emissions

According to our surveyed data from the 50 households with 
the biogas digesters, 14% used firewood for cooking, 24% 
used LPG, and the remaining 62% used both before installing 
a biogas digester. After constructing the biogas digesters, 
residents could use biogas instead of other fuels such as 
firewood or gas. There are 41 homes that have stopped using 

firewood for cooking, accounting for 58.6% of all households 
interviewed, and 33 houses that have stopped using LPG, 
accounting for 47.1 percent of all households interviewed. 

The GHG emission from manure composting was calcu-
lated following formulas (2) and (3) shown in Section Method 
of Calculating Greenhouse Gas Emissions Reduction with the 
parameters corresponding to climatic conditions of Quang Tri 
Province. Additionally, the number of pigs was obtained from 
question Q3 in the questionnaire that asks the respondents to 
provide information about the type and number of pigs they 
were raising. Based on the information on the number of pigs 
provided by the households, we calculated the amount of 
CH4 and N2O emissions from the manure management. From 
these parameters, we obtained the results that the total GHG 
emissions from manure composting is 12.51 tCO2e.year-1.
household-1 before using the biogas digesters, including 
11.52 tCO2e of CH4 and 0.99 tCO2e of N2O. Totally, GHG 
emissions from 50 surveyed households is 625.37 tCO2e.
year-1. In particular, CH4 accounts for 92.08% of total GHG 
from composting.

To calculate the amount of greenhouse gases emitted by 
household fuels including CO2 and CH4, we gathered infor-
mation on the annual amount of gas and firewood used by 
each household through questionnaires. Question Q12 was 
provided to the respondents for the purpose of calculating 
the amount of fuels used by the households and the cost they 
paid before constructing the biogas digesters. In the study 
area, citizens use 12kg gas bottles sold by petrol retailers. To 
obtain information on how much LPG each household used, 
the question was adjusted to: “How long does it take for your 
farm to use one 12 kg bottle of LPG?” The annual amount 
of gas and firewood used by each household was calculated 
based on the collected data, from which we computed the 

Table 4: Total GHG emissions per year after using the biogas digesters.

From using 
biogas

From biogas 
digester

From using LPG From using firewood Total

CO2 emission 
[tCO2e. year-1]

CH4 emission 
[tCO2e. year-1]

CO2 emission 
[tCO2e. year-1]

CH4 emission 
[tCO2e. year-1]

CO2 emission 
[tCO2e. year-1]

CH4 emission 
[tCO2e. year-1]

Household 
average

1.77 1.53 0.0486 0 1.17 0.000314 4.52

50 households 88.58 76.41 2.43 0 58.60 0.0157 226.04

Table 3: Total GHG emissions per year before using the biogas digesters.

From manure pits From using LPG From using firewood Total

CH4 emission 
[tCO2e.year-1]

N2O emission 
[tCO2e. year-1]

CO2 emission 
[tCO2e. year-1]

CH4 emission 
[tCO2e. year-1] 

CO2 emission 
[tCO2e. year-1]

CH4 emission 
[tCO2e. year-1]

Household 
average

11.52 0.99 0.19 0.00000304 7.83 0.002098 20.53

50 households 575.83 49.54 9.60 0.000152 391.63 0.1049 1026.70
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amount of GHG emissions from the fuels using formulas (4) 
and (5) in Section Method of Calculating Greenhouse Gas 
Emissions Reduction. On average, each household use 52.58 
kg of LPG per year for cooking needs. The GHG emissions 
amount from firewood and LPG of 50 households are 401,34 
tCO2e.year-1 (8,03 tCO2e.household-1.year-1), in which the 
main contributor is CO2 (401,23 tCO2e.household-1.year-1), 
accounting for 99,97%. The total amount of GHG emissions 
before using the biogas digesters is equal to the total GHG 
emissions from manure pits and household fuels. Table 3 
showed that with 50 surveyed households before using the 
biogas digesters, the total amount of GHG emissions into 
the environment is 1026.70 tCO2e per year. This is a fairly 
large number and seriously affects the environment. If the 
number of households expanded further, GHG emissions 
amount would increase more. It can be seen that the amount 
of greenhouse gas emissions from composting and burning 
fuels is huge. Therefore, without green development solu-
tions, the livestock sector will be a major contributor to 
climate changes causes.

The emissions from the biogas digesters were calculated 
based on the number of pigs per household raised in combi-
nation with the parameters provided by the IPCC guidelines. 
Equations (7) and (8) are applied to estimate the amount of 
CH4 and CO2. The previous fuels have been almost replaced 
by biogas for cooking or making products. However, biogas 
generated from the biogas digesters was not enough to com-
pletely replace cooking fuels in some households, so they 
combined biogas for cooking with firewood and gas. The 
amount of CO2 and CH4 from firewood and gas was calcu-
lated similarly as before using the biogas digesters. Table 
4 showed that the emission due to leakage from the biogas 
digesters of the surveyed households is 164.99 tCO2e per year 
(3.30 tCO2e.household-1.year-1) consisting of 88.58 tCO2e 
of CO2 and 76.41 tCO2e of CH4. The amount of greenhouse 
gas emitted from firewood and LPG is 61.05 tCO2e.year-1, 
which is composed mainly of CO2. The reduction of using 
firewood and gas has contributed to making a significant 
reduction in GHG emissions. The amount of CO2 emitted 
from LPG decreased to a quarter compared to before and 
the emissions from firewood also decreased from 391.73 
tCO2e.year-1 to 58.62 tCO2e.year-1. After using the biogas 
digesters, the total greenhouse gas emissions had reduced 
to 226.04 tCO2e.year-1, less than one-quarter of the GHG 
emissions from the surveyed households before using the 
biogas digesters.

The difference between the amount of greenhouse gas 
emissions before and after using the biogas digesters was 
16.01 tCO2e for each household every year. Straightforward-
ly, the replacement of daily cooking energies with biogas 

helps reduce a large amount of greenhouse gases. This is 
a potential approach chosen to mitigate climate change. In 
addition, the improvement of this technology also contributes 
to depreciating firewood consumption and deforestation.

CONCLUSION AND RECOMMENDATIONS

This study provides an overview of the importance of biogas 
production using livestock waste in central Vietnam. The 
daily average amount of biogas production was 5.52 m3 per 
household, however, this is not the maximum amount of bio-
gas the households can obtain. Despite the good potential for 
biogas production in central Vietnam, it has not been much 
developed in the country. In consequence, the economic 
policies we propose in this article need to be considered for 
implementation.

A small-scale biogas digester is a very useful manure 
management tool for reducing global warming impacts. The 
traditional use of firewood and gas for cooking in central 
Vietnam was replaced by biogas. The findings of this study 
showed that the amount of GHG emissions before using the 
biogas digesters is less than one-quarter of them when biogas 
was used as an alternative fuel instead of firewood and gas. 
The annual difference in the amount of GHG emitted before 
and after the farmers used biogas is 16.01 tCO2e.household-1.

Although using biogas as alternative energy helps to 
reduce the greenhouse gas effect, it cannot be denied that 
there is still a small amount of greenhouse gases emitted from 
the biogas digesters. When they are used inappropriately, 
the amount of biogas will be released into the environment. 
More in-depth research is needed to come up with the right 
policies for biogas use. We also suggested that detailed train-
ing for biogas users is needed so that users can maximize 
the benefits they obtain from the digesters. Experimental 
studies that check and monitor the use of biogas digesters 
are also essential.
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ABSTRACT

The present pandemic, while causing economic slowdown and global panic, also generated healthcare 
waste in unprecedented amounts across the globe, due to mass screenings/diagnosing/treatment. 
This paper aims to explore the prospects of the current and future challenges with respect to the risk 
to human health due to environmental contamination with the healthcare waste generated as a result 
of and caused by the Covid-19 pandemic in the Indian context. Peer-reviewed literature with respect 
to healthcare waste generation during the pandemic, its burden, challenges, and policies promulgated 
during the pandemic and their implications for the future was searched on various databases like 
PubMed, Google Scholar, and Science Direct and reviewed. Many research studies and international 
reports have demonstrated that the quantity of biomedical waste has increased in the times of the 
Covid-19 pandemic across the globe. Additionally, the danger of general waste getting contaminated 
has also multiplied, in part due to increased quarantine facilities and home quarantines, along with 
hospitals managing Covid-19 patients and also due to inadequate segregation at the point of generation 
of such waste, which is a major concern in itself. The occupational exposure of this increased waste to 
hospital and municipal waste collection workers has also increased, though World Health Organization 
(WHO) declines having any evidence of transmission of coronavirus while handling healthcare waste. 
Enough policies existed before the pandemic and few newer guidelines are also issued to address 
various additional aspects, which are to be implemented to manage the healthcare waste, minimize 
threats to the environment and human health. Cleaner, greener waste management facilities, the 
inclusion of bio-disaster in disaster management, the social impact of waste management policies, and 
waste reduction are to be prioritized. 

INTRODUCTION

Around late December, China, in one of its provinces, re-
ported a cluster of pneumonia-like cases, which were later 
confirmed and diagnosed as ‘Covid-19’ cases on 7th January 
2020 (Holshue et al. 2020). Thereafter, the newly diagnosed 
disease ‘Covid-19’ was declared a global health emergency 
by WHO on 31st January 2020 (Yu et al. 2020), which has 
put healthcare delivery systems under severe strain globally. 
Barely, in the past three decades, many pathogens like HIV/
novel-influenza have caused pandemics and novel-corona-
virus is the latest in this series (Tandon 2020), but may not 
be the last. Subsequent to the Severe Acute Respiratory 
Syndrome (SARS-CoV-1) and Middle East Respiratory 
Syndrome (MERS-CoV-2), epidemics in the recent past 
have caused not only economic predicament in the affected 
countries but have also led to a global trepidation (Holshue 
et al. 2020). Similarly, and uniquely, the current pandemic 
of Covid-19 has posed perilous challenges and raised ques-
tions afresh with respect to biomedical waste management 
to different stakeholders all around the globe and specifically 
in India, namely, the authorities (policymakers), hospital 

managements, urban local bodies, common biomedical waste 
treatment facilities, Panchayati Raj Institutions, and last but 
not the least, to the society at large.

The healthcare waste generation is an obvious outcome in 
the process of mass screening, diagnosing and treatment of 
diseases, especially in the epidemic/pandemic, albeit in huge 
amounts. The improper /unscientific disposal of healthcare 
waste generated from healthcare facilities poses a serious 
threat to the environment and human health. Keeping these 
in view, the healthcare waste is defined as “any waste which 
is generated during the diagnosis, treatment or immunization 
of human beings or animals or research activities pertaining 
thereto or in the production or testing of biological or in 
health camps, including the categories mentioned in Schedule 
1 of Biomedical Waste Management (BMWM) rules, 2016” 
(CPCB 2016). Furthermore, the Ministry of Environment, 
Forest and Climate Change (MoEFCC) revised the BMWM 
rules 1998 in 2016, “to improve the collection, segregation, 
processing, treatment and disposal of biomedical waste, in 
an environmentally appropriate manner, to reduce the gen-
eration of biomedical waste and its impact on environment 
thereof” (CPCB 2014, 2016). Over and above that National 
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Green Tribunal adjudicated that “Unscientific disposal of 
bio-medical waste had the potential of serious diseases such 
as Gastrointestinal infection, Respiratory infection, Eye 
infection, Genital infection, Skin infection, Anthrax, Menin-
gitis, AIDS, Hemorrhagic fevers, Septicemias, Viral Hepatitis 
type A, Viral Hepatitis type B and C, etc. Such unscientific 
disposal also causes environmental pollution leading to the 
unpleasant smell, growth and multiplication of vectors like 
insects, rodents, and worms, and may lead to the transmission 
of diseases like typhoid, cholera, hepatitis, and AIDS through 
injuries from syringes and needles contaminated with various 
communicable diseases” (CPCB 2014, 2016).

This paper aims to explore the impact, burden and pros-
pects of the current & future challenges with respect to the 
risk to human health due to environmental contamination 
with the healthcare waste generated as a result of and caused 
by the Covid-19 pandemic. Peer-reviewed literature with 
respect to healthcare waste generation during the pandemic, 
its burden, challenges, and management was searched on 
various databases like PubMed, Google Scholar, and Science 
Direct and reviewed for exploration. 

IMPACT AND BURDEN

As per WHO (2020a), out of the total healthcare waste gener-
ated globally, 85% is general non-hazardous waste, whereas 
the remaining 15% is considered hazardous which could be 
infectious, toxic, and radioactive (WHO 2020b). Though, 
in the present pandemic, some studies depict that the major 
chunk of the healthcare waste (75%) is general waste while 
the remaining 25% of the healthcare waste is hazardous 
infectious waste (Wang et al. 2020), which amounts to an 
increase in the hazardous category and is a serious concern 
in itself. Moreover, inadequate segregation of infectious and 
non-infectious healthcare waste, at the point of generation, 
could lead to a further increase in the quantum of infectious 
waste as a result of mixing of infectious healthcare waste 
with non-infectious waste. Therefore, in the wake of this 
ensuing pandemic, WHO emphasized ensuring good waste 
management practices, which will further help to prevent 
human to human transmission of Covid-19 (WHO 2020c).

Additionally, and obviously, due to the lockdown effect 
in view of the epidemic, recycling processes were also 
hampered (Zambrano-Monserrate et al. 2020). Studies are 
suggesting that discarded personal protective equipment 
(PPE) is problematic, as there is a considerable increase in 
healthcare waste with the use of these products. The PPE 
includes gloves, medical masks, goggles, or a face shield 
and gowns/coveralls for specific procedures. In addition, it 
includes respirators (N95 or FFP2 standard or equivalent) 
and aprons (WHO 2020d). But WHO cautioned that PPE 

is only one of the effective measures ‘within a package of 
administrative and engineering control’. Further WHO stip-
ulates that PPE should be used based on the risk of exposure 
and transmission dynamics of pathogen and the overuse of 
PPE may globally impact its supply chain. Another study 
forewarns that when millions of people using single-use 
masks or gloves, the amount of trash or biomedical waste 
generated would be substantial and the consequences there-
of, would be far-reaching. The environmental impact of it 
will not only affect human health but also, will invariably 
affect the natural habitat and health of other species in the 
environment (WHO 2020e).

In the current times of pandemic, hazardous medical 
waste, which is mostly constituted of plastic is posing a 
great threat to the earth’s ecosystem. Furthermore, the PPE 
which is mostly plastic and water-resistant material is often 
used for a single shift/day and gets discarded. This waste 
might often get disposed-off in landfills or oceans. The en-
vironmental impact of such waste would affect not only the 
health of the communities but also affect the natural habitat 
of other organisms & species. A large amount of single-use 
discarded masks were found floating at 100-meter at a beach 
stretch (Sadat et al. 2020). Over and above that, general 
waste such as linen used tissues, and paper waste may also 
get contaminated. As one of the studies has suggested that 
these viruses could be found active on the surfaces even up to 
72 hours (Ranjan et al. 2020). Irrevocably, the contaminated 
waste generated from laboratory facilities that are conducting 
diagnostic tests for Covid-19 patients, should be efficiently 
treated and stored within the laboratory till it is transported 
for final disposal (Maurya 2020). As a consequence, the 
problem of healthcare waste is actually compounding with 
an ever-increasing number of hospitals, nursing homes, and 
clinics (Hasaan et al. 2008), along with quarantine facilities/
laboratories in the present situation.

Presumably, the increase in the use of disposable ma-
terials has increased with the advancements in healthcare 
technology, which, has also led to enhancement of the 
problem (Sengodan 2014). But, in the present pandemic, the 
generation of biomedical waste has increased exponentially 
(Yu et al. 2020). The healthcare waste generation in Hubei 
province, increased by (+370%) with a high proportion of 
plastic during the pandemic Covid-19 (Klemes et al. 2020). 
Also, it was estimated that hospitals were producing six times 
more healthcare waste (Ranjan et al. 2020). Asian Devel-
opment Bank reported that many of the big Asian cities are 
producing tons of extra healthcare waste during the current 
pandemic, e.g., Manila 280 tons.day-1, Jakarta 212 tons.day-1, 
and Bangkok 210 tons.day-1 (ADB 2020). Approximately, 
550 tons of biomedical waste is generated in India on daily 



1897HEALTHCARE WASTE, PANDEMIC COVID-19: A CASE OF INDIA 

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

basis (Ranjan et al. 2020). Around 28% of BMWs are left 
untreated and discarded improperly (Ramteke & Sahu 2020). 
181 tons of Covid-19 related waste was generated on the 
daily basis in October 2020 according to Central Pollution 
Control Board (CPCB) (CPCB 2020a). It was estimated that 
there was 3.41 kg per day of biomedical waste generation by 
each Covid-19 patient which is double the biomedical waste 
generated in pre-covid times. Additionally, the proportion 
of yellow category biomedical waste was 50.4 percent out 
of total biomedical waste (Thind et al. 2021). According to 
CPCB (2020a), Delhi alone generated 11 tons of Covid-19 
related biomedical waste and 27 tons of non-covid related 
biomedical waste each day. “Quantity of household medical 
waste may reach up to 0.1% of the total mixed municipal 
solid waste stream” (Yordanova et al. 2014). The quantity 
of biomedical waste generated from households must have 
multiplied due to provisions like home quarantine, home 
isolation, and asymptomatic patients.

The healthcare waste generated finds its way to common 
biomedical waste treatment facilities or onsite treatment 
facilities for proper treatment and disposal. The patients suf-
fering from Covid-19 are not restricted to hospitals only. A lot 
of people with mild symptoms around the globe are receiving 
home treatment, in addition to people in quarantine and isola-
tion centers. Therefore, a lot of pathogen-contaminated waste 
is generated by the people quarantined in households. This 
pathogen-contaminated waste may probably contaminate the 
general waste and the waste collectors, if not segregated or 
handled appropriately. The WHO reports that till now there 
is no evidence of catching the coronavirus infection while 
handling the healthcare waste (WHO 2020). However, newer 
and newer studies are generating fresh evidence. Therefore, 
in the absence of evidence or till the evidence is generated, 
it is the stakeholder’s responsibility to mitigate the risk of 
pandemic Covid-19, to the environment and human health. 

Importantly, specified people are vulnerable to the risk 
posed by excessive healthcare waste, including waste collec-
tors, cleaners, support staff, and health personnel (Sadat et al. 
2020). The magnitude of occupational exposure to municipal 
and hospital waste collection workers has been the subject of 
many studies in the light of increased public concern about 
environmental and workers’ health issues (Ferreira et al. 
1999). The cleaning and maintenance services attendant may 
get contaminated via skin puncture, splash, infected surfaces, 
and additionally while cleaning and handling fecal material 
of the infected patient. Also, a person may get contaminat-
ed while handling the waste generated during patient care 
(CPCB 2020b). The WHO, in its interim guidelines on Water 
Sanitation and Hygiene (WASH) (WHO 2020), has categor-
ically mentioned that the volume of infectious waste during 

the Covid-19 pandemic is expected to increase, especially 
through the use of PPE. Therefore, WHO emphasized the 
importance of enhancing the capacity of appropriate disposal 
of such infectious waste (WHO 2020).

Universal masking is becoming a norm in different parts 
of the world. Universal masking in health facilities is defined 
as “the requirement to wear a mask by all health workers and 
anyone entering the facility, no matter what activities are 
undertaken” (WHO 2020). However, wearing face masks in 
some Asian countries like Hong Kong, Japan, Taiwan, and 
South Korea is very common, partly because of air pollution 
and partly because of response to past outbreaks such as 
SARS and MERS outbreaks (Greenhalgh et al.2020). In East 
Asian countries face masks are even mandated by the gov-
ernments (Javid et al. 2020). After social distancing (though 
physical distancing is apt), which is considered to be the 
most effective means of controlling the spread of the virus, 
the use of face masks is a popular non-pharmaceutical choice 
in the communities (Aggarwal et al. 2020). In addition to the 
discussion of whether masks should be used or not, WHO 
also stipulates that “for any type of mask, appropriate use 
and disposal are essential to ensure that they are as effective 
as possible and to avoid any increase in transmission” (WHO 
2020). Additionally, the veterinary health facilities generate a 
considerable amount of biomedical waste which is similar in 
nature and quantum to biomedical waste generated by health 
facilities for humans. Therefore, the establishment of a joint 
surveillance system with a “one health approach” can have 
far-reaching benefits in current times.

Furthermore, the demand and supply cycles along with 
logistics/supply chain are severely impacted during the pe-
riod of lockdown. According to WHO, the demand for the 
plastic product (PPE, Gloves, Masks, and Syringes, etc.), 
used as prevention, to protect the general public, health 
workers and patients, have arisen sharply. Additionally, 
due to the restricted movements driven scenario, the on-
line delivery services demand increased, which has led to 
the increase in the use of plastic as a packaging material 
(Klemes et al. 2020). Even earlier, the management of plastic 
waste was a grave environmental issue. While now with the 
present pandemic, the possibility of pathogen-contaminated 
plastic has increased manifold, which ought to be treated as 
infectious hazardous waste and therefore, the quantum of 
waste generation in this pandemic has reached never before 
proportions, presumably.

Wastewater

It is of great significance to reduce the risk to the environment 
and public health through proper management of healthcare 
wastewater in times of the current pandemic. While dissem-
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inating guidelines for managing the Covid-19 biomedical 
waste generated from healthcare facilities/home care/isola-
tion wards, CPCB has not done any significant revision in 
the guidelines for the treatment of wastewater discharged 
from such facilities. A large quantum of patients are asymp-
tomatic and receiving care in the form of home care or home 
quarantine. While citing information provided by the Center 
for Disease Control (CDC) of USA, CPCB mentioned that 
‘the risk of coronavirus causing Covid-19 through sewage 
wastewater appears to be low’ and therefore did not make any 
significant change in the guidelines for managing Covid-19 
infected wastewater. But, the contact of hospital effluents 
with the aquatic ecosystem poses serious long-term threats 
to aquatic life (Syed et al. 2012).

There are studies that indicate that SARS-CoV-2 may 
infect the drainage systems as it is found active in hospital 
wastewater. Coronavirus has been found in the sewage sludge 
of an infected area (Ranjan et al. 2020). Also, SARS-CoV-2 
has been cultured in a single stool sample (Wang et al. 2020). 
In quarantine or isolation centers including the home where 
suspected or confirmed cases are kept, fecal material should 
be considered as a biohazard and treated accordingly (WHO 
2020). Presence of coronaviruses in the sewage system and 
stool samples may indicate the possibility of fecal-oral trans-
mission of the virus. Therefore, such frameworks (fecal-oral 
transmission) are also being proposed for further research 
(Heller et al. 2012). If such a hypothesis is confirmed, other 
far-reaching dynamics will unfold which will impact pan-
demic and control strategies (Heller et al 2020). Therefore, it 
necessitates the careful disinfection, treatment, and disposal 
of healthcare wastewater.  

Apart from the safe treatment and disposal, wastewater 
from healthcare facilities and communities could be analyzed 
for the presence of coronavirus in the wastewater or sewage 
sludge. Due to resource constraints, it is nearly impossible 
to do clinical testing of all the individuals. Also, stool sam-
ples for coronavirus may test positive even after the naso-
pharyngeal swab sample test negative. Additionally, studies 
have suggested that coronavirus may show more waves of 
the epidemic (Sundararaman 2020). In such scenarios of 
emergence and re-emergence of coronavirus, wastewater 
monitoring could be a viable option to assess the state of 
infection in a community (Kumar 2020).

TREATMENT

A study conducted by Singh and Prakash (2007) in India, 
revealed that the proportion of bio-medical waste in total 
general waste generated was comparatively high ranging 
from 12.5% to 69.3%, which indicates inappropriate waste 
handling processes followed at the point of generation (Syed 

et al. 2012). Strangely, out of 2.7 lac identified health facili-
ties, only 1.1 lac health facilities are authorized under BMW 
management rules 2016 so far. Therefore, State Pollution 
Control Boards/ Pollution Control Committees will have to 
make serious efforts to identify and appropriately manage 
this lacuna (CPCB 2020c). According to CPCB, a total of 198 
Common Biomedical Waste Treatment Facilities (CBWTF) 
are operating in the country. Few states like Goa and Sikkim 
are devoid of any CBWTF. According to CPCB’s annual 
report of 2018 (CPCB 2018), a total of 2,60,889 healthcare 
facilities are estimated to generate 608 MT biomedical waste 
per day, out of which only 528 MT is treated and disposed 
of through common biomedical waste treatment facilities. 
According to the National Green Tribunal, available capacity 
of incineration is 840 MT per day and only 55 percent of 
cumulative incinerator capacity is being utilized.

The present available biomedical waste treatment fa-
cilities were designed and made operational for the quanta 
of waste generated in pre-Covid-19 conditions and are not 
geared up for conditions like the present pandemic, where 
there is a sudden and rapid increase in the quantities of 
healthcare waste. The healthcare waste generation in Wuhan, 
increased from 40 tons.day-1 to 240 tons.day-1, during the 
peak of the pandemic. However, the available maximum 
incineration capacity for biomedical waste in Wuhan was 49 
tons.day-1. Therefore, healthcare waste generation exceeded 
far more than the handling capacity of treatment facilities. 
In such conditions, the life cycle approach could provide 
guidance for the identification and use of the most suitable 
alternative for the environment (Klemes et al. 2020). The 
concepts like plastic footprints and plastic waste footprints 
are introduced as a measure of the burden of plastic on the 
environment (Klemes et al. 2020). It is becoming very cru-
cial for the governments to find a solution soon enough for 
the disposal of this increased healthcare waste as treatment 
facilities are limited with further limited capacities (Sadat 
et al. 2020).

POLICIES

The management of healthcare waste received little attention 
in South East Asian countries until the last millennium. With 
the outbreak of SARS in 2002, many countries reviewed their 
healthcare waste management system, which was further 
catalyzed by the Avian flu (H5N1) outbreak (Kuhling & Pie-
per 2012). International agencies like WHO, CDC of USA, 
and Public Health of England have come up with additional 
guidelines for biomedical waste management generated 
during the current pandemic. Preventively, enough guide-
lines around the globe have advocated for the use of PPE/
single-use masks, and scientific management and disposal of 
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these used items, which can minimize the unforeseen impacts 
on human health and the environment (Klemes et al. 2020).

The Bio-medical waste management & handling rules 
2016, under Environment Protection Act 1986 stipulates 
that “it is the responsibility of every hospital, clinic, nursing 
home, dispensary, veterinary institutions, animal house, and 
pathological laboratories & blood banks to ensure that such 
waste is handled without any adverse effect to human health 
and environment” (CPCB 2017). Further, BMW rules also 
stipulate that it is the responsibility of the occupier to ensure 
that generated biomedical waste is treated and disposed of 
within 48 hours (CPCB 2020d). CPCB is the implementing 
agency for the implementation of BMWM rules in India. 
CPCB in India has issued guidelines for handling, treatment, 
and disposal of waste generated during treatment/diagnosis/
quarantine of Covid-19 patients, in addition to the existing 
Biomedical Waste Management guidelines (BMWM & Han-
dling Rules 2016) keeping in mind the current challenges 
posed by the pandemic. It has prescribed responsibilities of 
different stakeholders such as Health facilities, Common Bio-
medical waste treatment facilities, Urban Local Bodies, State 
Pollution Control Boards/Pollution Control Committees, 
Quarantine Camps/homes, and isolation facilities for proper 
handling & management of healthcare waste generated from 
healthcare activities (CPCB 2020e).

Some of the notable additions to existing BMW manage-
ment rules 2016 concerning Covid-19 are;

	 a.	 Healthcare facilities having isolation wards need to keep 
color-coded bins labeled as “Covid-19 Waste” with a 
foot-operated lid and a double layer bag (2 bags) that 
should be used for the collection of waste.

	 b.	 Bins having Covid-19 waste could be directly lifted 
from isolation wards to Common Biomedical Waste 
Treatment Facilities (CBWTF).

	 c.	 A separate record of Covid-19 waste is to be maintained 
on daily basis.

	 d.	 Dedicated trolleys and collection bins should be used in 
isolation wards and these vehicles should be sanitized 
with 1 percent Sodium Hypochlorite solution after each 
trip.

	 e.	 Opening of any Covid care facility or sample collec-
tion laboratories must be reported to SPCB/PCC and 
CBMTF. Also, these facilities need to get registered on 
the mobile application “COVID19BMW” and update 
the daily generation of BMW.

	 f.	 Feces from Covid-19 confirmed cases must be treated 
as biomedical waste and must be handled accordingly.

	 g.	 Used PPE such as goggles, face shield, splash-proof 

apron, plastic coverall, hazmat suit, nitrile gloves should 
be collected into red bags. Used masks, semi-plastic 
coveralls, shoe-cover, and disposable gowns should 
be collected into yellow bags. Also, used disposable 
items, leftover food, plate, glass, masks, and tissues of 
Covid-19 patients must be collected in yellow bins.

	 h.	 Urban local bodies need to provide yellow-colored bags 
to collect infected waste from isolation wards/homes/
quarantine camps.

	 i.	 The person taking care of home care/isolation wards/
quarantine camps must hand over biomedical waste 
collected in yellow bags to CBMWTF or ULBs.

	 j.	 Used masks of persons not infected by Covid-19 must 
be kept for 72 hours in a paper bag and are advisable to 
cut the mask before final disposal. Used masks or PPEs 
by infected or asymptomatic patients along with other 
infected waste generated during home care or home 
quarantine should be collected in different yellow bags 
and bins.

	 k.	 To minimize the waste, non-disposable items must be 
used and dry & wet solid waste bags must be handed 
over to ULB’s collector on daily basis.

	 l.	 BMWM in remote and rural areas devoid of any CBM-
WTF must be done through deep burial pits. In case of 
an increase in the quantity of biomedical waste beyond 
the capacity of existing treatment facilities, industrial 
incinerators may be used to dispose of the Covid-19 
related biomedical waste safely.

Further, the person dealing with soiled clothes, beddings, 
and towels of Covid-19 patients should wear appropriate PPE 
before touching it which includes gloves, goggles, or face 
shield for eye protection, long-sleeved fluid-resistant gown, 
or an apron with boots or closed shoes. Hand hygiene must 
be maintained after the removal of these items. MoEFCC in 
Biomedical waste management rules stipulates that biomed-
ical waste generated from households shall be segregated as 
per these rules in separate bags and shall be handed over to 
waste collectors. Urban Local Bodies shall have a tie-up with 
CBMWTF for the safe disposal of such waste in a prescribed 
manner. However, with the fast spread of coronavirus dis-
ease, challenges are getting intense with the safe disposal of 
biomedical waste management (CPCB 2020f). 

CHALLENGES

Challenges in Urban Areas

Most of the secondary and tertiary level healthcare facilities 
in India are located in urban areas which include Community 
Health Centers (CHCs), District Hospitals, Medical Colleges, 
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and Private health facilities. These facilities contribute to the 
generation of a major chunk of biomedical waste. In addi-
tion, a large chunk of the healthcare services is provided by 
informal healthcare workers both in urban and rural areas. 
These providers are not a direct part of the health services 
system in India. However, they are present in huge numbers 
and generate a large amount of biomedical waste in various 
forms. These health providers or facilities are not authorized 
or recognized by the health service system or with pollution 
control authorities. Therefore, biomedical waste generated by 
them is not treated or disposed of in a scientific manner. The 
facility for biomedical waste disposal and treatment through 
CBMWTF is located in urban areas or near the urban areas 
and is invariably shared between two or three districts. But 
notably, these facilities are designed for limited capacities 
and operations in a steady-state manner. With the addition 
of newer and temporary health facilities, quarantine camps, 
and isolation centers, these disposal facilities would defi-
nitely be under pressure. Enormous human, material, and 
infrastructural resources would be required for the safe and 
scientific disposal of biomedical waste as per the guidelines 
mentioned above for its disposal. 

Challenges in Rural Areas

The majority of the Indian population still lives in rural 
areas. The requisite infrastructure of waste management 
viz. segregation, storage, collection, treatment, and disposal 
is lacking in rural areas. Informal health providers in rural 
areas also generate some quantity of biomedical waste in the 
form of needles, syringes, pathological and pharmaceutical 
waste. While, the quantity of biomedical waste from primary 
level facilities is low, but explicit guidelines are required for 
environmentally appropriate waste disposal. In rural areas, 
home isolation, or home care scenarios, persons dealing with 
Covid-19 suspected, asymptomatic, or confirmed patients 
are at risk of contracting coronavirus infection. A lot of 
infected generals and biomedical waste will be generated 
during such care. This waste would be treated as domestic 
hazardous waste and must be treated according to BMWM 
rules (CPCB 2017).

Recent guidelines or revisions to BMWM rules have 
established provisions for urban areas by defining the re-
sponsibilities of ULBs, while rural areas have been left out. 
The majority of the Indian population resides in villages; a 
lot of hazardous biomedical waste would be generated in 
rural areas in such situations. Who will be responsible for 
the dissemination of the information regarding yellow bin 
category waste? Who will provide yellow bags and who will 
guide villagers about standards of deep burial pit? Inadequate 
and improper biomedical waste and infected general waste 
management may catalyze the spread of infection. 

FUTURE OUTLOOK

The WHO in its interim guidelines on WASH recommend-
ed that additional waste treatment capacity may need to 
be created, keeping in mind the increased use of disposal 
items like PPE during the Covid-19 pandemic. Preferable 
methods should include alternative treatment technologies 
such as autoclaving or high-temperature burn incinerators. 
Also, their sustained operation needs to be ensured (WHO 
2020). The need is to develop waste management systems 
that incorporate a clean, green way of disposal.

Current disaster management systems are focused 
narrowly on natural calamities like earthquakes, tsunamis 
and flood, etc. Explicit decision-making tools are needed 
to be focused on waste management planning for special 
conditions like pandemic Covid-19 (Klemes et al. 2020). 
A detailed planning for bio-disaster response needs to be 
included in disaster management policy, though a chapter is 
added in draft National Disaster plan.

The experiences of Wuhan in management of excessive 
healthcare waste with application of reverse logistical mod-
els could be a potential solution. These models are focused 
on reverse flow in a supply chain. The ultimate aim is to 
maximize the value recovery from end of use & end of life 
products through reuse, remanufacturing, recycling and en-
ergy recovery. Such models could provide quantitative and 
managerial support for effective management of biomedical 
waste (Yu et al. 2020). Furthermore, establishment of tem-
porary waste transit centers and temporary waste treatment 
centers for treatment of excessive biomedical waste from 
temporary health facilities could be a viable option. Treated 
waste then could be sent to final waste disposal centers. 
However, selection of appropriate location in such scenarios 
would be the most important step of the whole process (Yu 
et al. 2020). The focus of such measures is to balance the 
trade-off between environmental risk related to management 
of medical waste and economic performance. 

Under solid waste management rules 2016, it is necessary 
to have a district environment plan to be operated by district 
committee (as a part of part of District Planning Committee 
under Article 243 ZD). In the current times of pandemic such 
plan may be extended to block and village levels to effectively 
monitor and guide biomedical waste disposal practices at 
these echelons. NGT (2020) has flagged the issues pertain-
ing to household generation and management of biomedical 
waste. It highlighted that there is a need for further revisions 
in these guidelines to cover all the aspects and incorporate not 
merely institutions, but also households and dealing with the 
situations where facilities like incinerators are not available. 
Any unmindful deep burial without adequate safeguard can 
adversely affect the ground water and pose danger to health 
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and safety of people (CPCB 2016). In techno-economic 
assessments of disaster responses, social factors need to find 
their space. The impacts on societies must be the concern 
and disaster responses should be designed accordingly. For 
the society at large, waste prevention/reduction should be at 
highest priority in all the policies, especially in healthcare 
waste management policies. 

KEY MESSAGE

The current outbreak of the Covid-19 pandemic has led to a 
substantial increase in Biomedical waste (BMW) generation. 
Context-specific policy guided BMW management is critical 
for effective control of Covid-19 pandemic in urban & rural 
areas of India.
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ABSTRACT

An investigation into the pollution of stormwater runoff from automobile workshops in Nigeria was 
performed.  Also, multivariate regression was used to predict the pH, oil, and grease (O&G) as well 
as the electrical conductivity (EC) in relation to the characteristics of the solids and metals pollutants 
of the untreated automobile workshop stormwater. The results indicated that automobile workshops 
contributed notable amounts of pollutants to stormwater runoff.  Results were compared with Nigerian 
and USEPA standards. It was found that most of the parameters had mean value ranges far greater than 
standard limits. The multivariate regression showed variations in the results obtained from different 
automobile workshops. These variations could be due to the influence of factors such as the volume of 
automobile servicing activities and the waste generated from these activities that flow in the stormwater 
runoff. However, the bulk of the EC and pH of the stormwater were associated with the concentrations 
of the total dissolved solids and copper while the bulk of the O&G concentration was associated with 
the concentrations of lead and cadmium. It is recommended to treat automobile workshop stormwater to 
prevent detrimental effects in aquatic systems. Future research is aimed at modeling such treatment using 
multivariate regression techniques is warranted. 

INTRODUCTION 

Economic activities in Nigerian urbanized areas have been 
identified as non-point sources of pollution in natural water 
bodies (Ohwo & Abotutu 2015). Automobile workshops are 
included in such activities and generate, inter alia, debris, 
waste, oils, and greases that are conveyed, untreated, via 
stormwater drainage systems to natural water bodies. This 
contributes to the high degree of surface water pollution 
(Chukwu 2017). This stormwater runoff pollution source 
has received little attention to date.

Because the types and magnitudes of pollutants produced 
by automobile workshops are unpredictable, it is difficult to 
predict the quality of runoff water from these workshops. 
Automobile workshops and the pollution they generate are 
distinct from typical diffuse urban pollutant sources due to 
the activities of the host, requiring a case-specific approach. 
Additionally, automobile workshops are typically spatially 
dispersed in the study towns making a centralized treatment 
system impractical; and funding opportunities for stormwater 
quality improvement applications in these cases are limited.

Dealing with polluted stormwater runoff and imple-
menting adequate treatment measures, necessitates novel 
approaches influenced by the nature of the pollutants, their 
sources (automotive workshops), and the lack of funds for 

water quality improvement in developing countries. Due to 
difficulties in dealing with the problem, stormwater runoff is a 
major source of pollutant mass flows to rivers, which poses 
a risk to the health of human beings, plants, and animals 
(Gaffield et al. 2003).

In metropolitan regions, the mechanic village option is 
characterized by higher levels of pollution. (Nwachukwu 
et al. 2014). Adewoyin et al. (2013) studied the impacts of 
auto-mechanic workshops on soil and groundwater in Ibadan, 
Nigeria. The study revealed the presence of Cadmium, Lead, 
and Iron in high concentrations. Additionally, water quality 
analyses showed high values of oil and grease concentration. 
Demie (2015) studied the level of contamination by metals 
on soils in some selected auto-mechanical workshops in 
Shashemane, Ethiopia with the aim of comparing results 
with existing standards and to determine the effects on human 
beings and surroundings. The results showed that the overall 
contamination of soils within the selected study areas was 
very high for Lead, Nickel, Cadmium, and Cobalt. The need 
for remedial action to reclaim these areas was emphasized. 
Similarly, Abidemi (2011), collected soil samples from au-
to-repair workshops in Osun State, Nigeria to determine the 
levels of Cobalt, Iron, Lead, and Cadmium on the soil of the 
auto-repair workshop. The results revealed that the soils in 
the auto repair workshops were heavily polluted with Iron and 

   2021pp. 1903-1913  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016)

No. 5 
(Suppl)

		  Nature Environment and Pollution Technology
	 	 An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 18-02-2021
Revised:    25-04-2021
Accepted: 03-05-2021

Key Words:
Automobile workshop 
Electrical conductivity 
Heavy metals
Multivariate regression
Stormwater runoff

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i05.006



1904 C.O. Ataguba and I. C. Brink

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

Lead. The study recommended the use of Phytoremediation 
to remove these metals from the soil. It is therefore apparent 
that automobile workshops and maintenance centers in de-
veloping countries, besides being haphazardly placed, lack 
waste management and stormwater treatment facilities cul-
minating in environmental pollution (Udebuani et al. 2011).

Documented studies, therefore, show automobile 
workshops to be a significant source of pollutants metals, 
oil, and grease. These pollutants are washed off via surface 
water runoff during rain events and discharged into natural 
water bodies. This can cause significant harm to the natural 
environment and pollute human water sources. However, 
limited literature is available on the profile of pollutants from 
stormwater runoff from automobile workshops in Nigeria.

Multivariate linear regression is a statistical technique 
that attempts to predict the relationship/association between 
two or more explanatory (predictor) variables and response 
(criterion) variables by fitting a linear equation to observed 
data (Alexopoulos 2010). Literature has reported the wide ap-
plication of multivariate statistical techniques in water quality 
assessment, treatment, and modeling ranging from surface 
water to groundwater (Arora & Reddy 2013, Charulatha et 
al. 2017, Kazi et al. 2009, Saleem et al. 2012, Zhao & Cui 
2009, Liu et al. 2018). Charulatha et al. (2017) reported the 
usefulness of multivariate statistical techniques for linear cor-
relations where multiple variables of groundwater pH, TDS, 
nitrate, sodium, chloride, silicate, and fluoride were used as 
predictor variables to obtain the criterion variable nitrite ion 
in a linear regression model. Multivariate regression models 

predicted the electrical conductivity of surface water very 
well at a 5% significance level from a study carried out by 
Saleem et al. (2012). 

The aims of this study were: (1) to characterize the 
untreated stormwater runoff from selected automobile 
workshops in Nigeria to identify the concentration/profile 
of selected pollutants and (2) to use the multivariate linear 
regression to predict the pH, oil, and grease as well as the 
electrical conductivity in relation to the characteristics of 
the solids and metals pollutants of the untreated automobile 
workshop stormwater samples.

MATERIALS AND METHODS

Data were obtained from the towns of Idah and Lokoja, 
both in the Guinea Savanna of North Central Nigeria. Idah is 
located at 7°05’0” N, 6°45’0” E with a total land area of 36 
km2 while Lokoja is located at 7°48’32” N, 6°44’15” E with 
a total land area of 64 km2. The average annual rainfall in 
the Guinea Savanna is between 1000 and 1200 mm (Salami 
et al. 2015, Adeoye 2012). Idah is located at the bank of 
River Niger and Lokoja is located at the confluence of Rivers 
Niger and Benue in Nigeria. Three (3) automobile workshops 
were selected for research from Idah and two (2) automobile 
workshops from Lokoja as given in Table 1. Fig. 1 shows the 
locations of the study towns from Google Map.

Site inspection revealed that the automobile workshops 
lacked formal stormwater conveyance systems. The char-
acteristic stormwater runoff was sheet flow. Stormwater 

4 
 

 
Fig. 1: Satellite imagery of the study areas (Source: Google Map 2021). 

 

Site inspection revealed that the automobile workshops lacked formal stormwater conveyance 

systems. The characteristic stormwater runoff was sheet flow. Stormwater catch-pits were constructed 

at low points on the workshop premises for the collection of runoff samples. The methodology described 

in e et al. (2018) was adopted for the collection of the stormwater runoff samples. Sampling involved 

the collection of stormwater runoff samples from each automobile workshop and water quality tests 

carried out on weekly basis for a period of nine weeks during the rainy season. Samples were collected 

in clean laboratory sampling bottles of one and half (1.5 L) Liters capacity for laboratory water quality 

testing. The following water quality parameters were tested: pH, Conductivity, Turbidity, Oil and 

Grease, Dissolved Oxygen, Total Dissolved Solids, Total Solids, Total Suspended Solids, Cadmium, 

Copper, Lead and Iron. Tests were carried out in accordance with APHA (2017)   Method 1664B (USEPA 

2010). Testing apparatus used: ICE 3000 Series AA spectrometer. All water quality analyses were performed 

by the Water Quality Control Laboratory at the National Geosciences Research Laboratories in Kaduna, 

Nigeria. The profile of the pollutants has been shown in Figs. 2-13. The results obtained from the 

characterization were used for the multivariate regression analyses.  

 

In carrying out the multivariate regression analyses, three different pollutants concentrations namely: 

pH, electrical conductivity as well as oil & grease were selected as dependent variables while the solids 

and heavy metals (total dissolved solids, total suspended solids, cadmium, copper, lead, and iron) were 

used as the independent variables. The mathematical and statistical computations in this work were 

carried out using Microsoft Excel at 5% significance as described in Charulatha et al. (2017). The 

Fig. 1: Satellite imagery of the study areas (Source: Google Map 2021).



1905CHARACTERIZATION AND ASSESSMENT OF STORMWATER RUNOFF QUALITY

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

catch-pits were constructed at low points on the workshop 
premises for the collection of runoff samples. The meth-
odology described in Lowe et al. (2018) was adopted for 
the collection of the stormwater runoff samples. Sampling 
involved the collection of stormwater runoff samples from 
each automobile workshop and water quality tests carried 
out on weekly basis for a period of nine weeks during the 
rainy season. Samples were collected in clean laboratory 
sampling bottles of one and half (1.5 L) Liters capacity for 
laboratory water quality testing. The following water quality 
parameters were tested for pH, Conductivity, Turbidity, Oil 
and Grease, Dissolved Oxygen, Total Dissolved Solids, Total 
Solids, Total Suspended Solids, Cadmium, Copper, Lead and 
Iron. Tests were carried out in accordance with APHA (2017)   
Method 1664B (USEPA 2010). Testing apparatus used: ICE 
3000 Series AA spectrometer. All water quality analyses were 
performed by the Water Quality Control Laboratory at the 
National Geosciences Research Laboratories in Kaduna, 
Nigeria. The profile of the pollutants has been shown in Figs. 
2-13. The results obtained from the characterization were 
used for the multivariate regression analyses. 

In carrying out the multivariate regression analyses, 
three different pollutants concentrations namely: pH, elec-
trical conductivity as well as oil & grease were selected as 
dependent variables while the solids and heavy metals (total 
dissolved solids, total suspended solids, cadmium, copper, 
lead, and iron) were used as the independent variables. The 
mathematical and statistical computations in this work were 
carried out using Microsoft Excel at 5% significance as de-
scribed in Charulatha et al. (2017). The association between 
the dependent and independent variables was determined. 
The equation for the multivariate regression as adopted from 
Charulatha et al. 2017 is described in equation 1:
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Where 

Tx = Contribution of the pollutant in question to the total 
variation in the measured independent variable concentration

R2(i) = coefficient of determination of the pollutant 
concentration under consideration

MR2 = Multivariate coefficient of determination for all 
the pollutants concentration considered for each (automobile) 
workshop

The estimated multivariate regression equations relating 
EC, pH, and O&G with the studied pollutants of the solids 
and metals were derived for all 5 workshops by the authors. 
The details of the equations could not be included in this 
article because of limited space. However, interested readers 
can contact the corresponding author for further details.

RESULTS AND DISCUSSION

Automobile Workshop Stormwater Characterization

Water quality analysis results are presented in Figs. 2 to 13. 
The Nigerian Standards (NESREA 2011) and USEPA Stand-
ard (USEPA 1986, 1988) are also indicated. In this research, 
the authors have used the upper limits of the standards which 
serve as the threshold for a disposal to surface water, to com-
pare with the tested parameters as depicted by the red and 
black dotted lines in Figs. 2- 13. pH values in all cases were 
highly alkaline (Fig. 2). It ranged from 11.36 (Workshop 03) 
to 13.95 (Workshop 02). pH values were in all cases higher 
than the Nigerian and USEPA effluent discharge standards of 
6.5 – 8.5 (NESREA 2011, USEPA 1986). A possible cause 
of high pH may be waste incineration in the workshops. 
These values indicate that runoff from automobile workshops 
could be harmful to aquatic ecosystems. For example, fish 
species typically do not survive in water with a pH above 
10 (Cole et al. 1999). 

Table 1: Automobile Workshops.

Label Location Approximate Area (m2)

Workshop 01 Idah 1 600

Workshop 02 Idah 1 800

Workshop 03 Idah 1600

Workshop 04 Lokoja 3 600

Workshop 05 Lokoja 2 400
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Electrical Conductivity (EC) ranged from 1078.76 
µS.cm-1 (Workshop 02) to 4380.5 µS.cm-1 (Workshop 04) 
(Fig. 3). Workshops 01-03 (Idah) had notably lower val-
ues than Workshops 04-05 (Lokoja). However, all values 
obtained were higher than both the Nigerian and USEPA 
approved standards range of 200-1000 µS.cm-1 (NESREA 
2011, USEPA 1986). Reasons for differences in the values 
for different locations could not be determined. Discharging 
water with very high conductivity into surface water has been 
reported as harmful to aquatic animals (et al. 2017).

Turbidity ranged from 302 NTU (Workshop 04 and 05) 
to 444 NTU (Workshop 02) as shown in Fig. 4. Workshops 

01-03 (Idah) typically had higher turbidities than Workshops 04-05 
(Lokoja). All values obtained were notably higher than the 
Nigerian approved standard of 70 NTU and USEPA approved 
standard of 50 NTU (NESREA 2011, USEPA 1986). It is 
posited that bare earth platforms used in Workshops 01 – 03 
may have been the cause of differences in turbidity values 
between the different locations (Workshops 04 – 05 had 
concrete platforms). Stormwater discharge with high tur-
bidity is detrimental to aquatic ecosystems such as reducing 
the amount of light available for photosynthesis of aquatic 
plants which some aquatic animals consume and increasing 
the temperature of water (Boyd 2015) among other effects.
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Dissolved Oxygen (DO) ranged from 4.24 mg.L-1 (Workshop 01) to 8.7 mg.L-1 (also Workshop 01). The 
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5). The values were within acceptable Nigerian and USEPA approved standards of 6.0 mg.L-1 and 6.5 mg.L-

1minimum respectively (NESREA 2011; USEPA 1986) as values higher than the minimum standards are 

practically desired (USEPA 1988). Dissolved oxygen is important for respiration by aquatic species 

(Droste and Gehr 2019).  
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Dissolved Oxygen (DO) ranged from 4.24 mg.L-1 
(Workshop 01) to 8.7 mg.L-1 (also Workshop 01). The mean 
dissolved oxygen values obtained from Workshops 01-05 
ranged between 6.8 and 7.62 mg.L-1 (Fig. 5). The values were 
within acceptable Nigerian and USEPA approved standards 
of 6.0 mg.L-1 and 6.5 mg.L-1minimum respectively (NESREA 
2011, USEPA 1986) as values higher than the minimum 
standards are practically desired (USEPA 1988). Dissolved 
oxygen is important for respiration by aquatic species (Droste 
and Gehr 2019). 

Total dissolved solids concentrations (TDS) ranged from 
936 mg.L-1 (Workshop 02) to 3041 mg.L-1(Workshop 05) 
(Fig. 6). Mean values ranged between 832 and 2774 mg.L-1. 
Results varied between locations with TDS from Workshops 
01-03 (Idah) mostly close to or below the Nigerian limits of 
1000-2000 mg/L (NESREA 2011) and USEPA limits of 1000 
mg.L-1, and TDS from Workshops 04-05 (Lokoja) above 
USEPA limits in all cases and Nigerian limits in some cases. 
Similar trends were observed in the EC results as can be 
expected due to the capacity of the water sample to conduct 
electricity being principally dependent on the concentration 
of dissolved ions (Taylor et al. 2018). Specific reasons for 
differences in results from the different locations could not 
be determined. Discharging stormwater with elevated TDS 
into surface waters inhibits the growth and development of 
aquatic animals/organisms (Weber-Scannel & Duffy 2007).

Total suspended solids concentrations (TSS) ranged 
between 465 mg.L-1 (Workshop 04) and 2984 mg.L-1(also 
Workshop 04) (Fig. 7). Mean TSS ranged between 1588 and 
2504 mg.L-1. All values in all cases were higher than Nigeria’s 
discharge limit of 500 mg.L-1 and USEPA discharge limit of 

100 mg.L-1 (NESREA 2011, USEPA 1986). This result is un-
surprising and can be explained by the generation of particles 
through typical automobile workshop activities (grinding, 
welding, the addition of dirt brought on car tire surfaces, etc.).  
Discharging stormwater with a high concentration of TSS 
can affect water clarity with a host of subsequent detrimental 
effects on aquatic ecosystems (Boyd 2015). 

Total solids result from different waste materials gener-
ated in the automobile workshops and carried in the runoff 
stream as solids, liquids, or particles. This study recorded the 
highest total solids value of 6668 mg/L from Workshop 02. 
The lowest total solids value of 1336 mg.L-1 was obtained 
from Workshop 01. Mean TS ranged between 2577 and 
5278 mg.L-1(Fig. 8). The maximum TS concentrations were 
higher than the Nigerian maximum limit of 2500 mg.L-1 and 
USEPA maximum limit of 1100 mg.L-1 (NESREA 2011, 
USEPA 1986).

Oil and Grease ranged between 3.2 mg.L-1 (Workshop 
01) and 6.9 mg.L-1 (Workshop 02). The mean values are 
between 5.1 and 6.2 mg.L-1 (Fig. 9). The narrow range of 
mean concentrations is interesting and could indicate a 
typical concentration of this parameter to be expected from 
Automobile Workshops. This indicates that future research 
into this possibility is warranted. All concentrations were 
significantly higher than Nigeria and USEPA approved stand-
ard of 0.1 mg.L-1 (NESREA 2011, USEPA 1986). Vehicle 
servicing activities are indicated as the main contributor of 
oil and grease in stormwater runoff. Spillage of oil from 
the change of engine oil in these workshops was observed 
to be minimal as onsite used oil management involved the 
collection of used oils from the vehicle engines directly into 
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plastic gallons, which are stored and sold for some other 
uses such as preservatives, for wood seasoning, etc. Much 
of the oil spillage resulted from the cleaning of oil/grease 
parts with premium motor spirit (PMS). High oil and grease 
concentration in surface waters can cause damage to plants 
and animals in the aquatic ecosystem (Khwakarami 2016).

A range of metal particles is generated in Automobile 
Workshops. Scraps of vehicle parts, mechanic tools, au-
to-electrical parts/activities, wear from vehicle tires, etc. are 
major sources of metals that can easily be transported in any 
stormwater runoff from an automobile workshop.  A possible 
major source of Lead and Cadmium Automobile Workshops 
is car battery discharge. (Utang et al. 2013) Fuel in Nigeria 
(Premium Motor Spirit or PMS) is unleaded and is therefore 
not a probable source of Lead. Welding and bodywork activi-
ties as well as vehicle engine fixing are major sources of Iron 
Oxide particles (Abidemi 2011, Utang et al. 2013). Electrical 
activities, metal bushings, and metal-bearing wears are major 
sources of Copper and Iron (Mohammed & Naik 2011).

Metals concentrations as shown in Figs. 10-13 indicated a 
trend similar to the work of Prestes et al. (2006) in some cas-
es. The mean concentrations of Lead, Copper, and Cadmium 
in the stormwater runoff were in the order Pb>Cu>Cd for 
Workshops 01, 03, and 04. Minimum concentrations were, 
Method Detection Limit (MDL) of 0.005 mg.L-1 for Lead; 
0.00044 mg.L-1 for Cadmium (Workshop 03, Zhong et al. 
2016, Golbedaghi et al. 2012) and 0.01 mg.L-1 for Copper 
(Workshop 02). Maximum concentrations were 1.91 mg.L-1 
for Lead (Workshop 04), 0.062 mg.L-1 for Cadmium (Work-
shop 05) and 0.06 mg.L-1 for Copper (Workshops 03 and 05). 
The mean Copper and Cadmium concentrations from all 

Workshops ranged between 0.014-0.040 mg.L-1. These were 
higher than Nigerian and USEPA limits of 0.01 mg.L-1 and 
0.02 mg.L-1 for Copper and Cadmium respectively (NESREA 
2011, USEPA 1986). The mean Lead concentrations ranged 
between 0.30-1.33 mg.L-1. These were also higher than the 
Nigerian and USEPA limits of 0.1 mg.L-1(NESREA 2011, 
USEPA 1986).

For Iron, concentrations ranged between 25.4 mg.L-1 
(Workshop 03) and 43.6 mg.L-1 (Workshop 01).  Mean 
values ranged between 32.7-38.0 mg.L-1. The mean val-
ues obtained for the iron concentration were higher than 
Nigerian and USEPA limits of 0.5 mg.L-1 and 1 mg.L-1 
respectively (NESREA 2011, USEPA 1986). It is notable 
that the Iron concentrations were at least 30 times higher 
than the acceptable discharge limits (Fig. 13). Additionally, 
the narrow ranges in results indicate that further research 
into a typical runoff Iron concentration for Workshops is  
indicated.

Metals concentrations from different workshops were 
variable, with the exception of Iron.  Cadmium in runoff 
from Workshop 05 was notably high when compared to 
other workshops, possibly due to more auto-electrical and 
welding works activities. Copper concentrations in runoff 
from Workshop 03 were generally higher than that of other 
workshops, possibly due to auto-electrical works. Work-
shops 01, 04, and 05 had higher concentrations of Lead 
when compared with Workshops 02 and 03, possibly due 
to the high level of auto-electrical repair/servicing activities 
generating this pollutant there. As noted above, Iron con-
centrations were similar for all workshops, possibly due to 
the high level of activities generating this pollutant in all the 
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workshops. Metals pollution in surface runoff causes poison-
ing of aquatic life, human organs, and the nervous system  
(Shah 2017).

Multivariate Regression Analyses

The results of the multivariate regression analyses showing 
the multivariate coefficient of correlation (MR), multivariate 
coefficient of determination (MR2), and statistical F- values 
from the ANOVA test have been presented in Tables 2-4. 
These analyses have investigated the associations/relation-
ships of the EC, pH, and O&G concentrations with metals 
and solids concentrations in raw automobile workshop 
stormwater characteristics.

Electrical Conductivity (EC) vs the Solids and the 
Metals 

From Table 2, the untreated stormwater from workshops 
1-4 exhibited very strong R2 ranging from 0.949 to 0.992 
for electrical conductivity vs total dissolved solids with an 
average overall multivariate R2 = 0.998. Similarly, untreat-
ed stormwater from workshops 1-3 exhibited strong-very 
strong positive R2 ranging from 0.686-0.917 for electrical 
conductivity vs copper concentration. It was observed that 
an increase in the concentration of copper and total dissolved 
solids was positively associated with an increase in the elec-
trical conductivity of the untreated stormwater samples from 
workshops 01-05 as identified above. 
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Workshops 02 and 03 exhibited strong R2 (0.670 and 
0.766) for electrical conductivity vs lead concentration from 
untreated stormwater samples. Strong R2 values of 0.686, 
0.67, and 0.642 were obtained for EC vs Cu concentration, 
EC vs Pb concentration, and EC vs Fe concentration respec-
tively from untreated stormwater from workshop 03 while 
EC vs Cd from untreated stormwater from Workshop 02 
produced R2 = 0.606.

The relationships between EC and the other parameters 
produced a fairly strong R2 with 0.5 ≤ R2 ≤ 0.599: EC vs TSS 
from Workshops 03 and 04; EC vs Cd from Workshops 01 
and 03; as well as EC vs Pb from Workshop 05. Similarly, the 
relationships between EC and the other parameters produced 
weak R2 with 0.3 ≤ R2 ≤ 0.499: EC vs TSS from Workshop 
02; EC vs Cd from Workshops 04 and 05; EC vs Pb from 
Workshop 01; as well as EC vs Fe from Workshops 01, 02 
and 05. It was also observed that very week R2 values were 
obtained from the relationships between EC and other param-
eters with 0.001 ≤ R2 ≤ 0.299: EC vs TDS from Workshop 
05, EC vs TSS from Workshops 01 and 05, EC vs Fe from 
Workshop 04, EC vs Cu from Workshops 01 and 02 as well 
as EC vs Pb from workshop 04.   

From the overall analyses for the electrical conductivity 
of the untreated stormwater from Workshops, EC concen-
trations from Workshops 01-05 exhibited a very strong 

association/relationship with TDS, TSS, Cd, Cu, Pb, and Fe 
(R2 ranging from 0.991 to 0.999) with multiple correlation 
R = 0.995 to 0.999.

From Table 5, an EC prediction with a multivariate R2 
value of 0.999 in Workshop 01, which represented 99.9% 
variation in the measured EC, could be attributed to the com-
bined effect of TDS, TSS, Cd, Cu, Pb, and Fe concentrations 
in the following proportion 37.74%, 0.71%, 20.68%, 10.69%, 
16.0%, and 16.08% respectively as determined from equa-
tion 2. The same principle was applied to all the Workshops 
(Table 5) for the prediction of EC concentration in relation 
to the mentioned pollutants.

The association/relationship between EC and TDS with 
an average R2 of 0.802 is similar when compared with the 
research carried out by Noori et al. (2010). These researchers 
used the canonical correlation analysis and reported that the 
association between EC and TDS was dominantly very strong 
with R2 values of 0.993 and 0.822.

pH vs the Solids and the Metals

Considering the overall analyses for the pH of the untreated 
stormwater from the automobile workshops, pH concentra-
tion from workshop 03 exhibited a very strong association/
relationship with Fe (R2 = 0.909) with multiple correlation 
R = 0.830. Similarly, the pH concentration from workshops 

Table 2: R2 from multivariate regression analyses of electrical conductivity with respect to solids and metals pollutants.

Automobile Work-
shop

EC
vs
TDS

EC
vs
TSS

EC
vs
Cd

EC
vs
Cu

EC
vs
Pb

EC
vs
Fe

Remarks

01 0.956 0.019 0.553 0.286 0.428 0.43 MR = 0.999, MR2 = 0.999, F = 7671

02 0.949 0.319 0.606 0.294 0.766 0.433 MR = 0.999, MR2= 0.999, F = 10728

03 0.992 0.589 0.598 0.686 0.67 0.642 MR = 0.999, MR2= 0.997, F = 116

04 0.957 0.536 0.309 0.899 0.253 0.02 MR = 0.999, MR2= 0.997, F = 123.73

05 0.158 0.001 0.406 0.917 0.52 0.487 MR = 0.995, MR2= 0.991, F = 35.686

Table 3: R2 from multivariate regression analyses of pH with respect to solids and metals pollutants.

Automobile 
Workshop

pH
vs
TDS

pH
vs
TSS

pH
vs
Cd

pH
vs
Cu

pH
vs
Pb

pH
vs
Fe

Remarks

01 0.096 0.079 0.1 0.554 0.11 0.015 MR = 0.843, MR2= 0.711, F = 0.822

02 0.601 0.104 0.405 0.264 0.469 0.183 MR = 0.722, MR2= 0.522, F = 0.364

03 0.744 0.371 0.392 0.473 0.45 0.909 MR = 0.830, MR2= 0.689, F = 0.739

04 0.31 0.254 0.329 0.488 0.02 0.001 MR = 0.899, MR2= 0.808, F = 1.405

05 0.211 0.005 0.018 0.334 0.09 0.024 MR = 0.903, MR2= 0.815, F = 1.470
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02 and 03 exhibited strong association/relationship with TDS 
(R2 = 0.601 and 0.744 respectively). An increase in TDS and 
Fe concentrations resulted in an increase in the pH of the 
stormwater in the mentioned workshops. This implied that 
the alkalinity of the stormwater samples from workshops 
02 and 03 increased with the concentration of the TDS and 
Fe concentrations. The relationship between the pH of the 
untreated stormwater and the other pollutants as shown in 
Table 3 revealed that fairly strong, weak, and very weak 
associations exist. From Table 6, a pH prediction with a 
multivariate R2 value of 0.522 in automobile workshop 02, 
representing 52.2% variation in the measured pH, could also 
be attributed to the combined effect of TDS, TSS, Cd, Cu, Pb, 
and Fe concentrations in the following proportion 15.48%, 
2.68%, 10.43%, 6.80%, 12.08%, and 4.72% respectively 
as computed from equation 2. The same principle was also 
applied to all the automobile workshops (Table 6) for the 
prediction of pH concentration in relation to the mentioned 
pollutants. 

O&G vs the solids and the metals

The overall analyses for the O&G of the untreated stormwater 
from automobile workshops, (Table 4) have revealed that 
O&G concentration from automobile workshop 04 exhibited 
a very strong association/relationship with Pb (R2= 0.912) 
with multiple correlation R = 0.929. Table 4 also revealed 
that fairly strong, weak, and very weak relationships exist 

between the O&G concentration of untreated stormwater 
and the other pollutants. O&G prediction with a multivari-
ate R2 value of 0.695 in automobile workshop 05 shown in 
Table 7, represented 69.5% variation in the measured O&G 
concentration, could be attributed to the combined effect 
of TDS, TSS, Cd, Cu, Pb, and Fe concentrations in the fol-
lowing proportion: 0.20%, 7.60%, 18.55%, 12.44%, 9.03%, 
and 21.67% respectively as calculated from equation 2. The 
same procedure was also used for all the workshops (Table 
7) for the prediction of O&G concentration in relation to the 
pollutants mentioned above.

The results have also revealed a dominantly weak asso-
ciation/relationship between O&G and TSS with an average 
R2 of 0.113 from automobile workshops 1-5.

This study has shown that there is a strong association 
between the electrical conductivity of the automobile work-
shop stormwater and the total dissolved solids contained in 
the water sample. This trend was also reported in Saleem et 
al (2012) from a study where EC concentration exhibited a 
strong significant and positive relationship with Cl−, HCO3−, 
Mg2+ and TS with an R2 value of 0.804. This phenomenon 
could mean that bulk of the electrical conductivity of the 
stormwater is associated with the concentrations of the total 
dissolved solids and copper (mean values of 25% and 20.5% 
respectively) from Table 5. Similarly, from Table 6 the bulk 
of the pH of the stormwater is associated with the concen-
trations of copper and the total dissolved solids (mean values 

Table 4: R2 from multivariate regression analyses of O&G with respect to solids and metals pollutants.

Automobile 
Workshop

O&G 
vs 
TDS

O&G 
vs
TSS

O&G 
vs
Cd

O&G
vs
Cu

O&G
vs
Pb

O&G
vs
Fe

Remarks

01 0.096 0.185 0.469 0.028 0.438 0.501 MR = 0.980, MR2 = 0.960, F = 8.025

02 0.391 0.092 0.149 0.00009 0.481 0.215 MR = 0.984, MR2 = 0.967, F = 9.863

03 0.128 0.021 0.381 0.32 0.362 0.00004 MR = 0.983, MR2 = 0.966, F = 9.473

04 0.358 0.0004 0.041 0.216 0.912 0.046 MR = 0.929, MR2 = 0.863, F = 2.097

05 0.007 0.266 0.649 0.435 0.316 0.758 MR = 0.934, MR2 = 0.695, F = 0.759

Table 5: Proportion of R2(%) for EC relationship with each pollutant making up the overall multivariate R2 for each automobile workshop.

Automobile 
Workshop

EC
vs
TDS
(%)

EC
vs
TSS
(%)

EC
vs
Cd
(%)

EC
vs
Cu
(%)

EC
vs
Pb
(%)

EC
vs
Fe
(%)

Multivariate R2(%)

01 35.74 0.71 20.68 10.69 16.00 16.08 99.9

02 28.16 9.46 17.98 8.72 22.73 12.85 99.9

03 23.68 14.06 14.27 16.37 15.99 15.32 99.7

04 32.08 17.97 10.36 30.14 8.48 0.67 99.7

05 6.29 0.04 16.16 36.51 20.70 19.39 99.1
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of 25.2% and 16.2% respectively). However, the bulk of the 
O&G concentration (Table 7) of the automobile workshop 
stormwater is associated with the concentrations of lead and 
cadmium (mean values of 29.5% and 17.7% respectively).

CONCLUSION

Automobile workshop runoff was typically very alkaline 
(pH > 11) in all cases. EC was greater than 1000 µS/cm, 
Turbidity was greater than 300 NTU, TSS was greater than 
465 mg.L-1, and Oil and Grease were higher than 3.2 mg.L-1 
in all cases. All these values were greater than both the Ni-
gerian and USEPA discharge limits NESREA 2011; USEPA 
1986). TDS concentrations were close to or below discharge 
limits for workshops located in Idah, and above limits for 
Workshops located in Lokoja. Reasons for these differences 
could not be determined. Cadmium, Lead, Copper, and Iron 
had mean values greater than discharge limits in all cases. 
Iron concentrations were notably more than 30 times higher 
than discharge limits. 

Some parameters had narrow ranges despite being 
tested in different locations and even different towns. For 
example, the narrow range of mean Oil and Grease as well 
as Iron concentrations is interesting and could indicate a 
typical concentration of this parameter to be expected from 
Automobile Workshops. 

The multivariate analyses of the concentration of the pol-
lutants using regression analyses enabled the identification 
of contributions of these pollutants in the overall stormwater 
quality from the selected automobile workshops. The study 
has revealed that while the association/relationship between 
EC and TDS was dominantly the strongest, the association/
relationship between O&G and TSS was dominantly the 
weakest from all the automobile workshops. It is possible 
that the influence of certain factors such as the volume of 
automobile servicing activities as well as the waste generated 
from these activities that are carried in the stormwater runoff 
have affected variations in results obtained.

Automobile workshop runoff, therefore, has a great 
potential of harm to receiving aquatic ecosystems and even 
humans. It is therefore recommended that designs for onsite 
treatment of stormwater runoff from automobile workshops 
be implemented to reduce the concentration of pollutants 
before discharge into the receiving water. The need for 
future research into establishing typical runoff parameters 
or ranges for certain pollutants, to be used in future design, 
is warranted.
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Table 6: Proportion of R2(%) for pH relationship with each pollutant making up the overall multivariate R2 for each automobile workshop.

Automobile 
Workshop

pH
vs
TDS (%)

pH
vs
TSS
(%)

pH
vs
Cd
(%)

pH
vs
Cu
(%)

pH
vs
Pb
(%)

pH
vs
Fe
(%)

Multivariate R2(%)

01 7.15 5.89 7.45 41.29 8.20 1.12 71.1

02 15.48 2.68 10.43 6.80 12.08 4.72 52.2

03 15.35 7.66 8.09 9.76 9.29 18.76 68.9

04 17.87 14.64 18.96 28.12 1.15 0.06 80.8

05 25.21 0.60 2.15 39.91 10.76 2.87 81.5

Table 7: Proportion of R2(%) for O&G relationship with each pollutant making up the overall multivariate R2 for each automobile workshop.

Automobile 
Workshop

O&G
vs
TDS (%)

O&G
vs
TSS
(%)

O&G
vs
Cd
(%)

O&G
vs
Cu
(%)

O&G
vs
Pb
(%)

O&G
vs
Fe
(%)

Multivariate R2(%)

01 5.37 10.34 26.22 1.57 24.49 28.01 96.00

02 28.47 6.70 10.85 0.01 35.02 15.66 96.71

03 10.20 1.67 30.37 25.50 28.85 0.00 96.60

04 19.64 0.02 2.25 11.85 50.04 2.52 86.32

05 0.20 7.60 18.55 12.44 9.03 21.67 69.50
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ABSTRACT

Low-density plastic bags waste disposal is a big issue in the current scenario which gives rise to 
grave threats to human beings and environmental health also. Amid the various approaches applied 
for dealing with the problem, photocatalytic biodegradation in visible light irradiation is an advanced 
prospect that has received attention nowadays. The present review paper is to provide an outline of 
the current progress on the synthesis of titania (TiO2) thin-film photocatalysts for solid waste removal.  
The Photocatalysis method contains the photoinduced redox reactions in the photocatalyst which 
facilitates the degrading of almost organic compounds like polyethylene into carbon dioxide (CO2), 
water, and other substance. One of the most excellent photocatalysts which has grabbed attention in 
an application is titania because of its high photocatalytic activity and chemical stability. The synthesis 
of the photocatalyst as a thin film is a result of the unfeasible application of conventional powder 
photocatalyst which may cause a certain environmental hazard. The photocatalyst-coated thin film 
along with some environmental applications have also been reviewed. Likewise, various approaches 
for modifying thin-film property, film deposition techniques, and deposition on various substrates are 
used for the enhanced photocatalytic activity of the TiO2 thin film. 

INTRODUCTION

Plastic waste is a worldwide issue; still, there is variability 
from region to region. Fumes released from plastic burning 
are one of the sources of environmental air pollution. Further-
more, dumping plastic into the ocean leads to releasing toxic 
chemicals contained in it because of which a large amount of 
water is polluted. Plastic waste accounts for approximately 
10% of all household waste disposed of in landfills (Barnes 
et al. 2009, Hopewell et al. 2009). However, 60 to 80 percent 
of waste is generated along coastlines, with the amount var-
ying depending on the ocean (Barnes 2002, Derraik 2002). 
According to Central Pollution Control Board (CPCB) esti-
mation, 8 million tons per annum of plastic is used in India, 
and annually about 5.7 million tons of plastic is transformed 
into waste (Rathi 2007). The rise in plastic consumption and 
production has resulted in increases in plastic waste (UNEP 
2009). As a result, in 2007, higher than 250 million tons of 
plastic waste was generated. Plastic materials are not bio-
degradable and have a low density, making them unsuitable 
for landfill disposal. Since 1950, this figure has risen at an 
average annual pace of roughly 9%, reaching 245 million 
tonnes in 2008. Plastic bags and other plastics have been a 
focus since they have been linked to several other problems 
in India, including animal deaths, contaminated soils, and 
clogged sewers (Gawande et al. 2012).

Large amounts of plastic will result in an increase in 
waste and have an adverse impact on the environment. Due 
to the lack of proper waste management practices, plastic 
waste will increase, adding to the already existing plastic 
waste. There is no evidence that specifies a definite time for 
plastic degradation, however, it could be thousands of years 
(Kershaw et al. 2011). 

Waste disposal in landfills results in the irrevocable loss 
of major crude materials and energy. The incomplete ignition 
of Polyethylene (PE), Polystyrene (PS), and Polypropylene 
(PP) at the time of thermal usage can lead to a high amount 
of carbon monoxide (CO) and emanations, whereas PVC 
produces carbon black, dioxins, and aromatics compounds 
such as pyrene and chrysene. Bromide and different color 
pigments containing heavy metals such as copper, chromium, 
selenium, cobalt, cadmium, and lead, among others, can be 
detected in a noxious discharge. Plastic wastes are always 
accumulated at open grounds, drifts, railroad tracks, and 
drains (Islam et al. 2011). Despite many efforts to manage 
waste, over 91% of MSW gathered is still landfilled or un-
loaded on open grounds (Verma et al. 2016).

Every year, around 140 million tonnes of plastic are pro-
duced, with the excess amount ending up in the environment 
as an industrial waste dump (Shimao 2001). Cosmetics, 
food packaging, synthetic compounds, pharmaceuticals, 
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and cleansers account for about 30% of all plastics used 
worldwide. Furthermore, this is still increasing at a rapid 
rate of 12 percent every year (Sangale et al. 2012). Plastics 
have supplanted paper and other cellulose-based items for 
packing as plastics have good elasticity, delicacy, protection 
from water, and microbial resistance. Usually applied plastics 
have mostly been used in polyethylene (Low Density, medi-
um density, high density, and linear low density), polystyrene 
(PS), polyvinyl chloride (PVC), and polypropylene (PP) 
(Khanam & AlMaadeed 2015). Because of its hydrophobic 
backbone chain, low-density polyethylene is classified as a 
thermoplastic (Pramila & Ramesh 2015). It is considered 
non-degradable in nature (Misra et al. 2015). As a result, 
several countries have been forced to devise measures to 
counteract the threat.

The environmental impact of main and secondary sources 
of microplastics must be addressed immediately (Arthur et 
al. 2009). More research is needed to determine how many 
degrees of exposure are caused by plastic waste, as well as the 
components of plastic that may impact humans and animals. 
Those at the high degree of the food chain would be exposed 
to synthetic substances in larger quantities.

TiO2 as a Photocatalysts 

Since ancient times, TiO2 powders have been widely used 
in paints to get white shades (Hashimoto et al. 2005). Later, 
its photocatalytic activity was explored and considered the 
most effective photocatalyst (Fujishima & Honda 1972). 
TiO2 is known for its different properties, including strong 
photoactivity, high stability, low cost, and low toxicity 
(Pant et al. 2014a, Pant et al. 2020). Over the last few years, 
TiO2-based nanomaterial has received a lot of attention in 
academia and has been used in a variety of applications, in-
cluding the removal of natural toxins, sensors, photovoltaics, 
antimicrobials, and energy conservation (Bai & Zhou 2014, 
Hsu et al. 2019, Nakata & Fujishima 2012, Pant et al. 2014a, 
2019b, 2020, 2016).

TiO2 nanostructures with a bandgap of 3.0–3.2 eV can 
be activated in the presence of UV light irradiation. Because 
of this, the use of TiO2 is limited because only 5% of the 
sunlight falls inside the UV spectrum (Daghrir et al. 2013, 
Pant et al. 2014b, 2019a). TiO2 is found in three types of 
crystal structures i.e. anatase, rutile, and brookite (Allen et 
al. 2018). Although brookite is known as the most unstable 
structure and is not favored for photocatalytic activity, rutile 
and anatase type crystal forms are examined for photocataly-
sis (Di Paola et al. 2013, Zhang et al. 2008). The bandgaps of 
mass anatase and rutile are 3.2 and 3.0 eV respectively, which 
relate to the absorbance at 388 nm and 414 nm, individually 
(Dette et al. 2014). In comparison to rutile, the anatase phase 

crystal structure is favored as the most photo catalytically 
active due to its ability to adsorb hydroxyl groups and water 
(Wang et al. 2018). Research has indicated that the synergistic 
impact among anatase and rutile is useful in upgrading the 
photocatalytic activity of the TiO2 nano-structures (Zhang 
et al. 2008).

When a photon (with energy equal to or greater than the 
bandgap of TiO2) stimulated the TiO2 thin film or nanoparti-
cles, the electrons moved from the valance bandwidth to the 
conduction bandwidth and generated electron-hole pairs. The 
created charge particles travel to the surface area and quickly 
react with the adsorbed organic compounds, resulting in the 
organic pollutant and solid waste being degraded. Fig. 1 
depicts the technique for highly excited oxidant production 
and breakdown of organic waste.

Correlation of Thin-film Structure and Photocatalytic 
Activity 

Titania (TiO2) has been documented as an efficient pho-
tocatalyst along with high chemical stability and potent 
photocatalytic activity. As the outcome of various research, 
it was found that Titania has better photocatalytic activity 
than Zirconium oxide (ZrO2), Tungsten trioxide (WO3), Tin 
(IV) oxide (SnO2), and Cadmium sulfide CdS. For instance, 
for the decomposition of phenol organic compound, TiO2 
was exhibited higher photocatalytic activity compared to 
CdS (Thiruvenkatachari et al. 2008). Titania is present in 
three different types of crystal structure; rutile, brookite, 
and anatase. Titania is primarily used in the anatase-type 
crystal structure as the photocatalyst since it has greater 
bandgap energy than rutile. Because of this, the anatase 
crystal structure can reduce electron-hole recombination, 
resulting in a higher degree of surface hydroxylation and 
the ability to create more hydroxyl radicals as the surface 
is illuminated. Certainly, this can lead to the efficiency of 
photocatalytic activity. On the other side, the crystal structure 
with a rutile type can absorb the beams that are somewhat 
nearer to the visible light range. It is accepted that the rutile 
type is more desirable as a photocatalyst for photocatalysis 
applications. Nonetheless, the rutile type energy structure 
is unable to provide the preferred photocatalytic execution 
since its conduction band is close to the redox potential of 
hydrogen, resulting in its reduced ability.

The oxygen ions present on the surface of the anatase 
crystal structure are displayed in a triangle shape, allowing 
better absorption of organic substances such as polyethylene 
(Thiruvenkatachari et al. 2008). Furthermore, the location 
of Ti ions provides a more favorable environment for reac-
tion, as does the absorbed organic compound, which is not 
accessible in the rutile crystal structure (Thiruvenkatachari et 
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al. 2008). This remarkable property of anatase would result 
in strong photocatalytic activity. Nonetheless, a few studies 
revealed that pure anatase titania would not result in signifi-
cantly improved photocatalytic activity (Thiruvenkatachari et 
al. 2008). The presence of a mesoporosity type structure and 
more extensive pore dissemination in a small percentage of 
the rutile phase crystal structure could explain the increased 
photocatalytic action. One of the instants is the commercially 
accessible Degussa P25 TiO2, which consists of 70% anatase 
and 30% rutile type crystal structure. 

The three-sided layout of oxygen particles on the un-
covered precious stone surface of anatase allows for strong 
organic retention (Thiruvenkatachari et al. 2008). Further-
more, the presence of titanium particles provides a positive 
response state with assimilated organics that are inaccessible 
to the rutile structure (Thiruvenkatachari et al. 2008). This 
special character of anatase would prompt high photocata-
lytic movement. In any case, a few specialists expressed that 
unadulterated anatase TiO2 would not lead to much better 
photocatalytic execution (Thiruvenkatachari et al. 2008). The 
inclusion of a few percent of the rutile stage results in a mes-
oporosity structure and more widespread pore dissemination, 
which could explain the increased photocatalytic activity. 
One of the models is the financially accessible Degussa P25 

TiO2, which contains 70% anatase and 30% rutile.

The surface area of photocatalytic agents is also a key 
factor that influences photocatalytic activity. a small size 
particle has a larger surface area and thus increases the 
availability of active sites per square meter, which boosts 
pollutant absorption on the photocatalytic agent’s surface. 
Photocatalytic activity is boosted as a result of this mecha-
nism (Thiruvenkatachari et al. 2008). 

Several investigations support that TiO2 is a better pho-
tocatalytic agent for the degradation of organic compounds 
like polymer. Moreover, after degradation, no harmful 
by-products are released and this method has been confirmed 
as potent in eradicating trace concentrations of organic sub-
stance present in the liquid or gaseous phase. For instant; 
organic acid (Fallet et al. 2006, Sheng et al. 1999), alcohol 
(Choi et al. 2004, Xianyu et al. 2001), organic dyes (Bouras 
& Lianos 2005, Funakoshi & Nonami 2007, Ge et al. 2006, 
Gu et al. 2007, Jung & Imaishi 2001, Stoyanov et al. 2006, 
Yu et al. 2002b, Yuan et al. 2006, Zhou et al. 2006b), oxide 
gaseous (Takeuchi et al. 2000, Yu et al. 2006a, 2006b, Yusuf 
et al. 2002), and aldehyde gas (Chiba et al. 2005, Noguchi 
et al. 1998, Sopyan 2007, Sopyan et al. 1996, Watanabe et 
al. 2000)  have been decomposed by TiO2 photocatalytic 
activity. Various searches for biodegradation of organic 

Fig. 1: A schematic diagram of photocatalysis by TiO2 nanostructure (Tung & Daoud 2011).
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substances such as various plastics using microflora such as 
bacteria, fungi, and algae have also been documented (Ditta 
et al. 2008, Sunada et al. 1998, Sunada et al. 2003). To date, 
only fine powders type photocatalysts are applied for decom-
posing pollutants as it has more oxidation ability to make 
photo-generated holes on the outer surface photocatalysts. 
Nevertheless, the application of fine powder photocatalysts 
may cause some serious problems such as [a] Complications 
to separate suspension and the photocatalyst (Begum & 
Ahmed 2008, Cho et al. 2007, Ge & Xu 2007, Zhou et al. 
2006a), [b] High amount of fine powder of photocatalysts 
may be aggregated with suspended particles (Cho et al. 
2007), and [c]  Photocatalyst powder can be easily separated 
from weak adhesion supports if it is covered with particular 
support (Cho et al. 2007). As a result, advanced approaches 
such as a thin coated layer on solid wafer material, which 
makes it a more potent photocatalyst, should be used for 
critical environmental applications. Numerous materials like 
polymer, cement, clay, silica and mild steel have been applied 
as the adherence of TiO2 photocatalytic agents. In the current 
review, TiO2 film as a photocatalyst and various methods 
for the improvement of photocatalytic characteristics, TiO2 
deposition methods, and its environmental application for 
degradation of polyethylene will be also discussed.

Photocatalyst Thin Films 

Nanocrystalline semiconductor thin films found a network 
in which electronic conduction can happen (Beydoun et al. 
1999). A photocatalyst-coated thin film has unique efficiency 
properties that make it ideal for environmental purification. It 
is evidenced that titania thin films are extensively applied in 
various fields like adsorbent catalysts,  as sensors (humidity 
and gas) functional materials, and mainly pollutant removal 
from wastewater and air (Machida et al. 1999, Mei et al. 
2006). A photocatalyst-coated thin film can prevent inhaling 
particle problems caused by nano-photocatalyst powder, 
which can be hazardous to human health (Yu et al. 2006a). 
Furthermore, it is more dependable than the immobilization 
method, and as a result, photocatalyst-coated thin films may 
be applied to a number of substrates, such as thin film-coated 
stainless steel for a building, which has greater chemical 
corrosion resistance and mechanical strength. Besides this, 
the building material could be converted into an air-purifying 
and self-cleaning substance after being coated with a thin 
film of photocatalyst (Yu et al. 2006a). The penetration of 
UV or visible light is a key drawback for the photocatalysis 
process using slurry or powder of nanoparticles. However, 
these problems can be overcome by photocatalyst-coating on 
a solid substrate. Contrasting the nanoparticle, the photocat-
alyst-coated thin film has the ability to avoid light scattering 
and improve the light transmittance and ultimately increase 

the efficiency of photoreaction (Ge et al. 2006, Kitano et 
al. 2007, Otsuka et al. 2008, Sheng et al. 1999, Yu et al. 
2002a, 2002b). Furthermore, the advantage of the photocata-
lyst-coated thin film is connected with an external layer only.

Deposition Method for the Development of 
Photocatalyst Thin Film 

Various techniques have been applied for coating the pho-
tocatalyst thin film on different substrates such as reactive 
magnetron sputtering (Choi et al. 2004, Sheng et al. 1999), 
RF reactive ion plating (Chiba et al. 2005), solgel (Hu et al. 
2008), liquid phase deposition (LPD) (Gu et al. 2007, Yu et 
al. 2006b, Zhou 2006b), vapor phase deposition (Chemical 
vapor deposition and metal-organic Chemical vapor dep-
osition (Jung & Imaishi 2001), physical vapor deposition 
(PVD) (Aziz & Sopyan 2009), reactive evaporation (Kitano 
et al. 2007), atomic layer deposition (ALD) (Clouser et al. 
2008), ionized cluster beam (ICB) (Zhou et al. 2006a), elec-
trophoretic deposition (Chan et al. 2002), and pulsed laser 
deposition (PLD) (Kitano et al. 2007). Each technique has 
its specific pros and cons. For example, the solgel method 
required high-temperature calculations after treatment to 
achieve the required stabilities and mechanical strengths 
of thin coated films.  (Zhou et al. 2006a). It could occur 
as a result of damage to porous substrates. The properties 
of TiO2 thin films are largely dependent on the deposition 
process as well as the deposition parameter, according to 
several research findings (Hasan et al. 2008). All the above 
methods have been modified by researchers to obtain and 
develop nano-sized thin film along with required specific 
physical characteristics such as size, porosity, shape, crys-
talline structure, and surface area as per their application.

Magnetron Sputtering Method

Some deposition methods have limitations for developing 
photocatalytic active thin films, such as spray coating, which 
requires a high temperature to decompose metallorganics 
during the heating process and is limited to non-refractory 
substrates (Fig. 2). Sheng et al. (1999) made an effort to 
develop photocatalytically active Pt-titania thin films along 
with the anatase crystalline structure at 200°C temperature 
on a flexible substrate i.e. polyamide to broaden the appli-
cation of film as a photocatalyst. Fleetingly, they used the 
tripole magnetron sputtering system to develop thin films 
by applying two different methods of deposition. In the first 
method, interchangeably, sputtering co-axially placed tita-
nium and platinum targets, and for platinum, the deposition 
time was 2 s, while for titanium it varied from  20 s to 140 
s throughout each cycle to prepared different compositions. 
In the second method, the Pt-titania film was developed with 
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pure titania film depositing first on a polyamide substrate, 
afterward coating a thin layer of platinum on the surface then 
again coated with titania thin film. They revealed that coat-
ing using the second method is to provide bonding strength 
between film and polyamide along with anatase crystalline 
structure at 200°C deposition temperature. Tomaszewski et 
al. (2007) used DC magnetron sputtering on ceramic targets 
to create transparent nanostructured TiO2 thin films. Mei et 
al. (2012) used DC reactive magnetron sputtering to create 
transparent titania thin films on silica substrates at varied 
deposition temperatures (300-600°C). They discovered that 
at 500°C, TiO2 thin films had the maximum photocatalytic 
activity, owing to the crystalline structure of TiO2 thin films 
(Mei et al. 2012). Kavaliunas et al. (2020) studied the effect 
of dopants Mg, Cu, and Ni on photocatalytic activity of 
amorphous titania thin film which was developed by reac-
tive magnetron sputtering. The results showed that dopant 
concentrations in titania films between 0.1 and 0.9 percent 
gave the best photocatalytic activity. SantAna et al. (2020) 
investigated of optical transmittance of photocatalytic active 
titania films which were deposited using radiofrequency mag-
netron sputtering (SantAna et al. 2020). They revealed the 
optimum deposition parameter such as 0.2 electric currents 
(A), 437 voltage (V), 87 RF power (W), 3600 deposition time 
(s), 9.2 ¥ 10-3 background pressure (mbar). Moreover, the 
experimental results show that the TiO2 films deposited on 
glass were associated with the anatase phase with a [0 0 4] 
preferred orientation. Ultraviolet near-infrared spectroscopy 
revealed the high transmittance of the films in visible light 

and high absorption in the ultra-violet region under most 
deposition conditions. 

CONCLUSION

This review emphasized the necessity of the elimination of 
plastic waste contaminants from landfills. Various types of 
plastic waste pollutants have been listed and the constraint 
of initial titania photocatalysis on plastic degradation was 
discussed. Some deposition parameters which have signifi-
cant impacts on the titania-based photocatalytic degradation, 
and depositing parameters like dopant, particle size, catalyst 
concentration, temperature, crystalline structure, and selec-
tion substrate that aids in the use of titania as a photocatalyst 
for further commercialization were reviewed. Hence, pho-
tocatalytic process design and technical deposition method 
optimization are critical to investigate using a key emphasis 
on low-density plastic deterioration.
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ABSTRACT

A large part of the total energy consumption in buildings in the Kingdom of Saudi Arabia (K.S.A.), is 
devoted to air cooling. This leads to high electricity costs for residents and a high amount of equivalent 
CO2 emissions. The work presented in this paper aims at evaluating and applying shallow geothermal 
energy for cooling and heating to reduce cost and environmental issues in the Kingdom. The system 
is based on the earth-air heat exchanger (EAHE) equipped with an air circulation fan. In this study, 
six cities have been selected; Madinah city, where our university is located, and five other cities 
representing five different climatic zones. A new parameter called “geothermal percentage” is proposed 
to calculate the ratio of geothermal energy to the cooling/heating total load. It has been shown that the 
proposed system covers part of the cooling load and the total heating needs for almost all the country’s 
territory. However, both heating and cooling needs can be fulfilled by the EAHE for few cities such as 
Guriiat and Khamis, characterized by a moderate climate. 

INTRODUCTION 

Due to the global warming phenomenon, environmental 
scientists and international researchers are becoming more 
worried about the environment.   Actions must be taken quite 
urgently to find solutions to reduce the emission of Green-
house Gases (GHG) that are causing this problem. Many 
sectors are concerned about this issue (transportation, indus-
try, residential and institutional), and many efforts have been 
made by promoting renewable energy and increasing energy 
efficiency. In buildings, air heating and cooling present an 
essential part of the total energy consumption, especially 
in cold and hot climates. Among the potential solutions for 
using environmentally friendly energy sources in air condi-
tioning, shallow geothermal energy constitutes an interesting 
option to replace or be used alongside conventional energy 
systems. The simplest way to exploit geothermal energy is 
to use an earth/air heat exchanger called “Canadian well”. 
Many works in this field have been conducted during the last 
decade (Liang 2020, Kazemiani-Najafabadi & Amiri Rad, 
2020, Dalla Longa 2020).

Al-Ajmi et al. (2006) conducted a theoretical work on 
building air cooling using Canadian well technology. It has 
been shown that, during the peak summer season, the pro-
posed system can contribute to reducing the cooling load 
by 30% for a typical house. Thiers et al. (2012) developed 
a mathematical model for the simulation of earth/air heat 

exchangers considering all the parameters and phenomena 
of thermal exchanges except for water infiltration into the 
soil. The computing module used in this model is currently 
integrated with a software called “COMFIE”. Bisoniya et al. 
(2013) and Yan & Xu (2018) had published a review of theo-
retical and experimental works on earth-air-heat exchangers. 
This system alone is not sufficient to satisfy the cooling and 
heating all the year. However, they can preheat/precool the 
air to increase the energy efficiency of the conventional air 
conditioning system. Benhammou & Draoui (2015) and 
Benhammou et al. ( 2017) applied their theoretical model to 
the Algerian Sahara climate (hot and arid) to predict the per-
formance of cooling earth-to-air heat exchanger for different 
geometrical and operational parameters. They have shown 
that in transient conditions, the efficiency of the EAHE is 
more affected by the duration of operation, pipe diameter, 
and air velocity. Because of the high cooling loads, they have 
recommended insulating the building well and choosing a 
material with good thermal properties. Ghaith & Razzaq 
(2018) studied the performance and the environmental im-
pact of a hybrid system conventional/EAHE. It was shown 
that this proposed system can reduce the annual energy and 
carbon emissions by 11% compared with the conventional 
system. Benrachi (2020) proposed a new spiral-shaped 
configuration of EAHE for air cooling in a hot and arid 
region in Algeria. By using a commercial C.F.D. Software 
“ANSYS”, had conducted an EAHE parametric effect on the 
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system’s performance (C.O.P.). It was shown that this new 
configuration permits the reduction of the land size of the 
geothermal system. Recently, Wei et al. (2021) performed 
an experimental study on two similar buildings. One of the 
two buildings was equipped with EAHE. The results showed 
that the EAHE system reduce the ambient air temperature 
by 9.12оC during summer and increases the ambient air by 
5.53оC during winter (Yueer et al. 2013, Wang & He 2014).

The Kingdom of Saudi Arabia is characterized by a long 
cooling season, which leads to high energy consumption by 
air conditioning systems. This energy presents around 50% 
of the total energy consumption in the residential sector 
alone (Albogami & Boukhanouf 2019). However, most of 
the HVAC systems used are based on the mechanical com-
pression principle. In this system, the heat energy released 
to the ambient outdoor air through the condenser is higher 
than the cooling capacity produced in indoor air. This means 
that this system is contributing more to heating the external 
environment. On the other side, the main electrical energy 
source in K.S.A. is generated from power plants based on 
natural gas combustion. Its efficiency is low (around 30% of 
the total consumed energy), which results in high greenhouse 
gas emissions and pollution. In addition to the environmental 
context, in K.S.A., the cost of electricity has tripled during 
the last few years. As a result, the cooling electricity bill 
becomes difficult for the population’s middle class to afford.

The primary purpose of the present work is to reduce 
electricity consumption (electricity bill) and GHG emission 
by proposing a shallow geothermal energy source. Unfor-
tunately, in K.S.A., the exploitation of this source of clean 
energy is almost non-existent. This study shows the potential 
of using the EAHE for air cooling/heating in many big cities 
in K.S.A., selected from different climatic zones. 

Climatic Zones and Selected Cities

Saudi Arabia has a vast desert characterized by a long sum-
mer season with a high daily temperature and a significant 
drop in temperature during the night. This arid climate has a 
deficient annual rainfall. However, the K.S.A. has a western 
and eastern coast on the Persian Gulf and red sea, respec-
tively, with higher annual relative humidity. According to 
the Saudi Building Code (SBC-602E) (The Saudi Building 
Code National Committee 2007), three different climatic 
zones have been identified. However, this classification 

does not consider differences due to the presence of sea that 
results in high humidity. In 2015, Alrashed & Asif (2015) 
investigated more than 16 scientific models of climatic 
classification to propose the appropriate energy studies 
in a building. The authors developed and applied specific 
criteria to the mentioned methods to propose five climatic 
zones without considering the Empty Quarter region. The 
colored map in Fig. 1 presents the results. These zones are 
characterized by hot/cold dry desert subzone, hot-dry with 
a maritime/maritime desert subzone, and subtropical with 
a Mediterranean subzone and a mountainous subtype. Five 
cities from the above five climatic zones plus Madinah city 
have been selected in this study (see Table 1). The purposes 
of choosing Madinah city are:

	 ∑	 Location of University,

	 ∑	 Need for information and technical results for planned 
experimental work.

Ground Temperature 

Earth is a vast solar collector that absorbs about half of the 
incident solar radiation. Its surface exchanges heat with the 
air and sky. Depending on the air ambient temperature, the 
ground surface loses or gains heat by convection. However, 
since the sky temperature is always very low, the ground 
surface loses heat to the sky by longwave radiation. Applying 
the heat energy balance on the ground surface will result in a 
heat flux driven by conduction in the soil. The typical ground 
temperature profile is characterized by two different parts, 
as shown in Fig. 2, 

	 a)	 from the ground surface to 4 m depth, a high-tempera-
ture gradient is observed, and 

	b)	 from 4 m to about 11 m depth, the temperature change 
is damped. The temperature remains constant through-
out the year, providing a warm water source and a cold 
source in summer. 

These depths depend on the local soil properties and cli-
mate. The constant temperature of 9°C is called “undisturbed 
ground temperature” (Fig. 2).

Undisturbed Ground Temperature Tg

The undisturbed ground temperature (U.G.T.) represents 
the primary indicator of the potential of shallow geothermal 
sources based on which engineers perform the preliminary 

Table 1. Selected cities and location coordinates.

City Madinah Riyadh Guriat Khamis Jeddah Dahran

Latitude 24.5oN 24.7oN 31.4oN 18.3oN 21.5oN 26.2oN

Longitude 39.5oE 46.7oE 37.3oE 42.8oE 39.2oE 50.0oE
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These depths depend on the local soil properties and climate. The constant temperature of 9◦C is called 
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Fig. 2: Typical Ground Temperature. 
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The undisturbed ground temperature (U.G.T.) represents the primary indicator of the potential of 
shallow geothermal sources based on which engineers perform the preliminary design of their 
geothermal systems. For a large shared geothermal field used for heating and cooling with a ground 
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design of their geothermal systems. For a large shared ge-
othermal field used for heating and cooling with a ground 
source heat pump, one well is used to conduct a Thermal 
Response Test (TRT). This test provides the value of the 
undisturbed ground temperature, the diffusivity and thermal 
conductivity of the soil, and the geological structure of dif-
ferent layers of the soil. Based on TRT reports of seventeen 
sites covering a wide range of climates; from the cold climate 
in Alert (Nunavut, Canada, Latitude=82.5 0N) to hot climate 
in Dahran (Saudi Arabia, Latitude=26.28 0N), Ouzzane 
(2015) developed a simple correlation between the U.G.T. 
and the long-term yearly average ambient temperature given 
by Equation (1):

                        Tg = 0.9513 × Tamb + 17.898	 ...(1)

Tamb and Tg are in Kelvin.

Equation (1) has been used to generate U.G.T. for different 
cities of the Kingdom (more than 70 cities), and isotherms 
have been plotted on the map of the country (Fig. 3). The 
U.G.T. ranges from 21оC to 32оC, which presents possi-
bilities for air cooling and heating. This information helps 
engineers and researchers to perform a feasibility study to 
apply ground source heat pumps for cooling and heating.

Ground Temperature Profile

The variation of the soil temperature with depth presents a 
profile as shown in Fig. 2. Due to the high thermal inertia 
of the soil, the diurnal and seasonal air temperatures are 
damped along the soil’s depth. This profile is characterized 
by the cosine wave and exponential function described by 
Equation (2), proposed by Kasuda and Archenbach (Kusuda 
& Archenbach 1965). Several commercial software such as 
RETScreen (Natural Resources Canada 2013) and TRNSYS 
(Solar Energy Laboratory 2012) have implemented this Equa-
tion for their calculations related to the ground source heat 
pumps. However, for the boundary condition on the ground 
surface, the air ambient temperature profile is applied, which 
affects the accuracy of the results. 
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T( , ) T A cos
y

m s s
yy t exp t 


      
 

 …(2) 

 

Where: 

y(m) is the depth of the soil from the surface of the ground (y=0). 

T(y,t) ( оC) is the soil temperature at time t (days) and depth y (m). 

T̅m ( оC) is the annual average ground surface temperature. 

As ( оC)  is the annual amplitude of the soil surface temperature. 

δ is the damping depth (m) of annual fluctuation of the ground temperature given by Equation (3): 

2a


  …(3) 

 ω is the angular frequency: ω= 2xα/365. 

Φs is the phase angle (radian).  

The ground temperature profile for Madinah city is shown in Fig. 4 and Fig. 5.  The main parameters 
in Equation (2) are calculated using the model proposed by Badache (2016). This model consists of a 
new approach to improve the determination of the ground temperature profile and is based on a 
Fourier series approximation for sky temperature, ambient temperature, and global solar radiation on 
a horizontal surface. The annual amplitude As and the phase angle s are calculated using Equation 
(4) and Equation (5), respectively. The thermal properties of the soil chosen for Madinah are typical of 
arid soil. 

As = ‖
hrĀa + αgĀGei(φG−φa) + hradĀskyei(φsky−φa)

(he + ks δ′ ) ‖ 
…(4) 

		  ...(2)
Where:
y(m) is the depth of the soil from the surface of the ground 
(y=0).

T(y,t) ( оC) is the soil temperature at time t (days) and depth 
y (m).
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Table 2: The yearly average ambient temperature and U.G.T. of the Selected cities.

City Madinah Riyadh Guriat Khamis Jeddah Dahran

Tamb (
oC) 28.4 25.1 19.8 18.9 27.9 25.8

UGT (oC) 31.6 28.5 23.4 22.6 31.1 29.1

Tm (
оC) is the annual average ground surface temperature.

As (
оC)  is the annual amplitude of the soil surface temper-

ature.
δ is the damping depth (m) of annual fluctuation of the ground 
temperature given by Equation (3):
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(he + ks δ′ ) ‖ 
…(4) 

	 ...(3)

 ω is the angular frequency: w = 2xα/365.
Φs is the phase angle (radian). 

The ground temperature profile for Madinah city is shown 
in Fig. 4 and Fig. 5.  The main parameters in Equation (2) 
are calculated using the model proposed by Badache (2016). 
This model consists of a new approach to improve the de-
termination of the ground temperature profile and is based 
on a Fourier series approximation for sky temperature, am-
bient temperature, and global solar radiation on a horizontal 
surface. The annual amplitude As and the phase angle Fs are 
calculated using Equation (4) and Equation (5), respectively. 
The thermal properties of the soil chosen for Madinah are 
typical of arid soil.
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φs − φa = Arg [
hrĀa + αGĀGei(φG−φa) + hradĀskyei(φsky−φa)

(he + ks δ′ ) ] 
…(5) 

Where       hr = hconv(1 + c. a. f. HR) and he = hconv(1 + c. a. f) + hrad  
H.r. is the ambient relative humidity. 

a, c and f are constants; a = 103 (Pa/K), c=0.0168 (K/Pa) 

f = 1 (saturated soil), f = 0.6 to 0.8 (moist soil) 

f = 0.4 to 0.5 (dry soil) and f = 0.1 to 0.2 (arid soil) 

αg absorption coefficient of the ground surface. 

hrad linearized radiation heat transfer coefficient (W/m2.K). 

δ' is the nth harmonic damping depth. 

Meteorological data for one representative year obtained from a long-term duration (Natural 
Resources Canada 2013) and (Medina, Saudi Arabia Weather Conditions | Weather Underground, no 
date) have been used for this work. 
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Hr is the ambient relative humidity.

a, c and f are constants; a = 103 (Pa/K), c=0.0168 (K/Pa)

f = 1 (saturated soil), f = 0.6 to 0.8 (moist soil)

f = 0.4 to 0.5 (dry soil) and f = 0.1 to 0.2 (arid soil)

αg absorption coefficient of the ground surface.

hrad linearized radiation heat transfer coefficient (W/m2.K).

δ’ is the nth harmonic damping depth.

Meteorological data for one representative year obtained 
from a long-term duration (Natural Resources Canada 2013) 
and (Medina, Saudi Arabia Weather Conditions | Weather 
Underground, no date) have been used for this work.

The typical ground temperature for Madinah is well 

reflected in Fig. 4 and Fig. 5. In Fig. 4, the value of U.G.T. 
is around 31оC, located from 10 meters depth. On the other 
hand, the annual temperature amplitude at the ground surface 
(z=0 m) in Fig. 5 attenuates gradually as depth increases, re-
flecting the damping phenomenon due to the properties of the 
soil. It is presented by parameter δ and given by Equation (3).

Canadian Well

Several techniques with different configurations exploit the 
shallow geothermal energy source, such as ground source 
heat pumps (horizontal and vertical wells, direct expansion, 
and secondary loops) and Canadian well called earth to air 
heat exchanger (EAHE). The Canadian well is a technique 
that allows us to take advantage of the heating and cooling 
of the subsoil (Fig. 6). Therefore, due to its simplicity and 
low initial cost, especially for newly constructed buildings, 
it has been selected in this work. The principle is to circulate 
the outside air in pipes buried at a depth where the ground 
temperature is almost stable. Depending on the seasons, the 
supplied air temperature can reach 14оC lower/higher than 
the ambient temperature. The buried air pipes system and the 
ground constitute a heat exchanger. The effectiveness of the 
earth/air heat exchanger given by Equation (6) is defined as 
the ratio of the actual heat transfer rate for a heat exchanger 
to the maximum possible heat transfer rate. It depends on 
the air’s velocity, the length and diameter of the buried pipe, 
the properties of the soil, air temperature at the inlet, and 
ground temperature. 

Canadian well has been applied in many countries and 
investigated by many researchers and engineers. In gener-
al, this kind of system cannot fulfill alone the cooling and 
heating needs of comfort during the winter and the summer. 
It depends strongly on the climate of its location. For cold 
climate countries, the EAHE system can easily fulfill the 
cooling load during the hot season and only partly the heating 
load during the cold season and vice versa in hot climate 
countries. To remedy this insufficiency and to improve the en-
ergy efficiency, several solutions have been proposed such as: 

	 -	 the combination with the conventional heat pump system 
(Bojić 2000),

	 -	 the combination with the heat recovery ventilation 
system (Lapertot 2021),

	 -	 the integration of the EAHE with the hollow core floor 
(Xu 2014),
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Fig. 5: Yearly variation of the soil temperature at different depths for Madinah city. 

The typical ground temperature for Madinah is well reflected in Fig. 4 and Fig. 5. In Fig. 4, the value 
of U.G.T. is around 31оC, located from 10 meters depth. On the other hand, the annual temperature 
amplitude at the ground surface (z=0 m) in Fig. 5 attenuates gradually as depth increases, reflecting 
the damping phenomenon due to the properties of the soil. It is presented by parameter  and given 
by Equation (3). 

Canadian well 

Several techniques with different configurations exploit the shallow geothermal energy source, such 
as ground source heat pumps (horizontal and vertical wells, direct expansion, and secondary loops) 
and Canadian well called earth to air heat exchanger (EAHE). The Canadian well is a technique that 
allows us to take advantage of the heating and cooling of the subsoil (Fig. 6). Therefore, due to its 
simplicity and low initial cost, especially for newly constructed buildings, it has been selected in this 
work. The principle is to circulate the outside air in pipes buried at a depth where the ground 
temperature is almost stable. Depending on the seasons, the supplied air temperature can reach 14оC 
lower/higher than the ambient temperature. The buried air pipes system and the ground constitute a 
heat exchanger. The effectiveness of the earth/air heat exchanger given by Equation (6) is defined as 
the ratio of the actual heat transfer rate for a heat exchanger to the maximum possible heat transfer 
rate. It depends on the air's velocity, the length and diameter of the buried pipe, the properties of the 
soil, air temperature at the inlet, and ground temperature.  

 

ԑ = Tin − Tou
Tin − Tg

 
 
…(6) 

 

Fig. 5: Yearly variation of the soil temperature at different depths for Madinah city.
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	 -	 the integration of the EAHE with the exterior building 
wall which has a ventilation passage embedded inside 
(Yan & Xu 2018).

The advantages of this technology are many. Some of 
them are summarized as a) A well-known system applied in 
several countries, b) Simplicity and low initial cost, espe-
cially for the new buildings, c) Use of clean energy helps to 
reduce pollution and the emission of greenhouse gases, d) 
Reduction of the energy consumption and the electricity bill 
as its operation practically does not require energy e) Passive 
system, preheating or cooling the air in a natural way.

Geothermal Percentage and Analysis

The Canadian well presented in Fig. 6 is used for cooling 
and heating analysis in six selected cities (Table 1) around 
K.S.A. The primary purpose is to know whether this system 
can fully or partially compensate for the heating/cooling load. 
To this end, a new parameter called “Geothermal Percentage” 
has been introduced. It is defined by the cooling/heating ca-
pacity ratio to the total cooling/heating load. The following 
Equation (7) provides an expression of this parameter:

In practice, the air supplied temperature must be few 
degrees lower/higher than the set point temperature for 
cooling/heating.

Fgeo-cool/heat’s value ranges between 0 and 1, and the 
following different situations can occur.

	 ∑	 If Fgeo-cool/heat = 0 (the geothermal system is not appli-
cable) whereas, 

	 ∑	 If 0 < Fgeo-cool/heat < 1 (the geothermal system can partly 
fulfill the cooling/heating needs or can precool/heat the 
ambient air. An auxiliary energy source is needed) and 

	 ∑	 If Fgeo-cool/heat = 1 (the geothermal system alone can 
satisfy the needed cooling/heating capacity)

Tset-cool/heat is the cooling/heating indoor temperature 
settings for residential buildings. The Saudi building code 
(The Saudi Building Code National Committee 2007) rec-
ommends the following values:

	 ∑	 For heating mode, Tset-heat  = 20оC

	 ∑	 For cooling mode, Tset-cool = 25.5оC

The temperature of the supplied air to the house Tou is 
calculated using Equation (6) by assuming the effectiveness 
of the earth/air heat exchanger value ε = 0.9. The calculations 
and analysis below are based on average monthly ambient 
temperature (Table 3) for the long term. The approach in-
cludes the different steps shown by the flowchart in Fig. 7. 
The following parameters Tamb, Tou, Tg, Tset-cool, and Tset-heat, 
allow judging the need for cooling or heating. It also helps 
to assess if the geothermal system can overcome the heating 
or cooling load. With this, different situations are possible:

	 ∑	 Case 1: If  (Tamb-Tset-heat)   <  0       (needs heating)

	 ∑	 Case 2: If     0  < (Tamb-Tset-heat)   <  (Tset-cool-Tset-heat) = 
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Fig. 6: Schematic representation of the Canadian well. 

Canadian well has been applied in many countries and investigated by many researchers and 
engineers. In general, this kind of system cannot fulfill alone the cooling and heating needs of comfort 
during the winter and the summer. It depends strongly on the climate of its location. For cold climate 
countries, the EAHE system can easily fulfill the cooling load during the hot season and only partly 
the heating load during the cold season and vice versa in hot climate countries. To remedy this 
insufficiency and to improve the energy efficiency, several solutions have been proposed such as:  

- the combination with the conventional heat pump system (Bojić 2000), 

- the combination with the heat recovery ventilation system (Lapertot 2021), 

- the integration of the EAHE with the hollow core floor (Xu 2014), 

- the integration of the EAHE with the exterior building wall which has a ventilation passage 
embedded inside (Yan & Xu 2018). 

The advantages of this technology are many. Some of them are summarized as a) A well-known system 
applied in several countries, b) Simplicity and low initial cost, especially for the new buildings, c) Use 
of clean energy helps to reduce pollution and the emission of greenhouse gases, d) Reduction of the 
energy consumption and the electricity bill as its operation practically does not require energy e) 
Passive system, preheating or cooling the air in a natural way. 

Geothermal Percentage and analysis 

The Canadian well presented in Fig. 6 is used for cooling and heating analysis in six selected cities 
(Table 1) around K.S.A. The primary purpose is to know whether this system can fully or partially 
compensate for the heating/cooling load. To this end, a new parameter called “Geothermal Percentage" 
has been introduced. It is defined by the cooling/heating capacity ratio to the total cooling/heating load. 
The following Equation (7) provides an expression of this parameter: 

 

Fig. 6: Schematic representation of the Canadian well.
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5.5 оC (no cooling, no heating needed)

	 ∑	 Case 3: If   (Tamb-Tset-heat) > (Tset-cool-Tset-heat) =5.5оC    
(needs cooling)     

In this work, Madinah city is considered as a base case for 
the detailed analysis. Fig. 8 shows the monthly temperature 

difference between the ambient air and the supplied air to 
the house (Tin – Tou). The positive values observed during 
the five months of the summer seasons, starting from May 
to September, confirmed that the ground is warmer than the 
ambient air. However, from October to April, the negative 
values mean that the ground is colder than the outside air 
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Month Madinah Riyadh Guriat Khamis Jeddah Dahran 
Jan 18.3 15.1 7.5 13.5 23.9 15.0 
Feb 20.2 16.5 10.0 16.0 24.8 16.5 
Mar 24.4 22.7 12.0 17.0 26.4 20.0 
Apr 28.2 26.6 18.0 20.0 28.8 24.9 
May 34.1 32.5 23.0 23.0 31.8 30.5 
Jun 37.8 36.0 27.0 26.0 32.8 34.8 
Jul 37.9 37.4 30.0 26.0 33.9 35.9 
Aug 37.3 36.5 30.0 25.0 33.9 36.2 
Sep 37.0 33.9 27.0 23.0 32.7 33.9 
Oct 31.0 27.5 23.0 22.0 31.0 29.1 
Nov 24.9 20.4 15.0 17.0 28.5 23.9 
Dec 20.5 16.1 8.0 15.0 26.1 16.8 

 
 

 
Fig. 7: Flowchart of different steps of the approach used. 

 
Fig. 7: Flowchart of different steps of the approach used.

Table 3: Monthly average ambient temperature in (°C).

Month Madinah Riyadh Guriat Khamis Jeddah Dahran

Jan 18.3 15.1 7.5 13.5 23.9 15.0

Feb 20.2 16.5 10.0 16.0 24.8 16.5

Mar 24.4 22.7 12.0 17.0 26.4 20.0

Apr 28.2 26.6 18.0 20.0 28.8 24.9

May 34.1 32.5 23.0 23.0 31.8 30.5

Jun 37.8 36.0 27.0 26.0 32.8 34.8

Jul 37.9 37.4 30.0 26.0 33.9 35.9

Aug 37.3 36.5 30.0 25.0 33.9 36.2

Sep 37.0 33.9 27.0 23.0 32.7 33.9

Oct 31.0 27.5 23.0 22.0 31.0 29.1

Nov 24.9 20.4 15.0 17.0 28.5 23.9

Dec 20.5 16.1 8.0 15.0 26.1 16.8

N.N.:   No cooling, no heating is needed.
N.W: No working.
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Fig. 8: The monthly temperature difference between ambient air and supplied air to the house for 

Madinah city. 

Table 4: Geothermal contribution for cooling and heating in Madinah. 

Month Tamb Tg Tou Tamb-Tset-heat Need for 
Cool/Heat Tamb-Tou Fgeo-cool Fgeo-heat 

Jan 18.3 31.6 30.3 -1.7 Need Heat -12.0 x 100% 

Feb 20.2 31.6 30.5 0.2 NN x x NA 

Mar 24.4 31.6 30.9 4.4 NN x x NA 

Apr 28.2 31.6 31.3 8.2 Need Cool 
but Geo N W x x NA 

May 34.1 31.6 31.8 14.1 Need Cool 2.2 0.26 NA 

Jun 37.8 31.6 32.2 17.8 Need Cool 5.5 0.45 NA 

Jul 37.9 31.6 32.2 17.9 Need Cool 5.7 0.46 NA 

Aug 37.3 31.6 32.2 17.3 Need Cool 5.1 0.44 NA 

Sep 37.0 31.6 32.1 17.0 Need Cool 4.8 0.42 NA 

Oct 31.0 31.6 31.5 11.0 
Need Cool 
but Geo N W x x NA 

Nov 24.9 31.6 30.9 4.9 NN x x NA 

Dec 20.5 31.6 30.5 0.5 NN x x NA 
 

N.N.:   No cooling, no heating is needed. 

N.W: No working. 

Fig. 9 permits us to know which city has the highest potential of geothermal contribution for air cooling 
and heating. Here, only three cities have been chosen among the six previously selected.  

Fig. 8: The monthly temperature difference between ambient air and supplied air to the house for Madinah city.

during the remaining months. The highest absolute values 
in July and January reflect the highest existing potential for 
cooling and heating, respectively. Table 4 presents results re-
garding the above algorithm applied to analyze the Canadian 
well for heating and cooling. It illustrates that heating is only 
a concern in January (case 1), February, March, November, 
and December fall in case 2, where the climate is moderate. 
Hence, there is no need for cooling or heating. From April 
till October, the remaining months, the climate is hot, and 
there is a need for cooling (case 3). However, there is an 
exception for April and October. Therefore, the geothermal 

system cannot work because the ground is warmer than 
the ambient air. During cooling and heating periods, the 
geothermal percentage factor is calculated and presented in 
the two last columns of Table 4. For the cooling mode, the 
geothermal energy source can contribute 26% to 46%. The 
remaining part should be provided from an auxiliary energy 
source. However, the Canadian well can fulfill all the needs  
(100 %).

Fig. 9 permits us to know which city has the highest 
potential of geothermal contribution for air cooling and 

Table 4: Geothermal contribution for cooling and heating in Madinah.

Month Tamb Tg Tou Tamb-Tset-heat Need for Cool/Heat Tamb-Tou Fgeo-cool Fgeo-heat

Jan 18.3 31.6 30.3 -1.7 Need Heat -12.0 x 100%

Feb 20.2 31.6 30.5 0.2 NN x x NA

Mar 24.4 31.6 30.9 4.4 NN x x NA

Apr 28.2 31.6 31.3 8.2 Need Cool but Geo N W x x NA

May 34.1 31.6 31.8 14.1 Need Cool 2.2 0.26 NA

Jun 37.8 31.6 32.2 17.8 Need Cool 5.5 0.45 NA

Jul 37.9 31.6 32.2 17.9 Need Cool 5.7 0.46 NA

Aug 37.3 31.6 32.2 17.3 Need Cool 5.1 0.44 NA

Sep 37.0 31.6 32.1 17.0 Need Cool 4.8 0.42 NA

Oct 31.0 31.6 31.5 11.0 Need Cool but Geo N W x x NA

Nov 24.9 31.6 30.9 4.9 NN x x NA

Dec 20.5 31.6 30.5 0.5 NN x x NA
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Fig. 9: The monthly temperature difference between ambient air and supplied air to the house for different 

cities. 

 
Riyadh, Jeddah, and Daman cities have not been chosen; they do not show an essential difference with 
Madinah city. Madinah presents the highest temperature difference during the summer season and 
then the best geothermal potential for cooling. However, even in Madinah, with a Canadian well, 
heating can be provided easily. Guriat presents the highest potential for heating with a temperature 
difference near -15 оC. 

Table 5: Comparison of geothermal Percentage for different cities. 

Month Madinah Riyadh Guriat Khamis Jeddah Dahran 
 Cool Heat Cool Heat Cool Heat Cool Heat Cool Heat Cool Heat 

Jan  100  100  100  100    100 
Feb    100  100  100    100 
Mar      100  100     
Apr      100       
May 25.98  51.58          
Jun 45.24  64.51  100  100  20.61  54.78  
Jul 45.85  67.48  100  100  29.88  58.51  
Aug 43.52  65.75  100    29.54  59.39  
Sep 42.07  58.18  100    19.54  51.01  
Oct             
Nov      100  100     
Dec    100  100  100     

 

 
 

Fig. 9: The monthly temperature difference between ambient air and supplied air to the house for different cities.

heating. Here, only three cities have been chosen among the 
six previously selected. 

Riyadh, Jeddah, and Daman cities have not been chosen; 
they do not show an essential difference with Madinah city. 
Madinah presents the highest temperature difference during 
the summer season and then the best geothermal potential 
for cooling. However, even in Madinah, with a Canadian 
well, heating can be provided easily. Guriat presents the 
highest potential for heating with a temperature difference 
near -15 оC.

Table 5 and Fig. 10 show the monthly geothermal Per-
centage of cooling/heating for the different cities in a typical 
K.S.A climate dominated by hot weather results in high 
undisturbed ground temperature (U.G.T.) over most of the 
K.S.A. cities than the heating indoor temperature settings 
Tset-heat. Consequently, the Canadian well is an appropriate 
technology to fulfill easily (Fgeo-heat = 100%) the heating load 
as presented in Table 5. However, for the cooling mode, in 
most of the cities, the geothermal system can provide only 
part of the air conditioning needed (Fgeo-cool < 100%), except 
for Khamis and Guriat. These two cities have a moderate 
climate, and the Canadian well system alone can fulfill the 
heating and cooling loads. Riyadh has the highest geother-
mal percentage in July with Fgeo-cool = 67.5%, followed by 

Dahran Fgeo-cool = 59.4% in August and then Madinah with 
Fgeo-cool = 45.9 % in July. Jeddah presents the low percentage 
with Fgeo-cool  = 29.9%. Therefore, during the summer season 
and the Canadian well system, Madinah, Riyadh, Jeddah, 
and Dahran need an auxiliary energy source to satisfy the 
comfort in the building.

CONCLUSION

A potential assessment of the Canadian and a shallow ge-
othermal energy source for cooling and heating in Saudi 
Arabia has been conducted. The study is based on monthly 
average ambient temperature for a long-term period in six 
different cities selected according to the diverse climatic 
zones in K.S.A. The undisturbed ground temperature has 
been determined for more than 70 cities and applied to 
generate isotherms presented on the map of K.S.A. This 
information is beneficial for engineers who are interested in 
shallow geothermal applications. In addition, a new factor 
has been proposed to estimate the percentage of geothermal 
contribution.  For all cities, the shallow geothermal energy 
sources can easily satisfy all the heating needs and partly 
the cooling needs for the hottest cities as; Madinah, Jeddah, 
Riyadh, and Dahran. However, an auxiliary energy source 
must be added.
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Fig. 10: Monthly geothermal Percentage of cooling for different cities. 

 
Table 5 and Fig. 10 show the monthly geothermal Percentage of cooling/heating for the different cities 
in a typical K.S.A climate dominated by hot weather results in high undisturbed ground temperature 
(U.G.T.) over most of the K.S.A. cities than the heating indoor temperature settings Tset-heat. 
Consequently, the Canadian well is an appropriate technology to fulfill easily (Fgeo-heat = 100%) the 
heating load as presented in Table 5. However, for the cooling mode, in most of the cities, the 
geothermal system can provide only part of the air conditioning needed (Fgeo-cool < 100%), except for 
Khamis and Guriat. These two cities have a moderate climate, and the Canadian well system alone 
can fulfill the heating and cooling loads. Riyadh has the highest geothermal percentage in July with 
Fgeo-cool = 67.5%, followed by Dahran Fgeo-cool = 59.4% in August and then Madinah with Fgeo-cool = 45.9 % 
in July. Jeddah presents the low percentage with Fgeo-cool  = 29.9%. Therefore, during the summer 
season and the Canadian well system, Madinah, Riyadh, Jeddah, and Dahran need an auxiliary 
energy source to satisfy the comfort in the building. 

CONCLUSION 

A potential assessment of the Canadian and a shallow geothermal energy source for cooling and 
heating in Saudi Arabia has been conducted. The study is based on monthly average ambient 
temperature for a long-term period in six different cities selected according to the diverse climatic 
zones in K.S.A. The undisturbed ground temperature has been determined for more than 70 cities and 
applied to generate isotherms presented on the map of K.S.A. This information is beneficial for 
engineers who are interested in shallow geothermal applications. In addition, a new factor has been 
proposed to estimate the percentage of geothermal contribution.  For all cities, the shallow geothermal 
energy sources can easily satisfy all the heating needs and partly the cooling needs for the hottest 
cities as; Madinah, Jeddah, Riyadh, and Dahran. However, an auxiliary energy source must be added. 

Fig. 10: Monthly geothermal percentage of cooling for different cities.

Nomenclature

A the amplitude of the temperature, (K)

F geothermal percentage

h thermal conductivity, (W/m.K)

t time, (days)

T temperature, (K)

y depth in the ground, (m)

Greek symbols

α thermal diffusivity, (m2/day)

αs absorption coefficient

Ε effectiveness of EAHE

δ damping depth, (m)

Φ phase angle (radians)

ω angular frequency, (radians/day)

Table 5: Comparison of geothermal Percentage for different cities.

Month Madinah Riyadh Guriat Khamis Jeddah Dahran

Cool Heat Cool Heat Cool Heat Cool Heat Cool Heat Cool Heat

Jan 100 100 100 100 100

Feb 100 100 100 100

Mar 100 100

Apr 100

May 25.98 51.58

Jun 45.24 64.51 100 100 20.61 54.78

Jul 45.85 67.48 100 100 29.88 58.51

Aug 43.52 65.75 100 29.54 59.39

Sep 42.07 58.18 100 19.54 51.01

Oct

Nov 100 100

Dec 100 100 100
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Subscript

a, amb ambient

conv convective heat transfer

G Global solar radiation on a horizontal surface

g ground

geo-cool  geothermal cooling

geo-heat  geothermal heating

in inlet

ou outlet

s ground surface

sky sky

conv convection
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ABSTRACT

Microplastics, a multi-dimensional environmental stressor group, capable of transboundary migration, 
are a threat to the global ecosystem. Transboundary migration of microplastics across all environmental 
matrices is known to originate from a multitude of sources and acts in conjugation with each other. This 
inter-dependence of sources calls for a detailed scientific analysis of all the sources that are in play. 
Waste management facilities have already been established as a significant contributor of microplastics 
to the aquatic and terrestrial environment. A systematic overview of the scientific literature reveals 
that the existing body of scientific knowledge is mainly focused on wastewater treatment facilities as 
a source/pathway of microplastics in the environment.  Recently the focus shifted towards solid waste 
management facilities through landfills. Poor plastic waste management practices made discarded 
plastics the most dominant component of solid wastes. This review elucidates the occurrence and 
distribution of microplastics, characteristics of microplastics, including size, shapes, colors, and polymer 
types, in leachate and refuse of landfills. Furthermore, we discussed the transport mechanisms and 
pathways used by microplastic present in landfills to migrate to subsurface or groundwater and adjacent 
aquatic bodies. Last, based on the findings, we summarized the gaps in existing studies and suggested 
future perspectives to be focused on the future.  The abundance of microplastics is attributed to the 
volume of plastic waste in landfills, management of leachate originating from landfills, application of 
leachate, and age of landfills. Microplastics abundance and characteristics vary in leachate and refuse. 
Smaller microplastics are predominant in leachate while larger microplastics are predominant in refuse. 
Landfills are capable of generating secondary microplastics from fragmentation and degradation. 
Further studies on microplastics in landfills are necessary to tackle this ever-growing menace. 

INTRODUCTION

Mass production and increased consumption of plastics 
resulted in plastic accumulation in terrestrial and aquatic hab-
itats (Colton & Knapp 1974, Coe & Rogers 2012). The plastic 
material, after its usefulness, ends up in the environment as 
waste or garbage (Gregory 1996, Moore et al. 2002, Derraik 
2002). Plastic waste in the environment exists in different 
sizes range and classified as macroplastics, mesoplastics, 
and microplastics (Gregory & Andrady 2003, Van Sebille et 
al. 2015). The term ‘microplastic’ was used by Thompson 
in 2004, to define smaller plastic pollutants present in the 
marine environment with emphasis been given to their size 
(Thompson et al. 2004). The size boundary used in defining 
microplastics was further refined by various authors (An-
drady 2011, Arthur et al. 2008, Verschoor 2015).

The most popular and widely used definition of mi-
croplastics was proposed by United States National Oceanic 
and Atmospheric Administration (NOAA), defining ‘mi-
croplastics’ as any piece of plastic with upper size < 5 mm, 
covering all types of plastic in the environment, regardless of 

the difference in chemical composition. Recently, a group of 
experts from this field, fixed the lower size limit of microplas-
tics to 1 μm, to make results of future studies comparable 
and introduced a definition for submicron plastics (Size < 1 
μm) known as nano plastics (Hartman et al. 2019).

The ever-growing body of scientific understanding from 
the studies demonstrates that microplastics are ubiquitous in 
the terrestrial environment and the terrestrial environment 
act as a “source and sink” for microplastics.  A study reports 
that annual plastics released to land are estimated to be 4–23 
times higher than that released to oceans (Geyer et al. 2017).

The major portion of plastic garbage after material/re-
source recovery and subsequent reuse, eventually ends up in 
landfills. It has been roughly estimated that 95 % of MSW 
generated in the world ends up in landfills. The large portion 
of wastes in landfills is of plastic origin with a rough estimate 
to be 79 %, thereby suggesting landfills to be abundant with 
microplastics (Zhou et al. 2014). While waste management 
facilities such as wastewater treatment plants and landfills 
are presumed to be a potential source of microplastics, our 
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understanding of the role of landfills as a source or sink of 
microplastics is limited (Ngo et al. 2019, Kazour et al. 2019, 
Cowger et al. 2019). 

Landfill leachate, whether treated or otherwise, has 
been known to pollute environmental matrices with heavy 
metals and other toxic compounds, primarily in the soil and 
groundwater. Such contamination of groundwater results in 
a substantial risk to local groundwater resource users and the 
ecosystem. The presence of toxic plasticizers in leachate has 
been reported in many studies, which establish that landfills 
are a significant source of plastic-associated pollutants (Jons-
son et al. 2003, Asakura et al. 2004, Baderna et al. 2011, 
Kalanatarifard & Yang 2012, Wowkonowicz et al. 2013). 
Besides primary microplastics already present in the solid 
waste and landfills generates secondary microplastics due to 
the substantial amount of plastic waste buried in landfills and 
providing favorable environmental conditions for progressive 
and continuous degradation of macroplastics to microplastics 
(Ishigaki et al. 2004, Webb et al. 2013).

Thus, it is likely that landfills are also capable of stor-
ing, fragmenting, and releasing microplastics further in the 
environment, and may likely be the crucial link in better 
understanding the cyclic movement of microplastics in 
the environment.  This paper aims to provide a review of 
the existing literature reporting microplastic pollution in 
landfills, focusing on their abundance and characteristics. 
Further, we examined whether landfills act as a sink, source of 
microplastics, or both and discussed transfer mechanisms of 
microplastics to the aquatic environment. Last, we discussed 
current gaps in knowledge regarding the understanding of 
microplastic pollution in landfills.

RESULTS AND DISCUSSION

Microplastic Occurrence and Abundance in Landfills

Results from 31 landfills that were examined in five studies 
portray that number of microplastics varies significantly 
with almost none to 25 particles per liter. The abundance 
of microplastics from each landfill site is mentioned in 
Table 1. The five studies considered under this review are 
geographically dispersed, spreading across Nordic countries 
of Europe to south Asian countries like China and Thailand, 
suggesting that microplastics are heterogeneously dispersed 
in landfills around the globe (Kilponen 2016, Praagh et al. 
2018, He et al. 2019, Su et al. 2019, Puthcharoen & Suchat 
2019). This trend is in line with microplastic distribution in 
the aquatic and terrestrial environment around the globe, 
though microplastic abundances in landfills remain lower 
than in the aquatic ecosystem. Microplastics are found to 
be abundant in mostly all leachate samples. 

 This section also includes studies in which the report-
ed quantity of microplastics in freshwater, sediment, and 
wastewater treatment plants are on par with the abundance 
of microplastics in landfills. Microplastic abundance and 
distribution in Flemish rivers of Belgium, River Seine of 
France, Lake Hovsgol of Mongolia, Great Lakes of USA, 
and various lakes of Switzerland are reported to be 17 par-
ticles.L-1, 0.03 particles.L-1, 0.00012 particles.L-1, 0.016 
particles.L-1, and 20 particles.L-1 respectively (Slootmaekers 
et al. 2019, Dris et al. 2015, Eriksen et al. 2013, Van Wezel 
et al. 2016, Faure et al. 2015). 

 A significant difference in microplastic abundance 
was observed among the analyzed landfill sites, with the 
highest abundance of microplastics recorded at landfill 
No. 2 of Shanghai, China (24.58 particles.L-1) and lowest 
around landfill site of Tali, Helniski (0.002 particles.L-1). 
Furthermore, microplastic abundance varies from landfill to 
landfill within a country and other countries. Country-wise 
the maximum abundance was found at Álfsnes landfill (4.51 
particles.L-1) in Iceland, Böler landfill (1.3 particles.L-1) in 
Norway, Hollola landfill (1.97 particles.L-1) in Finland, and 
Shanghai landfill No. 2 (24.58 particles.L-1) in China. This 
trend can be attributed to the difference in living standards, 
human activity, and type of industries, waste management 
practices, the quantity of plastic waste in MSW, and local 
laws and policies among countries. The nature and quantity 
of waste generated and handled by landfills are likely to be 
different, in turn influencing the abundance and character-
istics of microplastics present in landfills.  For example, the 
municipal solid waste of China has been reported to have 
less plastic content when compared with plastic content in 
municipal solid waste of Nordic countries (Yang et al. 2018).  
The other important aspect which affects the variation in 
microplastics abundance is the targeted microplastics size 
in the study. Variation in the mesh sizes or filter paper used 
during sampling and analysis influences the abundance of 
microplastic particles present in the samples. 

 Apart from leachate, refuse and dry waste from land-
fills was analyzed for the presence of microplastics in two 
studies. In the refuse sample obtained from Laogang landfill 
in Shanghai, China, the microplastic abundance was found 
to be in the range of 20-91 particle.g-1. Similarly, in 12 
landfills of Thailand, microplastic abundance in refuse was 
in the range of 0.6-2.2 particle.g-1. Microplastic abundance 
in landfill refuse is reportedly higher when compared with 
microplastic abundance in aquatic sediments, agricultural 
soil, and sewage sludge, again solidifying landfills as one 
of the major land-based sources of microplastics (Hu et al. 
2015, Li et al. 2018, Liu et al. 2018).

Variation in leachate composition and concentration 
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of pollutants when compared with refuse is attributed to 
the amount of water that infiltrates or percolates into the 
landfill and the environmental degradation and fragmen-
tation processes occurring inside the landfill. Landfills are 
known to behave like an anaerobic reactor due to a favorable 
environment (sufficient moisture and lack of oxygen etc.), 
where a diverse range of microbial communities thrive. These 
microorganisms have the potential to bio-degrade plastic 
waste present in landfills depending on the environmental 
conditions of the landfill and the chemical nature of the 
polymer. Degradation of biodegradable plastics, through 
microbial activities in the landfill, results in the production of 
methane and biomass while degradation of other polymeric 
materials results in the production of microplastics. Hence 
the abundance of microplastics in landfills directly depends 
upon the volume of plastic waste present in the landfill, the 
volume of primary microplastics present in the landfill, and 
the degradation process occurring in the landfill (Ishigaki et 
al. 2004, Themelis & Ulloa 2007)

Characteristics and Nature of Microplastics in Landfill

Characteristics of microplastics play a key role in the distri-
bution and transference of microplastics in the environment. 
It is a common practice to characterize microplastics into 
different sizes; shapes, colors, and polymer types, etc. which 
aids in identifying the source, transfer pathway, fate, degra-
dation status, potential to act as a vector for toxic chemicals 
and microbes, their interaction with organisms, and impact 
on the environment. The characteristics of microplastics from 
studies on landfills are summarized in Table 1. 

Size of Microplastics

The size of the microplastics plays a crucial role in their 
interaction with the biotic component and long-term threat 
to the ecosystem. The lowest boundary of mesh size used 
during the sampling and analysis portion will fix the size 
of microplastics reported in the study. Continuous environ-
mental degradation of macroplastics and microplastics keeps 

Table 1: Abundance and characteristics of microplastics found in landfills.

Location Abundance
(Particle/L)

Size Classification Shape Microplastics polymer com-
position (%)

Reference

Álfsnes Iceland 4.51 5,000-500 μm and 
500-50 μm

NM PE (41.46%), PP (4.27%), 
PVC (2.07%), PS (12.26 
%), PET (13.91%), PUR 
(21.35.%), PA (0.55%), 
PMMA (4.13%).

A

Anonymous 1*Finland 0.30

Anonymous 2* Norway 1.40

Böler Norway 1.3

Fiflholt new cell Iceland 0.20

Fiflholt old cell Iceland -

Gjerdrum Norway 1

Hollola Finland 1.97

Korvenmäki Finland 1.10

Kujala Finland 0

Topinoja Finland 0.16

LF1 Shangha CW: 3.58 EB: 18.38 1,000-5000 μm and 
1000-100 μm

lines (14.81%), flakes 
( 2 2 . 8 7 % )  f r a g m e n t s 
(58.62%), pellets (0.64 
%) and foams (3.06%)

PE (34.94%), PP (34.94%), 
PVC (0.32%), PS (4.99%), 
ABS (0.32%), PET (5.96%), 
PUR (1.45%), EVA (0.64%), 
PA (0.64%), PES (2.74%), 
EP (0.32%), PF (0.16%), 
P P C  ( 0 . 1 6 ) ,  P M M A 
(0.32%), ALK (4.35%), 
PMDS (2.25%),  PTFE 
(5.48%).

B

LF2 Shanghai CW: 0.79 EB: 24.58

LF# Shanghai CW: 1.38 EB: 1.17

LF4 Wuxi CW: 0.96 EB: 0.96

LF5 Suzhou CW: 0.42 EB: 2.96

LF6 Changzhou CW: 2.21 EB: 3.58

Laogang, Shanghai, Chi-
na

4 to 13 < 0.5 mm; 0.5-1 
mm; 1-5 mm

Leachate: fiber (60%), 
granules (24.62%) , frag-
ments (15.38%) ,Refuse: 
f ragments  (59.28 %) 
granules (18.57 %) , fibre 
(13.39 %) films (7.86 %) 
and rods (0.36%)

Leacha te :  Ce l lophane 
(45.12%), PE (9.76%), PP 
(8.54%) and PS  (8.54%, 
refuse)
Refuse: PE, PEUR, PS, 
EPM, and PP polymers (60 
%)

C

Table cont....
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generating secondary microplastics, making exact estimation 
of microplastics based on size tough. Furthermore, smaller 
microplastics with a larger surface area are more prone to 
sorptive processes making a higher possibility of adsorption 
of toxic pollutants. Out of 5 studies, size distribution was 
mentioned in 3 studies, Detail of various size classifications 
used in the studies are summarized in Table 1. 

Microplastics present in the leachate of 11 landfills of 
Nordic countries were classified in two size range- 5,000–500 
μm and 500–50 μm. Results concluded that when compared 
with raw or treated sewage, landfill leachate is likely to be 
a relatively small source of microplastic particles between 
5000 and 50 µm.  Microplastics present in leachate samples 
from 6 landfills of China were reported in 3 size classifica-
tion. The highest percentage (74.88%) of microplastics was 
found to be in the size range of 100-1000. Microplastics in 
leachate and refuse from Shanghai landfill were categorized 
into 3 classes, < 0.5 mm, 0.5-1 mm, and 1-5 mm. The size 
of microplastics ranged from 0.07 to 3.67 mm in leachate, 
and 0.23 to 4.97 mm for refuse samples. The average size of 
microplastics in refuse (1.03 mm) was larger than leachate 
(0.83 mm) suggesting large microplastic particle entraps 
in refuse while smaller microplastics particles migrate to 
the leachate. It can also be inferred that, due to continuous 
environmental degradation of the large microplastic particle, 
smaller secondary microplastics are being generated which 
migrates to the leachates. Microplastics in leachate sample 
collected near Talli, Helniski were classified into 3 size 
groups: <300 μm;100 μm -300 μm, and 100 μm to 20 μm.

Results of the five studies revealed that the abundance of 
microplastic varies with the size fraction of microplastics. 
The smaller microplastics remain abundant in leachate while 
larger microplastics are abundant in refuse. In the aquatic 
environment, smaller particles are reported to be dominant 
in the entire microplastics size range due to continuous deg-

radation and fragmentation; results from the landfill studies 
also confirm this trend (Isobe et al. 2014, Zhang et al. 2017, 
Auta et al. 2017).

Problems associated with reporting size distribution and 
abundance of microplastics in microplastic research studies 
due to different sampling strategies and analytical methods 
being used by researchers, make comparative studies chal-
lenging. Standardization and harmonization of the microplas-
tic analysis protocols and guidelines for reporting the size 
distribution of microplastics are much needed to use the size 
distribution data efficiently (Filella, 2015).

Shape of Microplastics

Microplastics in the environment appear in a wide diversity 
of shapes. Visual identification of microplastics through 
naked eyes and microscopes reveals morphological charac-
teristics such as shape and color. Microplastic morphologies 
commonly described in research literature include spheres, 
beads, pellets, foam, fibers, fragments, films, and flakes. The 
shape of environmental microplastics depends upon the type 
of microplastics.  Primary microplastics are intentionally 
made in that form, as the specific shape of primary microplas-
tics serves a specific purpose, for example, microbeads in 
facial cleansers and face scrubs. In nature, degradation and 
fragmentation of microplastics occur, where a wide range of 
mechanical forces act on the surface of plastic which results 
in rugged and irregular-shaped secondary microplastics.  
Secondary microplastics with sharp edges illustrate a recent 
introduction into the environment while smooth edges are 
associated with a large residence time (Hidalgo-Ruz et al. 
2012, Free et al. 2017, Paco et al. 2014, Weinstein et al. 2016, 
Upadhyay & Bajpai 2021).

Out of 5 studies, only 3 studies report the shape of mi-
croplastics. Microplastics in 12 leachate samples from 6 land-
fills were categorized into 5 groups: lines, flakes, fragments, 

Location Abundance
(Particle/L)

Size Classification Shape Microplastics polymer com-
position (%)

Reference

Tali, Helsinki 0.002 and 0.017. <300 μm;100 μm 
-300 μm and 100 μm 
to 20 μm.

Textile fibres : 0.080 to 
0.261 fibres/L and syn-
thetic particle : 0.002 and 
0.017 particle/L

NM
D

12 landfill of Thailand

13.5- 27.5 Items/
kg.dry weight 330 μm to 5000 μm

         

Grannules: 32% films 
27%,
irregulars 22% and spheres 
1%
leachates: granules 47% 
films (28%),
fibers (17%), irregular 
(8%) and spheres (0%).

PS, PP, PET

      

E

References: A - Praagh et al. (2018); B - He et al. (2019); C - Su et al. (2019); D - Kilponen (2016); E - Puthcharoen & Suchat (2019)
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pellets, and foams. Fragments and flakes were found in all 
samples. Pellets and foam were found only in the landfills 
of Shanghai.  The majority of the microplastics found were 
irregular in shape and had rough edges suggesting that sec-
ondary microplastics are the major source of microplastics 
in landfill leachate. Morphologically, microplastics from Le-
ogang, Shanghai, China was categorized as fibers, granules, 
films, rods, and fragments in leachate and fibers, granules, 
and films in refuse. In leachate samples, fibers (60%) were 
abundant while in soil samples, fragments (59.28 %) were 
abundant as mentioned in Table 1. 

Microplastics in leachate from a landfill in Talli, Helsinki, 
were analyzed for the presence of textile fiber and synthetic 
particles. Fibers were prevalent in all the samples. Microplas-
tics in 12 soil samples and 10 leachates from 12 landfills of 
Thailand were categorized as fibers, films, spheres, granules, 
and irregular. In soil and leachate samples, granules (32% & 
47% respectively) were the dominant type of microplastics. 

The shape is crucial in determining the sources and types 
of microplastics. The shape also reveals the residence time 
of microplastic, meaning when the microplastics entered 
into the environment.  Resins and pellets are reported to be 
dominant in the aquatic environment near industrial activi-
ties, suggesting the use of primary microplastic in industries 
while fragments and foams remain dominant near heavy 
marine aquatic traffic, tourist spots, and marine environment, 
suggesting secondary microplastics due to degradation. In 
domestic wastewater and wastewater treatment plants, beads 
found in personal care products and textile fibers from textile 
washing forms the majority of microplastics while fibers 
form the major component of microplastics deposited from 
the atmosphere (Napper et al. 2015, Dris et al. 2016, Her-
nandez et al. 2017)

The abundance of irregular shapes and rough edges of 
microplastics resulting from fragmentation and degradation 
of microplastics, and the volume of plastic waste buried in 
landfills implies a long-term process of generation, accumu-
lation, and release of microplastics in the landfills.  Earlier 
studies concluded that the abundance of the fragment in 
the aquatic environment is the result of environmental 
weathering and fragmentation of larger plastic products, 
or input of effluents from the wastewater treatment plants 
and industrial activities or derived from vessel activities 
(cargo, fishing, etc.). Furthermore, microplastics of smaller 
size having an irregular shape and rough surface provides 
active sorption sites which increases the sorptive potential 
of microplastics. This coupled with a higher residence time 
of microplastics in the environment (more residence times, 
increases the likelihood to), enhances the environmental risk 
of leachate discharged to the environment (Koelmans et al. 
2016, Machado et al, 2018).

Color of Microplastics

Pigments and dyes are used by plastic manufacturing indus-
tries to produce colored macroplastics and microplastics. The 
consensus among microplastic pollution researchers remains 
in favor of reporting color classification of microplastics with 
the majority of microplastic studies reporting quantitative 
data on different colors of microplastic in the environment; 
still, none of the studies on landfill reports any information 
related to microplastic color. Microplastics have been re-
ported in a range of colors, including red, orange, yellow, 
brown, tan, off-white, white, grey, blue, green, etc. Trans-
parent microplastics originate from single-use plastic such 
as plastic bags and plastic plates or cups or from industries 
where transparent microplastics are used as feed material. 
Colored microplastics are mainly secondary microplastics 

 

 

microplastics, a plume of contamination will occur and aquatic sources in that plume will be 

contaminated. The dry (long) and wet (intense) cycle leads to accelerated dispersion of leachate in 

the surrounding areas causing microplastic contamination of subsurface water.  

The transport mechanism of microplastics from landfills is complex and remains unidentified, 

though few mechanisms have been conceptualized based on the transport and fate of microplastics 

in soil and terrestrial environment. Microplastics from landfills can transfer to groundwater and 

nearby water bodies using 5 distinct routes as shown in Fig.1.  

 

Fig.1: Detail of potential pathways for microplastics migration and transference from landfills to 

aquatic environment.  

Fig.1: Potential pathways for microplastics migration and transference from landfills to aquatic environment. 
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resulting from the fragmentation of colored macroplastics. 
However, the color of the plastic particle cannot easily be 
used to deduce the type or origin. Importantly, color infor-
mation can be biased as brighter colors are spotted more 
easily during visual inspection.

Polymer Type of Microplastics 

Analysis of the microplastic composition mainly in form 
of polymer types reveals pertinent useful information on an 
individual particle. The polymeric information alone can 
point towards sources and origin in most cases, but when 
supplemented with morphological information, will reveal 
the completed information (Digka et al. 2018).

726 microplastics present in 16 leachate samples (treated 
and untreated) from 11 landfills of the Nordic nation were 
identified to confirm the presence of 8 polymer types.  PE 
(301 particles) was found to be abundant. 17 types of poly-
mers were found in 621 microplastics particles from 12 lea-
chate samples of 6 landfills in China. PE (217 particles) and 
PP (217 particles) dominated the entire polymer group (92). 
Microplastics present in leachate and refuse from landfills 
near Laogang, Shanghai, China were analyzed for polymer 
identification. For refuse samples, the highest abundance 
was represented by PE. In leachate samples, the highest 
abundance was represented by cellophane.

Polyethylene is the most dominating polymer type found 
in landfills. Cellophane, a typical semi-synthetic material, 
classified as microplastics, was abundant in landfills near 
Laogang, Shanghai, China. PE is also observed to be the 
most frequent polymer type found in other environmental 
matrices.  In the aquatic environment, PE, PP, and PS mi-
croplastics are dominant.  Similarly, PS and PE are the most 
detected microplastic polymer in wastewater samples (Van 
Sebille et al. 2015, Galgani et al. 2015, Ballent et al. 2016, 
Talvitie et al. 2017). 

Polythene dominates the most produced polymer type 
in the world and has a wide range of applications such as 
packaging material and in personal care products. PS is ex-
tensively used in packaging and for manufacturing disposable 
items (coffee cups and food containers, eating utensils), while 
PP is used to make rigid plastic tools and furnishings, such as 
textile floor coverings, carpets, and fishing nets. Cellophane 
is often used as packing material for food items, batteries, and 
cigars (Vianello et al. 2013, 2019, Su et al. 2016, Kershaw 
& Rochman 2016). 

Migration and Transport of Microplastics from 
Landfills to Aquatic Environment

The fate of microplastics in landfills not only deals with 
microplastics buried in the landfill but also the secondary 

microplastics generated in landfills. Waste present in land-
fills, over time, gets decomposed and starts sweating, and 
generates a sufficient quantity of liquid waste known as ‘lea-
chate’. Landfill leachate can be defined as the liquid effluents 
generated from rainwater percolation or infiltration through 
a landfill, as well as, the moisture present in the waste and 
the degradation of waste (Mukherjee et al. 2015, Costa et al. 
2018). The quantity of leachate generated depends upon the 
intensity and duration of rainfall, evapotranspiration, surface 
runoff, groundwater infiltration, and degree of compaction 
of waste in landfills.

Landfill facilities have a special arrangement for the 
collection of leachates which are eventually being disposed 
of in the environment, with or without treatment (Salem et 
al. 2018). Areas near landfills have a greater possibility of 
groundwater contamination because of the potential pollution 
source of leachate originating from the nearby site (Mor et 
al. 2006). The leachate pollutes large amounts of ground-
water, rendering it unsuitable for use. Such contamination 
of groundwater resources poses a substantial risk to local 
resource users and the natural environment (Han et al. 2016). 
The plastic waste present in landfills is subjected to various 
environmental forces that facilitate their fragmentation or 
degradation and horizontal or vertical movement either due to 
groundwater underflow or infiltration. Overtime the leachate 
generated in the landfill starts accumulating at the bottom of 
the landfill and percolates through the soil and reaches the 
groundwater (El-Fadel et al. 1997, Islam & Singhal 2004, 
Themelis & Ulloa 2007, Bilgili et al. 2007).

Microplastic contamination of groundwater from landfill 
leachate is of paramount importance due to its association 
with chemicals and pathogens. Their eco-toxicological effect 
depends upon various factors such as volume and toxicity 
of microplastics present in leachate, permeability and nature 
of the geological strata which govern vertical and horizontal 
distribution, and direction of groundwater flow. Of these 
factors, groundwater flow is crucial as groundwater moves 
slowly and continuously through the pervious strata of soil. 
If a landfill contaminates groundwater with microplastics, 
a plume of contamination will occur and aquatic sources in 
that plume will be contaminated. The dry (long) and wet 
(intense) cycle leads to accelerated dispersion of leachate 
in the surrounding areas causing microplastic contamination 
of subsurface water. 

The transport mechanism of microplastics from landfills 
is complex and remains unidentified, though few mechanisms 
have been conceptualized based on the transport and fate of 
microplastics in soil and terrestrial environment. Microplas-
tics from landfills can transfer to groundwater and nearby 
water bodies using 5 distinct routes as shown in Fig. 1. 



1941MICROPLASTICS IN LANDFILLS: A COMPREHENSIVE REVIEW 

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

I. Stormwater or surface runoff carries microplastics 
from landfills into aquatic systems: Stormwater runoff is 
an important pathway for the transport of microplastics from 
landfills to groundwater and aquatic bodies.  Macroplastics 
and microplastics present near roads, on the ground surface, 
in open solid waste dumping sites and landfills, gets carried 
away with surface runoff which eventually ends up being 
part of groundwater or aquatic system. The presence of 
microplastics in surface runoffs has already been reported 
and modeling studies confirm that surface runoffs carry mi-
croplastics (including tire wear and road wear/dust particle) 
from terrestrial to the aquatic environment (Nizzetto et al. 
2016, Siegfried et al. 2017, Vogelsang et al. 2019, Kole et 
al. 2017).

II. Atmospheric transport (due to wind) of microplastics 
from the surface of landfills to the aquatic environment:  
Microplastics are light in weight and their atmospheric trans-
port has been highlighted as an important pathway that carries 
microplastics in the environment. Microplastics having low 
buoyancy, get carried away from the surface of the landfill by 
the wind and may deposit into aquatic bodies. Researchers 
have discovered that wind pushes and mixes the lightweight 
plastic particle down into the water (Rezaei et al. 2019). The 
wind can carry microplastics from the ground surface, open 
solid waste dump sites, and landfills and deposits them in 
environments farther from their original site, including the 
aquatic environment (et al. 2021).

III. Transference through leachate either by direct dis-
charge or leakage from drainage: Leakage of leachate due 
to defects in landfill liners have been a matter of concerns 
for so long, Sufficient evidence is available which suggests 
that leakage through landfill liners would be a pathway for 
microplastics to enter into the adjacent environmental matrix 
(from subsurface soil to groundwater which eventually ends 
up in aquatic sources) (Foose et al. 2001). The immediate 
surface below landfill and landfill themselves are composed 
of porous soil medium containing pores of different sizes.  
These pores provide an opportunity for contaminants like 
microplastics to escape from the landfill. Recent studies 
discussed the vertical and horizontal distribution of mi-
croplastics in soil. Smaller microplastics easily move through 
soil pores while larger microplastic gets trapped. Similarly, 
in landfills, smaller microplastics migrate through the pores 
while larger microplastics get trapped in the pore. Trapped 
microplastics are under constant environmental degradation 
forces and with time, they break down into smaller mi-
croplastics, which then escape through the pores and reach 
aquifers via soil (Foose et al. 2001, Blasing & Amelung 2018, 
Grayling et al. 2018, Yong et al. 1992, Brandon et al. 2016).

IV. Microbes and terrestrial organisms present in land-
fills as the carrier of microplastics: The most recent studies 

demonstrate that microbes and terrestrial organisms present 
in soil act as a carrier of microplastics. In laboratory con-
ditions, two collembola species (i.e. Folsomia candida and 
Proisotoma minuta) carried and distributed microplastics.   A 
study showed that mite (i.e. Hypoaspis aculeifermoved) can 
also move and disperse the commercial PVC microplastics. 
Similarly, earthworms were also observed to be the carrier 
of microplastics.  Due to the abundance of microplastics in 
the terrestrial environment and terrestrial trophic transfer 
of microplastics, microplastics get ingested by terrestrial 
organisms and microbes. These organisms carry microplas-
tics into the environment and release microplastics back to 
the environment through excretion. Microplastics can also 
get attached to the outer surface of organisms and migrate 
freely (Maaß et al. 2017, Zhu et al. 2018a, 2018b, Rillig et 
al. 2017, Huerta Lwanga et al. 2017a, 2017b)

V. Application of treated leachate as soil conditioner: 
Leachate, a toxic mix of chemicals, also contains minerals 
and nutrients (iron, nitrogen, phosphorus, and biomass from 
anaerobic digestion, etc.). Effluent from leachate treatment 
plants, after removal of toxic chemicals, contains a sufficient 
quantity of nutrients, which is used as a soil stabilizer and 
conditioner.    Although technologies for the treatment of 
landfill leachate are mainly focused on the removal of toxic 
chemicals, they remain efficient in microplastic removal too.  
But the high volume of leachate effluent generated daily 
contains a huge amount of microplastics and when applied 
as a soil conditioner, will reintroduce microplastics back to 
the terrestrial environment from where they will migrate to 
aquatic sources (Nunes Júnior et al. 2017, Praagh et al. 2018). 

Among transport mechanisms discussed above, leaking 
and disposal of leachate appear to be the dominant mecha-
nism. Leachate being a highly concentrated chemical soup 
often undergoes treatment facilities to reduce its toxicity 
and volume.   Despite the complex, efficient, and sophis-
ticated treatment processes, just like wastewater effluent 
from wastewater treatment facilities, a substantial amount of 
microplastics remains present in treated leachate which even-
tually gets discharged either into the terrestrial environment 
or aquatic sources. Common leachate treatment processes 
include conditioning off leachate in equalization basins and 
subsequent physio-chemical and biological treatment units. 
The pathway for microplastic released from landfills to the 
environment will depend upon the discharge procedures 
adopted for treated leachate. Furthermore, the presence of 
microplastics from closed landfills of China highlights the 
importance of considering closed landfills as a source of 
microplastic pollution as degradation and fragmentation of 
microplastics is a continuous process. 

The age of landfills is also an important fact to consider 
while addressing microplastic pollution in landfills.  Landfill 
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age is considered to be a determinant factor controlling the 
leachate composition because physio-chemical and biolog-
ical properties change as the landfill tends to stabilize. The 
abundance and characteristics of microplastics in refuse 
have been reported to vary with different landfill ages. Due 
to increased plastic consumption in the last 3 decades, young 
landfills are abundant with microplastics while older landfill 
shows the presence of secondary microplastics resulting from 
environmental degradation (Kjeldsen et al. 2002, Kulikowska 
& Klimiuk 2008, Su et al. 2019)

Apart from the aforementioned active traditional path-
ways, few passive transport pathways are available for 
microplastics to use. Landfill mining (excavation, screen-
ing, and separation of valuable materials in landfills) is an 
important form of resource recovery being used in many 
countries. The application of landfill materials (having high 
organic content and low toxic substances) as soil conditioner 
has been studied in various literature and are now being prac-
ticed (Hogland et al. 2004, Krook et al. 2012, Quaghebur et 
al. 2013, Jones et al. 2013, Canopoli et al. 2018). Sufficient 
evidence is now available which confirms that wastewater 
sludge used as soil conditioner contributes to soil contam-
ination by microplastics (Corradini et al. 2019, Edo et al. 
2020). The soil application of landfill refuse may introduce 
microplastics to the soil, from where they can either migrate 
to groundwater, accumulate in soils, or be transported and 
redistributed by wind or carried by surface run-off to the 
aquatic environment (Zubris & Richards 2005, Duis & Coors 
2016, Da Costa 2018).

Compared with the aquatic environment, landfills are also 
a complex and heterogeneous medium where many factors 
(heterogeneous plastic waste, environmental condition, phys-
io-chemical and biological properties of leachate and refuse) 
influence the transport of microplastics. The meteorological 
forces directly influence the abundance, distribution, and 
migration of microplastics. In the post-monsoon season, 
due to precipitation, the volume of leachate generated and 
volume of surface runoff increases, similarly, high wind 
may plausibly carry more microplastics from landfill surface 
(Van Breukelen et al. 2004, Wijesekara et al. 2014). How do 
these factors in association with external transport mecha-
nisms affect the transport and retention of microplastics in 
landfills remains unsolved which affects our understanding 
of the transport of microplastics from landfills to soil and the 
aquatic environment. Future studies (laboratory studies, field 
studies, column experiments, transport modeling, and in-situ 
imaging) are required, considering all transport mechanisms 
individually and simultaneously to fill the knowledge gap 
highlighted in the next section. 

Knowledge Gap

In this section, we are highlighting several key gaps in un-
derstanding microplastic pollution in landfills based on the 
published literature. 

All the studies considered engineered landfills for 
analysis except few landfills in Thailand. Open dumping of 
municipal solid waste is commonly practiced in developing 
countries. Due to a lack of infrastructure and resources, these 
dumpsites generate leachate which directly flows to the drains 
or migrates to the groundwater. A holistic approach encom-
passing engineered landfills and open dumps is required to 
increase our understanding.

	 ∑	 The physicochemical properties of leachate have not 
been reported in many studies which makes it difficult 
to assess the overall risk of leachate on the ecosystem.  

	 ∑	 Several studies have theoretically conceptualized the 
transfer route of microplastics from landfills to aquatic 
bodies, yet scientific understanding of transport mech-
anisms remains unclear. It is of paramount importance 
to understand the transport processes of microplastics 
originating from landfills to the environment. The 
microplastic transport and distribution among various 
zones of landfills must be modeled to estimate the level 
of microplastic abundance and distribution that has 
happened and that is going to happen. Furthermore, 
these models will help propose preventive measures. 

	 ∑	 The body of knowledge available on microplastics in 
landfills is based on studies conducted in developed 
countries. Developing countries rely mostly on landfills 
and open dumps to deal with solid wastes. Given the 
fact that microplastics are capable of long-term trans-
portation and transboundary migration, it is therefore 
important to address the presence of microplastic in 
developing countries. 

	 ∑	 Further studies should focus on the plastic biodegrada-
tion process and underlying mechanism in the landfill, 
such as the isolation of microorganisms capable of 
degrading polymer and rate of degradation in field con-
dition and controlled laboratory stimulated condition to 
make the predictive estimation of microplastics likely 
to generate in near future.  

	 ∑	 Future studies need to investigate the ecotoxicological 
impact of microplastics originating from landfills by 
studying their interaction with toxic chemicals and 
pathogens already present in the landfill.  

	 ∑	 Toxicological studies on the interaction of chemicals in 
leachate with microplastics in a laboratory simulated 
landfill environment are required to understand the 
distribution characteristics of microplastic-associated 
chemicals and sorptive behavior in the environment. 
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CONCLUSION 

Despite profound efforts to limit the use of landfills, landfills 
remain the most popular method to handle solid wastes. A 
review of the available literature indicates that microplas-
tics are abundant in both active and closed landfills.  The 
abundance and characteristics of microplastics varied across 
different regions. Fibers and fragments are the most dominant 
microplastic shapes and polyethylene is the most dominant 
polymer type in landfill leachate. Comparison of results is not 
possible due to varying size classification used in the study to 
report the abundance of microplastics.  None of the studies 
reports a color classification of microplastics. Degradation 
and fragmentation of microplastics seem to generate second-
ary microplastics in landfills.  The migration of microplastics 
present in landfills to groundwater is a continuous process 
that does not stop even after the ceasing of landfill operations. 
Hence, it is very essential to keep assessing and monitoring 
the surroundings of decommissioned landfill sites.

Finally, only through collaborative efforts of legislation, 
public participation, multi-disciplinary research effort, and 
advancement in research and monitoring, the issue of mi-
croplastic pollution can be properly addressed.
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ABSTRACT

This paper includes a cradle-to-gate life cycle impact evaluation of gasoline blends in India. The potential 
environmental impacts of gasoline blends with three major components, i.e., methanol, ethanol, and 
n-butanol are assessed. The production of methanol from the natural gas reforming process, ethanol 
from hydrogenation with nitric acid, and n-butanol from the oxo process are considered in the current 
study. The results show that the gasoline blending with methanol has the lowest impact (11 categories) 
and is nearly constant from 5 to 15%. For gasoline with ethanol as an additive, the global warming 
potential, ozone depletion potential, and abiotic depletion potential rise with increasing ethanol 
addition. Meanwhile, increasing ethanol addition reduces the acidification potential and terrestric 
ecotoxicity potential impact of gasoline blends. Similarly, gasoline with n-butanol as an additive has 
higher acidification potential, eutrophication potential, human toxicity potential, terrestric ecotoxicity 
potential, marine aquatic ecotoxicity potential, and photochemical ozone creation potential compared 
to methanol and ethanol. 

INTRODUCTION 

India’s energy security has become a critical issue with major 
concerns about oil and other fossil fuel depletion, environ-
mental issues (in particular climate change), reliance on for-
eign sources, etc. Pollution is a major contributor to climate 
change. Many national and international policymakers are 
making reforms continuously to curtail pollution. Alcohol 
usage as an oxygenate fuel has the potential to reduce current 
emissions pollution occurring due to the properties of gaso-
line and its content (Yusri et al. 2017, Surisetty et al. 2011). 
Mainly, methanol (CH3OH), ethanol (C2H5OH), n-butanol 
(C4H9OH), and dimethyl ether (C2H6O) were commonly 
used as potential fuels (Yusri et al. 2017). 

However, alcohol is a clean-burning fuel that has been 
blended into gasoline since 1980 (Chen et al. 2018). Because 
of its higher octane rating and high intramolecular oxygen 
concentration, it can be used as a fuel in machines that have 
a greater compression ratio and higher thermal efficiency. 
However, due to the hydrophilic property of alcohol, it leads 
to phase separation, which is a major difficulty in alcohol 
blended fuels, causing operational problems and engine 
damage. Different blending agents have been reported by 
researchers to avoid methanol-gasoline phase separation 
(Karaosmanoglu et al.  2000). It has proven scientific records 
for methanol to blends of M5 to M100 (Sheehy et al. 2010, 

Yuen et al. 2010) and ethanol to blends of E5, E10, and E85 
(Shirvani et al. 2020) where M and E represent the percent-
age of methanol and ethanol in the blend and remaining is 
gasoline.

Multiple researchers have reported that the blending of 
alcohol with gasoline can minimize air pollution. Alcohol 
emits lesser pollutants such as nitrogen oxides (NOx), SOx, 
and particulate matter compared to gasoline (Canakci et al. 
2013, Yanju et al. 2008).

The environmental impact of any fuel was observed in 
two conditions, one is during production and the second 
during vehicular emission or combustion. In India, similar 
to China, the majority of coal to methanol process is feasible 
due to the abundance of coal (Saraswat & Bansal 2017). 
Hence, the scientific community and government authori-
ties considered oxidative additives as oxygen for the energy 
sector, with the goal of reducing foreign dependency in the 
future. Out of multiple oxygenates, methanol and ethanol 
prove low-cost sustainable options for gasoline blending 
(Shirvani et al. 2020, Saraswat & Bansal 2017).

There are mainly two sources reported for the production 
of methanol, i.e., natural gas, and coal. Natural gas (NG) 
to methanol emits much carbon dioxide per unit of energy 
used as gasoline. Whereas, methanol produced from coal 
produces double carbon dioxide, even if emission remains 
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the same. Butanol has better fuel properties as compared to 
ethanol such as higher heating value, lower vapor pressure, 
lower heat of vaporization, etc. That is why butanol can 
be used 100% as fuel in a spark-ignition (SI) engine. The 
only major issue is that biological and chemical pathways 
to butanol synthesis are both expensive (Ndaba et al. 2015, 
Popuri & Bata 1993). Henceforth, it is necessary to under-
stand how to oxygenate blended gasoline and its production 
route may impact the transportation network, storage, and 
environmental impacts, among other things (Chen et al. 2018, 
Karaosmanoglu et al. 2000).

In India, according to Economics Times, the Government 
transport ministry is looking to push legislation to increase 
the ethanol and methanol blending in gasoline to reduce the 
import of fossil-based gasoline. As per Indian Government 
policy, the Indian Oil Corporation produces a 10% ethanol 
and 15% methanol (depends on availability) blend. Methanol 
production costs are less than half of what ethanol costs to 
produce, which is meant to be blended at 10%, but produc-
ers are struggling to supply sufficient ethanol to meet the 
mandate. 

Life cycle assessment (LCA) of gasoline and diesel 
blending options is a well-defined track for crude oil (Mata et 
al. 2003). Many researchers studied the life cycle assessment 
of methanol, ethanol, and butanol blended with gasoline and 
compared environmental impacts and leak emissions only 
during transportation. However, depending on the type of 
engine, the research octane number and Reid vapor pressure 
after blending with gasoline have limitations. Most of the 
emissions comparison has been shown with different meth-
anol blends. The research on gasoline blending, different 
additives, and its development technology has high growth 
in India. However, very few authors have studied the gasoline 
blending production impacts. It has been noticed that no lit-
erature is accessible on the comprehensive LCA of gasoline 
blending in India. The objective of the present investigation is 
to examine cradle-to-gate ecological implications of gasoline 
blending with different oxygenates, namely, (a) methanol, (b) 
ethanol, and (c) n-butanol in India during the year 2020-2021.

MATERIALS AND METHODS

Alcohol Production

Methanol production 

Despite the growing demand for methanol as a transportation 
fuel component and an alternative fuel in India, conventional 
processes are still dominant. The most common route for 
the production of methanol is via syngas, although there 
are numerous available sources of feedstock for syngas 

production. The traditional route for methanol production 
could be summarized as:

Carbon Source + oxygen (or air) Æ Syngas (CO + hydrogen) 
Æ methanol

Syngas production can be prepared using several methods 
such as steam reforming of natural gas or naphtha (Heo et 
al. 2020), partial oxidation of natural gas and other hydro-
carbons (Ma et al. 2019), auto thermal reforming (Hu et al. 
2020), gasification technologies (Ramalingam et al. 2020), 
etc. India’s present focus is on producing methanol via syn-
gas from low-grade coal and solid waste (fossil or biomass) 
that would otherwise be burned or incinerated, as well as 
by-products of other sectors such as steel factories, cement 
plants, and refineries.

	 CH H O CO H4 2 23+ ´ + 	 ...(1)

	 CO H CH OH+ Æ2 2 3 	 ...(2)

The chemical reactions carried out in the production of 
methanol are mentioned in Eq. 1 and Eq. 2. Whereas, Eq. 
(1) and Eq. (2) the overall reaction is endothermal at reactor 
pressure 5- 30 MPa, and temperature around 300-350°C. The 
detailed process unit operations used for the production of 
methanol from NG are shown in Fig. 1. The highest efficien-
cy reported in the manufacturing of methanol from NG is 
66% (Kajaste et al. 2018). The coal to methanol production 
route contributes to higher CO2 emissions with low energy 
efficiency (Xiang et al. 2015). 

Ethanol production (96 % concentrated)

Before 1947, ethanol was produced by indirect hydration 
of ethene. However, after industrialization, production was 
routed via direct hydration of ethene as shown in equation 3 
(Weissermel & Arpe 2008, Liu et al. 2019). Ethanol (96%) 
production from the hydrogenation of the nitric acid process 
is shown in Fig. 2.

	 H C CH H O C H OH2 2 2 2 5= + ´ 	 ...(3)

The reaction occurs in a gas phase reactor with acid 
catalysis. The catalyst is nitric acid. The conversion rate is 
quite low (only 5.6%), so unreacted ethylene and ether from 
side reactions are recycled. The raw product is purified by 
distillation and the addition of sodium hydroxide to remove 
aldehydes (Falano et al. 2014, Li et al. 2018). 

Currently, India produces ethanol from B-heavy molasses 
and damaged food grains to fulfill the demand for blending. 
Ethanol production through molasses is a fermentation bio-
logical process, in which molasses are converted into cellular 
energy, ethanol, and carbon dioxide (Soam et al. 2015). 

Production data for molasses to ethanol mainly for en-
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zyme and yeast were found fluctuating in literature, so we 
have considered only hydration process production data for 
further analysis.

n-Butanol Production

Production of n-butanol can be done by two processes, i.e., 
petrochemical and biobased. The organic manufacture of 
butanol was one of the greatest commercial fermentation 
techniques in the early twentieth century, but it lost popular-
ity in 1960 when researchers developed more cost-effective 
substrates and more efficient petrochemical processes, such 
as the oxo-synthesis (Patil et al. 2019). Hydroformylation 

of propene is also known as an Oxo-synthesis process. 
Oxo-synthesis process is propene and syngas (CO + H2) in 
the presence of a catalyst with several reaction conditions 
(pressure, temperature) used as a feed stream for the produc-
tion of n-butanol. The detailed reaction is shown in equation 
4. Uyttebroek et al. (2015) demonstrated a hydroformylation 
process using Rh base catalyst at low pressure, producing 
95% of n-butanol and 5% 2-methyl-1-propanol (Uyttebroek 
et al. 2015). A detailed overview of n-butanol production 
from the Oxo process is shown in Fig. 3.

Production is modeled using the Oxo synthesis process or 
propylene hydroformylation. This low-pressure liquid-phase 
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Fig. 1: Methanol production from natural gas. 

 

Fig. 1: Methanol production from natural gas.
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process combines liquid-phase propylene and synthesis gas (a 
1:1 mixture of hydrogen and carbon monoxide) in the pres-
ence of modified Rhodium catalysts to produce aldehydes, 
which are further hydrogenated to produce butanol isomers. 
This process is typically optimized for the production of 
n-butanol, with yields of up to 98% n-butanol. 

	R CH CH CO H R CH CH CHO- = + + Æ - -2 2 2 2 	 ...(4)

The properties of gasoline and alcohol considered in the 
present study are mentioned in Table 1.

Life Cycle Assessment (LCA)

LCA is a tool for systematic analysis of ecological features of 
products, and unit processes. Its importance has been grown 
in recent years as it helps to make environmental-based 
decisions. Detailed LCA framework for gasoline blending 
production study is shown in Fig. 4.

As per ISO a 14040 norm, LCA is performed in four 
phases:

	 1.	 Goal and scope

	 2.	 Inventory analysis

	 3.	 Impact assessment

	 4.	 Interpretation

Goal and scope 

The goal and scope generally depend on the application, the 

geographical locations, and the time frame. The goal of the 
current study is to provide an outline of the cradle-to-gate 
LCA of different gasoline blending in an Indian context. The 
LCA included all raw materials and utilities. It excludes the 
construction, distribution, fugitive emissions, and use phases. 
In the present study, 1.0 t production of gasoline with differ-
ent ratios (5-100 wt.%) of methanol, ethanol, and n-butanol 
as an additive is considered as a functional unit.

Inventory Analysis

The inventory describes the product system and its sub-
processes by gathering data and calculating allocation. For 
inventory analysis of the gasoline blend, the mass balance 
is estimated on a according to per ton basis.. The primary 
data on the production of the additives is collected from the 
GaBi Indian database. For methanol and ethanol, data was 
directly collected from GaBi. The inventory was created for 
n-butanol as this was not available in the database. 

Impact Assessment

In impact assessment, the information collected is analyzed 
for the probable environmental emissions. These impacts 
are expressed in equivalent units. In this paper, the CML 
2001 method is used for emissions category representation.

Interpretation

In the interpretation phase, the results are analyzed including 
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Fig. 3: n-Butanol production from Oxo process. 
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The properties of gasoline and alcohol considered in the present study are mentioned in Table 

1. 

Table 1: Properties of gasoline and alcohol. 

Properties 
Gross calorific value 

(MJ/kg) 

Net calorific value 

(MJ/kg) 

Density 

(kg/l) 

Gasoline 47.1 43.9 0.732 

Methanol 22.7 19.9 0.794 

Fig. 3: n-butanol production from oxo process. 

Table 1: Properties of gasoline and alcohol. → →

Properties Gross calorific value (MJ/kg) Net calorific value (MJ/kg) Density (kg/L)

Gasoline 47.1 43.9 0.732

Methanol 22.7 19.9 0.794

Ethanol 29.7 26.8 0.809

n-butanol 36 33.1 0.813

®
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the relative contribution of individual process steps to the 
total with the above three phases. The conclusions are drawn 
depending on the findings of overall and component-based 
environmental impact.

RESULTS AND DISCUSSION

In order to convey the information included in the inventory 
and its significance to the environment, an impact assessment 
is carried out. The process flow scheme for the gasoline 
blend with different oxygenates is developed in GaBi. GaBi 
Professional software version 8.7 with the Indian Extension 
Database is used to analyze the environmental impacts.

Global Warming Potential (GWP)

Global warming is the increase in the warming of the trop-
osphere due to the increase in anthropogenic greenhouse 
gases (GHG) in the atmosphere. The potential greenhouse 
effects of these gases are converted in reference to carbon 
dioxide (CO2).

GWP of gasoline blending production with methanol 
(M), ethanol (E), and n-butanol (B) is shown in Fig. 5. 
From Fig. 5, it is clearly indicated that with increasing % 
of blending from 5% to 100%, GWP of methanol blended 
gasoline remains nearly constant. Whereas, GWP of ethanol 
and n-butanol blended gasoline gradually increases with in-
creasing % blending. Gasoline blending with ethanol showed 
the highest GWP followed by n-butanol and methanol. The 

reason could be that during ethanol production there are 
major two contributors to GWP, i.e., process steam from 
natural gas and ethene production. Whereas, in the case of 
n-butanol gasoline blend, n-butanol itself, propene (Pereira 
et al. 2015) and hydrogen production are major contributors 
to GWP as compared to gasoline. In the case of methanol 
gasoline blending, the primary pollution is because of natural 
gas production only (Lemonidou et al. 2003).

Most of the researchers reported GWP for methanol 
blended gasoline: 0.462 kg CO2 eq.kg-1 CH3OH and which 
is lower than the present study i.e. 0.832 kg CO2 eq.kg-1  
CH3OH (Yadav et al. 2020). Whereas, for ethanol-blended gas-
oline, GWP was found to be 2.22 kg CO2 eq.kg-1 g C2H5OH, 
which is quite higher as compared to cradle-to-gate in Western 
Europe i.e. 1.3 kg CO2 eq.kg-1  (Muñoz et al. 2014). The higher 
values of GWP found in the present study for ethanol-blended 
gasoline may be due to the electricity generation from coal, 
transportation, and also the reporting method used (ReciPe). 
Individually, gasoline production has the lowest GWP (13.52 g 
CO2 eq.MJ-1) among methanol, ethanol, and n-butanol which 
is in the range of most results (10 and 15 g CO2 eq.MJ-1 fuel) 
(Eriksson & Ahlgren 2013). Alcohol production from biomass 
particularly minimizes GHGs creation and result in global 
warming (Dalena et al. 2018).

Acidification Potential (AP)

Acidification potential is an increase in the acidity of the 
earth, a waterbody, or atmosphere due to human activities. 
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Ethanol 29.7 26.8 0.809 

n-butanol 36 33.1 0.813 

 

Life Cycle Assessment (LCA) 

LCA is a tool for systematic analysis of environmental impacts of products, and up- and 

downstream processes from cradle-to-grave, cradle-to-gate, gate-to-gate, or gate-to-grave. Its 

importance has been grown in recent years as it helps to make environmental-based decisions. 

Detailed LCA framework for gasoline blending production study is shown in Fig. 4. 

 

Fig. 4: LCA framework for gasoline blending production study. 

As per ISO a 14040-44 norm, LCA is performed in four phases: 

1) Goal and scope 

2) Inventory analysis 

3) Impact assessment 

4) Interpretation 

Fig. 4: LCA framework for gasoline blending production study.
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The increase in the acidity of the air leads to an increase in 
the pH value. 

The detailed AP from the production of gasoline blending 
with methanol, ethanol, and n-butanol is shown in Fig. 6. AP 
of methanol and ethanol-blended gasoline increases with 
increasing blending % from 5% to 15% whereas, decreases 
from 50% and onwards. The reason could be, independently 
gasoline production has the second most AP (6.3E-03 kg 
SO2 eq.kg-1). In the case of n-butanol blended gasoline, 
the authors found an almost constant AP irrespective of % 
blending. The higher values of AP in the case of n-butanol 
(7.88E-03 kg SO2 eq.kg-1) are on account of electricity and 
process steam generation. However, it was reported that 
n-butanol production from the petrochemical route had lower 
AP than bio-butanol due to the use of fertilizer during the 
agricultural stage (Pereira et al. 2015).

Eutrophication Potential (EP)	

The EP is the excessive addition of nutrients such as nitrogen 
and phosphorus liberated into water and land. Phosphorus 
and nitrogen from agriculture, combustion processes, and 
industry effluents mainly cause eutrophication. Emissions 
of pollutants are converted into kg PO4- eq. EP of methanol, 
ethanol, and n-butanol blended gasoline comparative results 
are shown in Fig. 7. As the percentage of methanol blend-
ing increases from 5% to 15%, EP showed higher values 
whereas, with an increase in methanol blending from 50% 
to 100%, EP decreases. However, for ethanol blending with 
gasoline, it is nearly constant. Discrete production compar-
ison shows gasoline has the second most EP (0.418E-3 kg 

Phosphate eq.kg-1). EP of gasoline blended with n-butanol 
contributes 28 times higher followed by gasoline. The EP of 
alcohol blended gasoline from discrete production potential 
is lowest compared with methanol (0.16E-3 kg PO4- eq.kg-1) 
ethanol, and n-butanol. The highest EP (0.53 kg PO4- eq.kg-1) 
in the case of n-butanol may be contributed because of the 
electricity, process, steam generation, propene, and carbon 
monoxide.  Pereira et al. (2015) reported that petrochemical 
n-butanol has lower EP compared to biobutanol. However, 
in the case of ethanol blending, it is due to process steam 
production only. Falano et al. (2014) also calculated EP for 
ethanol (PO4- eq.) as 1.17 gm.L-1 which is nearly equal to 
0.91 gm.L-1 calculated in the present study. 

Ozone Depletion Potential (ODP)

This impact highlights the deterioration of the ozone layer of 
the stratosphere which protects living beings from ultraviolet 
rays. Halocarbons like chloro-fluoro-carbons or synthetic 
halogenated compounds prevent stratospheric ozone creation 
and thus limit the regeneration of the ozone layer.

ODP with respect to methanol, ethanol, and n-butanol 
blended gasoline is shown in Fig. 8. It was observed that 
with an increase in alcohol blending % in gasoline, the ODP 
also increases in the case of ethanol and n-butanol except for 
methanol. Methanol blended gasoline production does not 
show much effect even though it increases from 5% to 100%. 
ODP is maximum for the gasoline blending with ethanol 
followed by n-butanol mostly in case of higher blending from 
50%, 85%, and 100%. Principally, ethene (CH2= CH2), water 
(H2O) and sodium hydroxide (NaOH) production are the 
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Fig. 5: GWP of gasoline blending production with methanol (M), ethanol (E), and n-butanol 

(B). 

Most of the researchers reported GWP for methanol blended gasoline: 0.462 kg CO2 eq.kg-1 

CH3OH and which is lower than the present study i.e. 0.832 kg CO2 eq.kg-1  CH3OH (Yadav et 
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GWP (13.52 g CO2 eq.MJ-1) among methanol, ethanol, and n-butanol which is in the range of 

most results (10 and 15 g CO2 eq.MJ-1 fuel) (Eriksson & Ahlgren 2013). Alcohol production 

from biomass particularly minimizes GHGs creation and result in global warming (Dalena et 

al. 2018). 

Acidification Potential (AP) 

Acidification potential is an increase in the acidity of the earth, a waterbody, or atmosphere 

due to human activities. The increase in the acidity of the air leads to an increase in the pH 

value.  

Fig. 5: GWP of gasoline blending production with methanol (M), ethanol (E) and n-butanol (B).
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primary contributors that damage ozone. ODP for gasoline 
blending with n-butanol is mainly contributed by propene 
and electricity generation of n-butanol. Similar results were 
disclosed by Pereira et al. (2015), in the case of petrochem-
ical route n-butanol production. The authors mentioned that 
the use of propylene and heat from natural resources during 
the production stage were major contributors. Independent 
production observed the lowest ODP for gasoline (8.19E-15 
kg R11 eq.kg-1). 

Abiotic Depletion Potential (ADP) for Elements and 
Fossil

The impact category was subdivided into two categories, 
using two sets of ADPs: the ADP for elements and the ADP 
for fossil fuels. Fig. 9 (a) and (b) shows ADP (element) 
and ADP (fossils), respectively, for gasoline blending with 
methanol, ethanol, and n-butanol. ADP element for gasoline 
blending with n-butanol is mainly due to propene produc-
tion. It is also seen that gasoline production has the lowest 
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The detailed AP from the production of gasoline blending with methanol, ethanol, and n-

butanol is shown in Fig. 6. AP of methanol and ethanol-blended gasoline increases with 

increasing blending % from 5% to 15% whereas, decreases from 50% and onwards. The reason 

could be, independently gasoline production has the second most AP (6.3E-03 kg SO2 eq.kg-

1). In the case of n-butanol blended gasoline, the authors found an almost constant AP 

irrespective of % blending. The higher values of AP in the case of n-butanol (7.88E-03 kg SO2 

eq.kg-1) are on account of electricity and process steam generation. However, it was reported 

that n-butanol production from the petrochemical route had lower AP than bio-butanol due to 

the use of fertilizer during the agricultural stage (Pereira et al. 2015). 

 

Fig. 6: AP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B). 

Eutrophication Potential (EP)  

The EP is the excessive enrichment of nutrients such as nitrogen and phosphorus released into 

water and land. Phosphorus and nitrogen from agriculture, combustion processes, and industry 

effluents mainly cause eutrophication. Emissions of pollutants are converted into kg PO4- eq. 

EP of methanol, ethanol, and n-butanol blended gasoline comparative results are shown in Fig. 

7. As the percentage of methanol blending increases from 5% to 15%, EP showed higher values 

whereas, with an increase in methanol blending from 50% to 100%, EP decreases. However, 

Fig. 6: AP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).
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for ethanol blending with gasoline, it is nearly constant. Discrete production comparison shows 

gasoline has the second most EP (0.418E-3 kg Phosphate eq.kg-1). EP of gasoline blended with 

n-butanol contributes 28 times higher followed by gasoline. The EP of alcohol blended gasoline 

from discrete production potential is lowest compared with methanol (0.16E-3 kg PO4- eq.kg-

1) ethanol, and n-butanol. The highest EP (0.53 kg PO4- eq.kg-1) in the case of n-butanol may 

be contributed because of the electricity, process, steam generation, propene, and carbon 

monoxide.  Pereira et al. (2015) reported that petrochemical n-butanol has lower EP compared 

to biobutanol. However, in the case of ethanol blending, it is due to process steam production 

only. Falano et al. (2014) also calculated EP for ethanol (PO4- eq.) as 1.17 gm.L-1 which is 

nearly equal to 0.91 gm.L-1 calculated in the present study.  

 

Fig. 7: EP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B). 

Ozone Depletion Potential (ODP) 

This impact highlights the deterioration of the ozone layer of the stratosphere which protects 

living beings from ultraviolet rays. Halocarbons like chloro-fluoro-carbons (CFCs) or synthetic 

halogenated compounds prevent stratospheric ozone creation and thus limit the regeneration of 

the ozone layer. 

Fig. 7: EP of gasoline blending production with methanol (M), ethanol (E) and n-butanol (B).
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ADP elements. ADP (element) is the highest for gasoline 
blending with ethanol followed by methanol. As % blend-
ing of alcohol increases, ADP also increases. Initial 5% to 
15% alcohol blended gasoline showed the lowest ADP and 
increased afterward with increasing alcohol blending %. 
This is mainly on account of ethane and sodium hydroxide 
production (Li et al. 2018).

ADP fossil impact for alcohol gasoline blending is 
nearly constant up to 15%. Ethene and process steam from 
natural gas are major contributors to ethanol ADP (fossil) 
impact. ADP (fossil) for gasoline blending with n-butanol is 
mainly contributed by propene and hydrogen production of 
n-butanol and the equal contribution by gasoline. It is also 
observed that individually, gasoline production has the third 
most (49.1 MJ.kg-1) ADP fossils. In the present study (In-
dia), ADP (fossil) is calculated around 36.4 GJ.t-1 methanol 
which is coherent with the 33.4 GJ.t-1 methanol reported by 
Li et al. 2018.

Human Toxicity Potential (HTP) 

HTP is a continuous toxicological impact on humans. The ef-
fect of percentage gasoline blending with methanol, ethanol, 
and n-butanol is shown in Fig. 10. For gasoline blending with 
n-butanol, n-butanol contributes 73% higher than gasoline. 
Process steam generation mainly contributes to n-butanol 
followed by propene and electricity generation. However, 
Pereira et al. (2015) reported that petrochemical n-butanol 
production had similar HTP compared with biobutanol.  

Individually, gasoline production has the second most HTP. 
It is interesting to observe that the methanol addition helps to 
reduce the HTP impact. Khoo et al. (2016) also found (HTP) 
0.4 kg DCB eq..kg-1 CH3OH which is higher than 0.075 kg 
DCB eq..kg-1 CH3OH calculated in the current study. Falano 
et al. (2014) calculated HTP (DCB eq.) for ethanol as 142 
gm.L-1 and in the present study, it is around 192 gm.L-1. The 
difference in the impact values may be due to the different 
sources of electricity generation, fuel composition, and also 
the reporting method used.

Terrrestric (TETP), Marine Aquatic Ecotoxicity 
Potential (MAETP), and Photochemical Ozone 
Creation Potential (POCP)

TETP, MAETP, and POCP are the highest for gasoline blend-
ing with n-butanol as shown in Fig. 11, 12, and 13, respective-
ly. TETP for gasoline blending with n-butanol, gasoline, and 
n-butanol contribute nearly in equal proportions, i.e., 1.6E-3 
and 1.8E-3 kg DCB eq.kg-1 respectively. Process steam and 
electricity generation contribute to n-butanol TETP impact. 
Similarly, electricity generation is also the main contributor 
to methanol production.

MAETP for gasoline blending with n-butanol, n-butanol 
contributes 5.6 times higher than gasoline. Process steam and 
electricity generation mainly add to this impact. 

POCP impact is related to ozone creation and it is ex-
pressed in the amount of ethene equivalent emitted. Khoo et 
al. (2016) reported POCP 1.25E-4 kg ethene eq.kg-1 CH3OH, 
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ODP with respect to methanol, ethanol, and n-butanol blended gasoline is shown in Fig. 8. It 

was observed that with an increase in alcohol blending % in gasoline, the ODP also increases 

in the case of ethanol and n-butanol except for methanol. Methanol blended gasoline 

production does not show much effect even though it increases from 5% to 100%. ODP is 

maximum for the gasoline blending with ethanol followed by n-butanol mostly in case of 

higher blending from 50%, 85%, and 100%. Mainly, ethene (𝐶𝐶𝐶𝐶2 =  𝐶𝐶𝐶𝐶2), water (𝐻𝐻2𝑂𝑂) and 

sodium hydroxide (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) production are the main contributors that damage ozone. ODP for 

gasoline blending with n-butanol is mainly contributed by propene and electricity generation 

of n-butanol. Similar results were reported by Pereira, et al. (2015), in the case of petrochemical 

route n-butanol production. The authors mentioned that the use of propylene and heat from 

natural resources during the production stage were major contributors. Independent production 

observed the lowest ODP for gasoline (8.19E-15 kg R11 eq.kg-1).  

 

Fig. 8: ODP of gasoline blending production with methanol (M), ethanol (E), and n-butanol 

(B). 

 

 

Fig. 8: ODP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).
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which is lower than 3.1E-4 kg ethene eq.kg-1 CH3OH calcu-
lated in the current study. POCP for gasoline blending with 
n-butanol is mainly contributed by gasoline (6.48E-4 kg 
ethene eq.kg-1) followed by n-butanol (5.57E-4 kg ethene 
eq.kg-1). POCP of gasoline is added due to volatile organic 
compound emissions in transport and distribution (Furuholt 
1995). In n-butanol, propene and hydrogen production 
contribute to the impacts compared to biobutanol (Pereira 
et al. 2015).

CONCLUSION

A detailed investigation of the environmental impact and 
implications of blending gasoline with (varying percents) 
methanol, ethanol, and n-butanol for the first time in India 
is presented in this paper on LCA methodology. The alcohol 
production through the chemical route, i.e., methanol from nat-
ural gas reforming process, ethanol from hydrogenation with 
nitric acid, and n-butanol from oxo process are considered. 
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Fig. 9 (a): ADP (elements) of gasoline blending production with methanol (M), ethanol (E), 

and n-butanol (B). 
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HTP is a continuous toxicological impact on humans. The effect of percentage gasoline 

blending with methanol, ethanol, and n-butanol is shown in Fig. 10. For gasoline blending with 

Fig. 9 (a): ADP (elements) of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).

18 
 

 

Fig. 9 (a): ADP (elements) of gasoline blending production with methanol (M), ethanol (E), 

and n-butanol (B). 

 

Fig. 9 (b): ADP (fossil) of gasoline blending production with methanol (M), ethanol (E), and 

n-butanol (B). 

Human Toxicity Potential (HTP)  

HTP is a continuous toxicological impact on humans. The effect of percentage gasoline 

blending with methanol, ethanol, and n-butanol is shown in Fig. 10. For gasoline blending with 

Fig. 9 (b): ADP (fossil) of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).



1956 Sushil M. Chaudhari and Rohit B. Meshram

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

19 
 

n-butanol, n-butanol contributes 73% higher than gasoline. Process steam generation mainly 

contributes to n-butanol followed by propene and electricity generation. However, Pereira et 

al. (2015) reported that petrochemical n-butanol production had similar HTP compared with 

biobutanol. Individually, gasoline production has the second most HTP. It is interesting to 

observe that the methanol addition helps to reduce the HTP impact. Khoo et al. (2016) also 

found (HTP) 0.4 kg DCB eq..kg-1 CH3OH which is higher than 0.075 kg DCB eq..kg-1 CH3OH 

calculated in the current study. Falano et al. (2014) calculated HTP (DCB eq.) for ethanol as 

142 gm.L-1 and in the present study, it is around 192 gm.L-1. The difference in the impact values 

may be due to the different sources of electricity generation, transportation (fuel composition), 

and also the reporting method used. 

 

Fig. 10: HTP of gasoline blending production with methanol (M), ethanol (E), and n-butanol 

(B). 

Terrrestric (TETP), Marine Aquatic Ecotoxicity Potential (MAETP), and 

Photochemical Ozone Creation Potential (POCP) 

TETP, MAETP, and POCP are the highest for gasoline blending with n-butanol as shown in 

Fig. 11, 12, and 13, respectively. TETP for gasoline blending with n-butanol, gasoline, and n-

Fig. 10: HTP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).

The results show that the gasoline blending with methanol 
has the lowest impact and is nearly constant from 5 to 15%. 
For gasoline with ethanol as an additive, the GWP, ODP, 
and ADP rise with increasing ethanol addition. Meanwhile, 
increasing ethanol addition reduces the AP and TETP impact 
of gasoline. Similarly, n-butanol has higher environmental 
impacts such as AP, EP, HTP, TETP, MAETP, and POCP 
compared to methanol and ethanol. Gasoline production has 
the second-most AP, EP, HTP, and TETP impact. Thus, out of 
11, 6 of the environmental impact categories of n-butanol as 
an additive were consistently higher than that of methanol and  
ethanol. 

It is not possible to state which alcohol or which route 
(petrochemical or biomass) is environmentally friendly overall. 
Blending during the production, use, and end-of-life cycle in 
India must be examined economically, environmentally, and 
sustainably. Gasoline blending appears to be more sustainable 
only when the additives are produced through the biological 
route for cleaner energy. However, the overall efficiency, en-
ergy use, and economic evaluation can play a deciding role.

DISCLAIMER

The results are based on information and data from the GaBi 
Indian database.
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butanol contribute nearly in equal proportions, i.e., 1.6E-3 and 1.8E-3 kg DCB eq.kg-1 

respectively. Process steam and electricity generation contribute to n-butanol TETP impact. 

Similarly, electricity generation is also the main contributor to methanol production. 

 

Fig. 11: TETP of gasoline blending production with methanol (M), ethanol (E), and n-butanol 

(B). 

MAETP for gasoline blending with n-butanol, n-butanol contributes 5.6 times higher than 

gasoline. Process steam and electricity generation mainly add to this impact.  

Fig. 11: TETP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).
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ABBREVIATIONS

ADP	 -	 Abiotic depletion potential
AP	 -	 Acidification potential
DCB	 -	 Di-chloro Benzene
EP	 -	 Eutrophication potential
GHG	 -	 Greenhouse gas
GWP	 -	 Global warming potential

HTP	 -	 Human toxicity potential
LCA	 -	 Life cycle assessment
MAETP	 -	 Marine aquatic ecotoxicity potential
NG	 -	 Natural gas
ODP	 -	 Ozone depletion potential
POCP	 -	 Photochemical ozone creation potential
TETP	 -	 Terrestric ecotoxicity potential
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Fig. 12: MAETP of gasoline blending production with methanol (M), ethanol (E), and n-

butanol (B). 

POCP impact is related to ozone creation and it is expressed in the amount of ethene equivalent 

emitted. Khoo et al. (2016) reported POCP 1.25E-4 kg ethene eq.kg-1 CH3OH, which is lower 

than 3.1E-4 kg ethene eq.kg-1 CH3OH calculated in the current study. POCP for gasoline 

blending with n-butanol is mainly contributed by gasoline (6.48E-4 kg ethene eq.kg-1) followed 

by n-butanol (5.57E-4 kg ethene eq.kg-1). POCP of gasoline is added due to volatile organic 

compound emissions in transport and distribution (Furuholt 1995). In n-butanol, propene and 

hydrogen production contribute to the impacts compared to biobutanol (Pereira et al. 2015). 

Fig. 12: MAETP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).
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Fig. 13: POCP of gasoline blending production with methanol (M), ethanol (E), and n-

butanol (B). 

CONCLUSION 

This paper on LCA methodology provides a detailed environmental evaluation and 

implications of the 1t production of gasoline blending with (varying %) methanol, ethanol, and 

n-butanol in India. The alcohol production through the chemical route, i.e., methanol from 

natural gas reforming process, ethanol from hydrogenation with nitric acid, and n-butanol from 

oxo process are considered. The results show that the gasoline blending with methanol has the 

lowest impact and is nearly constant from 5 to 15%. For gasoline with ethanol as an additive, 

the GWP, ODP, and ADP rise with increasing ethanol addition. Meanwhile, increasing ethanol 

addition reduces the AP and TETP impact of gasoline. Similarly, n-butanol has higher 

environmental impacts such as AP, EP, HTP, TETP, MAETP, and POCP compared to 

methanol and ethanol. Gasoline production has the second-most AP, EP, HTP, and TETP 

impact. Thus, out of 11, 6 of the environmental impact categories of n-butanol as an additive 

were consistently higher than that of methanol and ethanol.  

Fig. 13: POCP of gasoline blending production with methanol (M), ethanol (E), and n-butanol (B).
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ABSTRACT

Halophytes are unique in that they can thrive in a wide range of soil conditions, from normal to 
extremely saline. This has recently prompted researchers to consider using halophytes as a 
phytoremediation end-product as a source for biogas generation. Therefore, applying the anaerobic 
digestion process for halophytes may have the potential advantage in terms of efficient land utilization, 
soil remediation, and biogas production. Based on this, the anaerobic digestion efficiency of high saline 
biomass was investigated in continuous laboratory-scale anaerobic reactors at two different sludge 
residence times (SRT) of 40 and 80 days. Under mesophilic atmosphere, two reactors were operated, 
one reactor used organic substrate with 30 g-Na+.L-1 originating from sodium chloride whereas the 
other was operated with the presence of sodium bicarbonate and sodium sulfate. The salt-tolerant 
microorganism was gradually developed and the salt concentrations were selected based on the 
elemental analyses results of 30 species of wild halophyte plants taken from the saline-affected area 
of the Aral Sea in Uzbekistan during the early phase of the operation. For 40 and 80 days of SRT, 
respectively, 65.56 percent and 60.42 percent of the feed COD were converted into methane gas 
by the chloride system. However, only about 60% of the feed COD was converted into methane for  
bicarbonate, and the remaining fraction of gas was assigned to sulfide as a final product of increased 
sulfate reduction bacteria activity. These findings showed that the salt-tolerant microorganism could be 
incubated and the anaerobic digestion process could be adapted for a high-saline substrate, implying 
that the biodegradability of phytoremediation end-products may be used for methane production.  

INTRODUCTION

Because of urbanization and the increasing worldwide pop-
ulation, arable land is decreasing. Soil salinity is one of the 
most serious environmental factors limiting agricultural crop 
productivity and the quality of crops. Because most ordinary 
crops are salt sensitive, salinity affects a large percentage 
of agricultural fields, making conventional agriculture inef-
fective. Several practical measures, including soil washing 
and irrigation control, are now being used to restore the 
affected lands (Toderich et al. 2009). Moreover, a biolog-
ical engineering solution called phytoremediation using 
halophyte plants is a promising approach to reform the  
salinized lands. 

Halophytes are distinguished as they can flourish well 
in soils ranging from normal to severely saline conditions 
and it can offer an interesting alternative feedstock for the 
process of biogas production. Consequently, anaerobic di-
gestion of residual phytoremediated biomass provides the 
ability to produce methane which can be used as electrical 
and thermal energy.

It is anticipated that the integration of anaerobic diges-
tion of phytoremediated biomass in biogas production will 
become an environmentally sustainable and economically 
feasible solution in terms of renewable energy and saving 
resources.  Applying anaerobic digestion under saline condi-
tions is an appropriate process for integration into halophytes 
biogas production and/or salts recovery, and is of utmost 
importance for increasing the feasibility of the phytoreme-
diation technologies.

The use of halophytes as a substrate for anaerobic diges-
tion presents at least two distinct challenges. The first is the 
physico-chemical characteristics of the halophytes biomass 
as a substrate feedstock for anaerobic digestion, which will 
determine the biodegradable portion of the biomass, and 
the second is the high salinity associated with halophytic 
culture conditions, which will determine the biodegradable 
portion of the biomass. Lefebvre et al. (2007) and Margesin 
& Schinner (2001) both concluded the potentials of adapta-
tion of salt-tolerant microorganisms in anaerobic treatment 
processes under saline conditions because a high diversity 
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could be maintained in an anaerobic reactor despite the 
increase in NaCl concentration.

 However, according to Wood (2015), excessive saline 
concentrations cause dehydration and plasmolysis because 
of the osmotic pressure across the microbial cell membrane. 
Clearly, the ability of microbial communities to live in a wide 
range of salinities expands the possibilities for anaerobic 
digestion applications for phytoremediated biomass, allow-
ing the process to gradually recover its efficiency (Luo et 
al. 2016). Sierra et al. (2018) found that the proliferation of 
salt-tolerant microorganisms resulted in an enduring micro-
bial community, which increased the process performance 
robustness over a wide range of sodium concentrations.

Therefore, further research is required to build up the 
understanding of the successful application of anaerobic 
digestion under high saline conditions. Based on that, this 
study aims to evaluate the bioconversion performance and 
material balance fractionations in the continuous operation 
of anaerobic bioreactors that are carried out with the addition 
of different salt sources at different sludge ages. Two reac-
tors were operated and the sludge retention time (SRT) was 
changed through the course of operation, one reactor used 
organic substrate with high sodium chloride concentration 
whereas the other was operated with the presence of sodium 
bicarbonate and sodium sulfate.

MATERIALS AND METHODS

Bioreactor Set-Up and Operation

At the initial phase, two lab-scale anaerobic tank reactors 
with a 4–L working volume namely chloride system and 
bicarbonate system were continuously operated with daily 
feeding. The reactors were constantly mixed by regular stir-
ring, which was controlled by an electrical motor attached to 
the reactor. Over the course of the experiment, both reactors 

were started, filling the working volume with a fresh inoc-
ulum in a chemostat mode at 35oC and neutral pH. Fresh 
inoculum sludge was taken from a full-scale experiment 
anaerobic digester treating municipal sewage at Kitakyushu’s 
Hiagari sewage treatment plant (STP) and was sieved through 
a 2.3 mm screen before use.

No additional alkalinity, or buffer, was introduced into 
the inoculum. Whereas the artificial halophytes were formed 
using fodder plant of Panicum coloratum which was used 
as the substrate from the beginning of the experiment. To 
facilitate injection of the substrate into the systems, the fodder 
plants were ground into fine particles using a blender and then 
mixed with targeted salt concentrations as listed in Table 1. 
The substrate was manually fed once a day using a 100 mL 
plastic syringe. The experiments were started with an accli-
mation period were started with a low organic loading rate 
(OLR), then the OLR was carefully and gradually increased 
until 2.0 g-COD/L/day. The two reactors then were subjected 
to two different SRTs of 40 and 80 days.

At a predetermined time, samples were taken from each 
reactor and directly were separated using a centrifugal solid/
liquid separation unit. Then, the supernatant was used to 
measure the soluble organic content and the settled pellets 
were used to measure the particulate organic fraction besides 
retaining the reactors to ensure the operated SRT. Methane 
gas production was continuously logged using a gas counter 
(MGC-1, Litre Meter Limited, UK) after passing it through 
caustic pellets to remove CO2 in the biogas. The produced 
methane volume was corrected to standard pressure and 
temperature.

Process and Physicochemical Analyses

The obtained supernatant was filtered using a glass filter 
(Whatman GF/F) then the soluble COD concentrations were 
calculated based on the soluble TOC measurements and 

Table 1: Influent composition of 1 kg for the chloride and bicarbonate substrates.

Chloride System Bicarbonate System Unit

NaCl 76.27 - g.kg-1

Na2SO4 - 29.57 g.kg-1

NaHCO3 - 74.645 g.kg-1

FeCl2×4H2O 17.49 g.kg-1

H2O 873.73 721.45 g.kg-1

Organic - Panicum coloratum - 44 44 g-VSS.L-1

Crude fiber Hemicellulose 212.77 g.kg-DM-1 g.kg-DM-1

Cellulose 328.42 g.kg-DM-1 g.kg-DM-1

Lignin 64.42 g.kg-DM-1 g.kg-DM-1
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the soluble COD/TOC factor whereas the particulate COD 
concentrations were calculated based on the ratio of COD/
VSS and measurements of VSS based on #2540 in Stand-
ard Methods (APHA, 2005) and. Volatile fatty acids (VFA) 
concentrations were measured using an ion chromatography 
system (Dionex ICS 1000) with Pac AS11-HC column, 
Thermo Fisher Scientific Inc., USA.

The feedstock plant was characterized for both volatile 
solids and ash content based on calculating the differences 
between the suspended solids content and the ash content. 
The suspended solid was determined by drying the samples 
at 105°C for 24 h to ensure a constant weight, where the ash 
content was determined after using the oven-dried samples 
and placed in pre-weighted ceramic crucibles and then ig-
nited for 2 h at 550 °C in a muffle furnace.

The structural composition and the fiber components 
of fodder plant powders were determined based on AOAC 
(Chemists & Horwitz 1975). The cellulose, hemi-cellulose, 
and lignin fraction were calculated based on the measure-
ments of neutral detergent fiber (NDF), acid detergent fiber 
(ADF), and acid detergent lignin (ADL) as detailed by 
Segura-Campos et al. (2014). Prior to analysis, all data was 
validated for homogeneity of variance.

The evaluation of the ultimate amount of methane pro-
duced under anaerobic conditions (mL CH4.g

-1 COD) is 
crucial to predict the performance of the anaerobic digestion 
process (Kianmehr et al. 2014). Therefore, the efficiency of 
the anaerobic digestion process was mainly calculated in 
terms of biodegradability percentage (1) (Mottet et al. 2009).

	

 

 

 

 

 

 

4 
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the differences between the suspended solids content and the ash content. The suspended solid 
was determined by drying the samples at 105ᵒC for 24 h to ensure a constant weight, where the 
ash content was determined after using the oven-dried samples and placed in pre-weighted 
ceramic crucibles and then ignited for 2 h at 550 ᵒC in a muffle furnace. 
 
The structural composition and the fiber components of fodder plant powders were determined 
based on AOAC (Chemists & Horwitz 1975). The cellulose, hemi-cellulose, and lignin fraction 
were calculated based on the measurements of neutral detergent fiber (NDF), acid detergent fiber 
(ADF), and acid detergent lignin (ADL) as detailed by Segura-Campos et al. (2014). Prior to 
analysis, all data was validated for homogeneity of variance. 
 
The evaluation of the ultimate amount of methane produced under anaerobic conditions (mL 
CH4.g-1 COD) is crucial to predict the performance of the anaerobic digestion process (Kianmehr 
et al. 2014). Therefore, the efficiency of the anaerobic digestion process was mainly calculated in 
terms of biodegradability percentage (1) (Mottet et al. 2009). 
% Biodegradation = Produced Methane

Potential Methane . 100%                                   …(1) 

where the potential methane is theoretically calculated under the reactor's operation conditions as 
0.35 L of methane gas can be generated for each 1 g of COD under normal conditions, and the 
produced methane is the generated methane from each reactor that is directly related to the 
degradation of the substrate. (273.15 K and 101.325 kPa). 
 
Biochemical methane potential (BMP) experiments based on anaerobic respirometric batch tests 
employing respirometric apparatus (Challenging Systems Inc., USA (AER-8)) were used as COD 
fractionation assays to determine the proportion of soluble COD retained in reactor conversion. 
500 mL glass bottles were used as reactors and then each reactor was filled with 400 mL of 
inoculum. To ensure only methane gas will be recorded and the CO2 will be absorbed, caustic 
material was placed between the sensing device and the temperature-controlled incubator. 
 
The soluble substrate of the two reactors was used as a substrate. The tests were anaerobically 
incubated at 35ᵒC after tightly being closed. The net generated methane volumes were calculated 
based on the Gay-Lussac law and then normalized to the volume of gas under normal conditions. 
Additionally, the theoretical methane production potential of biomass residues used in this study 
was calculated based on the ratio between the VS and COD, considering the operation conditions 
of the respirometer as temperature and pressure. 
 
The fraction of COD converted into methane can be measured by monitoring the methane 
production rate, and the inert fraction of COD was calculated by equation (2). 
Inert COD = Total COD initially introduced substrate – Cumulative methane production …(2). 

RESULTS AND DISCUSSION 

Inoculum and Substrate Basic Composition 
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where the potential methane is theoretically calculated under 
the reactor’s operation conditions as 0.35 L of methane 
gas can be generated for each 1 g of COD under normal 
conditions, and the produced methane is the generated 

methane from each reactor that is directly related to the 
degradation of the substrate. (273.15 K and 101.325 kPa).

Biochemical methane potential (BMP) experiments based 
on anaerobic respirometric batch tests employing respiro-
metric apparatus (Challenging Systems Inc., USA (AER-8)) 
were used as COD fractionation assays to determine the 
proportion of soluble COD retained in reactor conversion. 
500 mL glass bottles were used as reactors and then each 
reactor was filled with 400 mL of inoculum. To ensure only 
methane gas will be recorded and the CO2 will be absorbed, 
caustic material was placed between the sensing device and 
the temperature-controlled incubator.

The soluble substrate of the two reactors was used as a 
substrate. The tests were anaerobically incubated at 35ᵒC 
after tightly being closed. The net generated methane vol-
umes were calculated based on the Gay-Lussac law and then 
normalized to the volume of gas under normal conditions. 
Additionally, the theoretical methane production potential of 
biomass residues used in this study was calculated based on 
the ratio between the VS and COD, considering the operation 
conditions of the respirometer as temperature and pressure.

The fraction of COD converted into methane can be 
measured by monitoring the methane production rate, and 
the inert fraction of COD was calculated by equation (2).

CODI = CODT - Produced CH4 	 ...(2)

where, CODI is the inert COD, CODT is the total COD ini-
tially introduced substrate.

RESULTS AND DISCUSSION

Inoculum and Substrate Basic Composition

Table 2 presents the average basic proximate and structural 
characteristics of the inoculum and substrate composition. 
The particulate composition of fodder plant which is used as 
the organic substrate mainly consists of cellulose and hemi-

Table 2: Inoculum and the influent feed basic proximate and structural characteristics.

Seeding Sludge [Inoculum] Fodder Plant [Substrate] Unit

Origin Hiagari STP Panicum coloratum -

VSS 16.87 47.27 g-VSS.L-1

Ash 26.33 5.47 wt.%

Cellulose 71.12 328.42 g.kg-DM-1

Hemi cellulose 241.28 212.77 g.kg-DM-1

Lignin 367.19 64.42 g.kg-DM-1

Lipid N.A. 12.86 g.kg-DM-1

Protein N.A. 73.06 g.kg-DM-1
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cellulose which reflects the substrate potential for anaerobic 
digestion process since it would release a high amount of 
intermediates which eventually will be consumed by different 
strains of methanogens.

The dried mass (DM) of the fodder plant residues was 
found to include 328.42, 212.77, and 64.42 (g.kg-DM-1) of 
cellulose, hemicellulose, and lignin, respectively. The pres-
ence of lignin in the substrate will prevent cellulose from 
being degraded by enzymes since it can act as a coating 
material to protect cellulose 

Effect of Sludge Retention Time

Initially, the methane production rate was gradually increased 
in accordance with the expected methane production rate 
by increasing the OLR. Experimentally, at the initial phase 
of incubation, the VFAs were detected and as the process 
progressed, the VFAs decreased and were maintained un-
der the inhibition level as a consequence of methanogens 
adaptation and its subsequent methane generation (Fig. 1). 
Consequently, the methane generation rate increased until 
achieving a steady state.

Both reactors were run on a 40-day SRT before being 
switched to an 80-day SRT to promote the low-activity-rate 
microorganisms involved in salt-tolerant biomass degra-
dation. As these salt-tolerant microorganisms grew bigger, 
more substrate hydrolysis activities occurred, and the rate 
of methane conversion increased.

Once the systems have reached a steady state, the increas-
ing trend of particulate COD, particularly for the chloride 
system, is not readily visible, indicating that the biodegrad-
ability has improved as the SRT increased. In contrast, the 
particulate concentration in the bicarbonate system still has 
an increasing trend.

The soluble COD concertation for chloride and bi-
carbonate systems was in the range of 1.35 g-COD.L-1 to 
3.15 g-COD.L-1 and 1.36 g-COD.L-1 to 2.10 g-COD.L-1, 
respectively (Fig. 2). Soluble COD signals the hydrolysis 
conversion of plant biomass lignocellulosic components into 
fermentable intermediates that will eventually contribute to 
methane generation (Gallipoli et al. 2014).

Likewise, the variation in soluble and particulate COD 
for anaerobic digestion process for both chloride and bicar-
bonate systems, the produced methane for two systems, are 
presented in Fig. 3

The time course evaluation for the two reactors was ob-
served based on comparing the mass balance outcomes in 
terms of produced methane percentage that was lost to the 
atmosphere, soluble COD lost with effluent, and the partic-
ulate COD in the reactor as shown in Fig. 4. The anaerobic 
digestion shows a stable production rate of methane for both 
SRT at 40 and 80 days. When we compare Fig. 4(a), (b) with 
Fig. 4(c), (d), we can see that this is the case for both the 
particulate and soluble fractions of COD.   
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Fig. 1: The VFAs concentrations at the accumulation phase for (a) chloride reactor and (b) bicarbonate reactor. 
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fermentable intermediates that will eventually contribute to methane generation (Gallipoli et al. 
2014). 
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Fig. 2: Measured soluble, and particulate COD for (a) chloride system and (b) bicarbonate system. 
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Fig. 3: Methane produced rate for (a) chloride system and (b) bicarbonate system. 
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In terms of the efficiency of anaerobic digestion process-
es, more than 60% of the feed substrate was converted to a 
gas phase which means it is possible to get high methane 
production from artificial halophytes and this outcome is 
in the agreement with Ras et al. (2011) who achieved 51% 
of COD conversion to methane under SRT of 28 days. This 
result is also in line with Sierra et al. (2018) who showed 
that a short-term continuous fluctuation between 18 and 20 

g-Na+.L-1 eventually has no impact on the bioconversion 
anymore after a long-term operation, suggesting a successful 
gradual adaptation to higher sodium concentrations. 

Conversion Rate at Steady State

The steady-state outcomes for the chloride system for 
both 40 and 80 days of SRT showed 65.56 percent and 
60.42 percent of the feed COD was converted in methane 
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When we compare Fig. 4(a), (b) with Fig. 4(c), (d), we can see that this is the case for both the 
particulate and soluble fractions of COD.
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eventually has no impact on the bioconversion anymore after a long-term operation, suggesting a 
successful gradual adaptation to higher sodium concentrations.  
  
 

 
 
 
Fig. 4: The COD mass balance breakdown components for (a) chloride reactor at SRT 40 days, (b) chloride reactor at 

SRT 80 days, (c) bicarbonate reactor at SRT 40 days, and (d) bicarbonate reactor at SRT 80 days. 

Conversion Rate at Steady State 

The steady-state outcomes for the chloride system for both 40 and 80 days of SRT showed 65.56 
percent and 60.42 percent of the feed COD was converted in methane gas, respectively, as shown 
in Fig. 5. In contrast, Aslan & Ekerda (2016) discovered that when saline was fed with 20 g-
Na+.L-1 in a UASB reactor, COD bioconversion was significantly reduced. Despite the SRT, less 
than 60% of input COD was converted to the bicarbonate system, and the remaining fraction of 
gas was assigned to sulfide as an end product of increased sulfate-reducing bacteria activity. The 
other components of the particulate fraction were nearly the same as for the chloride system, as 
well as for a soluble fraction as a small proportion of substrate remained in the digesters. 
 
Therefore, salt-tolerant plant residues harvested from saline-contaminated soil could be disposed 
of by anaerobic digestion and could be considered as a substrate for methane production. These 
outcomes offer a promising outlook for future work and may play an important role in future 
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gas, respectively, as shown in Fig. 5. In contrast, Aslan & 
Ekerda (2016) discovered that when saline was fed with 
20 g-Na+.L-1 in a UASB reactor, COD bioconversion was 
significantly reduced. Despite the SRT, less than 60% of 
input COD was converted to the bicarbonate system, and 
the remaining fraction of gas was assigned to sulfide as an 
end product of increased sulfate-reducing bacteria activity. 
The other components of the particulate fraction were nearly 
the same as for the chloride system, as well as for a soluble 
fraction as a small proportion of substrate remained in the  
digesters.

Therefore, salt-tolerant plant residues harvested from 
saline-contaminated soil could be disposed of by anaerobic 
digestion and could be considered as a substrate for methane 
production. These outcomes offer a promising outlook for 
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biofuel operations. 
 

 
 
 

 
 
 
 
 
 
 

 
Fig. 5: Conversion rate at steady state for (a) chloride reactor at SRT 40 days, (b) chloride reactor at SRT 80 days, (c) 
bicarbonate reactor at SRT 40 days, and (d) bicarbonate reactor at SRT 80 days. 
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Anaerobic respirometric tests may be able to predict the BMP of substrates because they can 
detect both easily biodegradable and slowly biodegradable substrates (Argiz et al. 2020). Approx. 
80 % soluble fractions were biodegraded as calculated from the BMP experiments results as 
shown in Fig. 6. Furthermore, the generated methane started immediately and kept 
increasing until it reached its peak on the first day of the test. Furthermore, methane production 
was drastically reduced, and after 5 days of digestion, about 90% of the experimental methane 
output was obtained. The degradation of readily degradable materials in the salt-tolerant biomass 
caused the MPR curves to the peak.  
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Fig. 6: Methane production rate of undecomposed substrate for chloride and bicarbonate systems. 

  CONCLUSION 
This study focused on the anaerobic digestion performance under high saline conditions. The 
results obtained in this study suggested that: 
1. Salt-tolerant microorganisms can be incubated and survived under conventional and relatively 

high SRT because the microorganism was promoted in the system and therefore, improve the 
phytoremediation plant biodegradation. 

2. When compared to the bicarbonate system, the results show that the chloride system produced 
more methane because the activation of sulfate reduced the microbes in the bicarbonate system.   

3. Halophyte biomass would be deemed an effective source of renewable energy generation, 
notwithstanding the fact that its biodegradability increases at high saline conditions. 
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future work and may play an important role in future biofuel 
operations.

Identify the Remaining Amount of Biodegradable 
Soluble Fractions

Anaerobic respirometric tests may be able to predict the 
BMP of substrates because they can detect both easily bio-
degradable and slowly biodegradable substrates (Argiz et al. 
2020). Approx. 80 % soluble fractions were biodegraded as 
calculated from the BMP experiments results as shown in Fig. 
6. Furthermore, the generated methane started immediately 
and kept increasing until it reached its peak on the first day 
of the test. Furthermore, methane production was drastically 
reduced, and after 5 days of digestion, about 90% of the 
experimental methane output was obtained. The degradation 
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of readily degradable materials in the salt-tolerant biomass 
caused the MPR curves to the peak. 

CONCLUSION

This study focused on the anaerobic digestion performance 
under high saline conditions. The results obtained in this 
study suggested that:

	 1.	 Salt-tolerant microorganisms can be incubated and 
survived under conventional and relatively high SRT 
because the microorganism was promoted in the sys-
tem and therefore, improve the phytoremediation plant 
biodegradation.

	 2.	 When compared to the bicarbonate system, the results 
show that the chloride system produced more methane 
because the activation of sulfate reduced the microbes 
in the bicarbonate system.  

	 3.	 Halophyte biomass would be deemed an effective source 
of renewable energy generation, notwithstanding the 
fact that its biodegradability increases at high saline 
conditions.
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ABSTRACT

Salicylaldehyde (SA) is used in numerous biological, pharmaceutical and industrial applications. 
Releasing effluents from these industries contaminates water. So the degradation of salicylaldehyde is 
necessitated. The electrochemical degradation of salicylaldehyde in buffered media was studied using 
the eco-friendly cyclic voltammetry (CV) technique on a platinum electrode at different scan rates. Kinetic 
and electrochemical parameters were evaluated for the reaction such as standard heterogeneous rate 
constant (k0, 2.468×103 s-1 ), anodic electron transfer rate constant (kox, 2.507×103 s-1), electron transfer 
coefficient of reaction (α, 0.673), and formal potential (E0, 1.0937)  under the influence of scan rate. 
The nature of the reaction is found to be diffusion controlled. The concentration study in the range of  
1 mM to 4 mM was calibrated. The limit of detection and the limit of quantification were calculated to be 
0.0031 mM and 0.0103 mM respectively. 

INTRODUCTION

Salicylaldehyde (SA) is used in numerous industrial, chem-
ical and pharmaceutical fields such as dyes, fragrances, 
essential oils, drugs and biological applications (Alasmi & 
Merza 2017). It is mainly used for the production of cou-
marin. In addition salicylaldehyde is used as a precursor for 
aspirin. The Saligenin process is the main process for the 
production of salicylaldehyde (Pouramini & Moradi 2012). 
Also, it is naturally found in tomatoes, cinnamon, grapes, 
coffee, tea, and dairy products. Due to the extensive uses of 
salicylaldehyde, it becomes an organic pollutant and finds 
its path into the aqueous system through pharmaceutical 
and industrial fields (Wang et al. 2014). Several methods 
previously used for the degradation of salicylaldehyde such 
as colorimetric (Nonoyama et al.1987), differential pulse 
polarographic (López et al.1996), uv/spectroscopy (Mat-
yasovszky et al. 2009), spectroelectrochemistry (Wang et 
al. 2014), cyclic and normal pulse voltammetry (Kiss et al. 
2019), electrochemical (Kiss & Kunsági-Máté 2019) and also 
salicylaldehyde is determined in natural and treated water 
by applying GC-MS (Crompton 1999). In recent years, the 
increase of contaminants in water bodies has necessitated the 
need to develop cost-effective methods for their removal or 
degradation (Rasalingam et al. 2014). The electroanalytical 
technique is used for monitoring and trace level detection 
of pollutants in water (Martinez-Huitle & Ferro 2006). It 

is a powerful analytical technique with high sensitivity, 
accuracy, precision, rapid response and low operating cost, 
which is used in the pharmaceutical industry, metal indus-
try and environmental applications (Farghaly et al. 2014, 
Chatterjee 2017). Currently, voltammetry is well renowned 
and eco-friendly technique to investigate pollutants and 
other compounds (Nicholson & Shain 1964). It is widely 
employed for the determination and kinetic mechanism of the 
reaction (Allen & Larry 2001, Compton & Banks 2018). In 
the voltammetric technique, a platinum electrode (solid elec-
trode) is usually a working electrode. Platinum is the most 
suitable choice of inert electrode for electroanalysis (Monk 
2001) because it gives appropriate electron-transfer kinetics 
and a large anodic potential window range (Wang 2000).

In this work, we reported electro-oxidation of salicy-
laldehyde in aqueous media using the cyclic voltammetry 
technique. However, to the best of our knowledge salicy-
laldehyde has not yet been investigated in an aqueous solvent 
using these parameters.

MATERIALS AND METHODS

Materials

Salicylaldehyde was obtained from Sigma- Aldrich and used 
without further purification. A stock solution of SA was 
prepared in 30 % ethanol. Britton-Robinson (BR) buffer was 
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prepared with 0.04 M boric, phosphoric and acetic acids and 
0.1 M KCl as the supporting electrolyte. All other chemicals 
used were of analytical grade. All solutions were prepared 
with doubled distilled water.

Instrumentation

An Autolab model PGSTAT 101 potentiostat/galvanostat 663 
VA Stand (Metrohm AG, Netherlands) was used to perform 
the cyclic voltammetry (CV) technique. Electrochemical cell 
along with three-electrode setup is used in this technique. Pt 
disc electrode (PE) (0.031 cm2) acted as working electrode 
(WE), Ag/AgCl/3M KCl electrode act as the reference elec-
trode, and Pt wire acted as the counter electrode. The solution 
pH calculation was done using Elico LI 120 pH meter (Elico 
Ltd., India). In preparation for investigation, the working 
electrode was polished with alumina powder (particle size 
0.05 mm) on a cloth polishing pad and washed with doubled 
distilled water. All the experiments have been performed at 
an ambient temperature of 25 ± 1°C.

RESULTS AND DISCUSSION

Effect of pH

The electro-oxidation of 10 mM was studied over the pH 
range of 2.2-11.0 in Britton- Robinson (BR) buffer solution 
by cyclic voltammetry (Fig.1). However, the finest peak 
was observed on pH 2.2 (Acidic medium). Hence further 
experiment was performed in this range.

Cyclic Voltammetry Experiment of Salicylaldehyde 
(SA) 

The electrochemical behavior of SA was recorded on the 
platinum electrode, using a cyclic voltammetry technique. 
The cyclic voltammogram was obtained for 10 mM SA at a 
scan rate of 20 mVs-1, which shows a well-defined anodic 
peak at Pt electrode from potential window range +0.7 to +1.3 
V Fig. 2(b). This peak indicates that the irreversible reaction 
occurred on the platinum electrode surface. On scanning the 
reverse direction there was no cathodic peak shown.

Influence of Scan Rate

The influence of scan rate on SA is examined at Pt electrode 
by using cyclic voltammetry method with different scan rates 
ranging from 20 mVs-1 - 90 mVs-1 (Fig. 3). As the scan rate 
was increased, the peak current (Ipa) for oxidation of SA 
was also increased.

The reversibility of electrochemical reaction rate is con-
trolled by adsorption and diffusion, and it is dependent on 
two factors: Ip on V1/2 and log Ip on log v (Nicholson 1965) 
(Fig. 3(a) and Fig. 3(b)). If the origin of the coordinates is not 
intercepted by the linear fit (Fig. 3(a)), the electrode process 
is diffusion-controlled and proceeded by chemical reaction 
(Wudarska et al.2013). At various scan rates (v) ranging from 
0.02 to 0.09 Vs-1, peak current(Ip) depends linearly on the 
square root of v (equation below):

	 Ip(µA)= 147.32v1/2 (V1/2s-1/2) – 5.8517 (r=0.988)

 

Fig. 1: Cyclic voltammograms of 10 mM SA at different pH values (a) 11.0, (b) 2.2, (c) 4.0, (d) 

3.1 

 

Cyclic Voltammetry Experiment of Salicylaldehyde (SA)  

The electrochemical behavior of SA was recorded on the platinum electrode, using a cyclic 

voltammetry technique. The cyclic voltammogram was obtained for 10 mM SA at a scan rate of 20 

m.Vs-1, which shows a well-defined anodic peak at Pt electrode from potential window range +0.7 to 

+1.3 V Fig. 2(b). This peak indicates that the irreversible reaction occurred on the platinum electrode 

surface. On scanning the reverse direction there was no cathodic peak shown. 

 

Fig. 1: Cyclic voltammograms of 10 mM SA at different pH values (a) 11.0, (b) 2.2, (c) 4.0, (d) 3.1
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Alternatively, a linear relationship was observed between 
log Ip and log v (Fig. 3(b)) corresponding to the equation.

	 log Ip (µA)=0.63 log v(Vs-1)+2.2593 (r=0.986)

The slope value of this linear fit (Fig. 3(b)) is 0.63. 
Therefore, according to Bard and Faulkner, and others (Allen 
& Ferry 2001), this process is only controlled by diffusion, 
which confirms that the electro-oxidation of SA was a dif-
fusion-controlled reaction. With an increase in scan rate, 
the peak potential was observed in the range 0.02-0.09 Vs-1 

as shown in Fig. 3(c). The relationship can be expressed as:

	 Ep(V)=0.0468 log v(Vs-1)+ 1.1768 (r=0.970)

For irreversible electrode process, Laviron (1979) equa-
tion is given below to define Ep:

Ep= E0 +(2.303RT/ anF) log(RTk0/anF) + (2.303RT/anF) 
log v

Where E0 is the formal standard redox potential, α is 
the transfer coefficient, n is the number of electrons trans-
ferred, k0 is the standard heterogeneous rate constant of the 
reaction, and v is the scan rate. Thus, from the slope of the 
plot Ep vs log v, the value of an can be easily calculated as 

 
(a)        (b) 

 Fig. 2: Cyclic voltammogram for 10 mM SA on Pt electrode in 0.04 m BR buffer (a) Blank (b) 

SA at scan rate () = 20 m.Vs-1  

 

Influence of Scan Rate 

The influence of scan rate on SA is examined at Pt electrode by using cyclic voltammetry method 

with different scan rates ranging from 20 m.Vs-1 - 90 m.Vs-1 (Fig. 3). As the scan rate was increased, 

the peak current (Ipa) for oxidation of SA was also increased. 

 

Fig. 2: Cyclic voltammogram for 10 mM SA on Pt electrode in 0.04 m BR buffer. (a) Blank (b) SA at scan rate (n) = 20 mVs-1

 

Fig. 3: Cyclic voltammograms of 10 mM SA at different scan rates 20, 30, 40, 50, 60, 70, 80, and 

90 m.Vs-1.    
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Fig. 3(b): log Ip vs log v 
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1.26. In our system taking R=8.314 JK-1mol-1, T=298 K, 
and F=96480 C mol-1.

 α can be expressed by Bard and Faulkner (Allen & 
Ferry 2001) as:

	 α =  
47 7

2

.

/Ep Ep-
 mV

Where Ep/2 is the potential at half-peak current. So, the 
average value of the electron transfer coefficient of reaction  
(a) was calculated as 0.673. Further, the number of the 
transferred electron (n) was calculated from the αn value as 
1.88~2 in the SA electro-oxidation. The value of the standard 
heterogeneous rate constant (k0) can be calculated by know-
ing the value of the formal potential (E0) (from the intercept 
of the plot Ep versus ν by extrapolating to the vertical axis 
at ν=0) (Fotouhi et al. 2012, Wu et al. 2004). The formal 
potential (E0) and the standard heterogeneous rate constant 
(k0) for the reaction were obtained as 1.0937 and 2.468 ¥  
103 s-1 respectively. The electron transfer rate constant (kox) 
can be calculated from the equation (Benschoten et al. 1983).

kox = k0 × exp {– (1– α) nF(E – E0)/(RT)}

So the, kox was obtained as 2.507 ¥ 103s-1

Effect of Concentration

The effect of varying concentrations of SA was also studied 
at Pt electrode in 0.04 M BR buffer, pH 2.2 at the scan rate 
of 10 mVs-1. With increasing concentrations of SA, the cyclic 
voltammogram revealed that the peak current was linearly 
increasing as shown in Fig. 4(a).  A linear SA calibration 
curve was obtained in the range from 1 mM to 4 mM (Fig. 
4(b)). The linear equation was 

	 Ipa (µA) =     0.9625 C + 1.5947 (r= 0.9977)                                                                                                                           

The limit of detection (LOD) (Rageh et al.2015) and limit 
of quantification (LOQ) (Harisha et al.2018) were 0.0031 
mM and 0.0103 mM respectively. It was calculated by the 
below equations.

	 LOD=3 s/m                

	 LOQ=10 s/m   

Where m is the slope of the calibration plot and s is 
the standard deviation of the peak current of three blank 
measurements.    
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Fig. 4: (a) Cyclic voltammograms with increasing concentration of SA in pH 2.2 buffer solution on a platinum electrode with SA concentration:  
(i) 1.0, (ii) 2.0, (iii) 3.0, (iv) 4.0 mM (b) Plot of peak current versus concentration of SA.

Table 1: Comparison of potential window range, concentration, and limit of detection (LOD) obtained for salicylaldehyde using the proposed method 
with the previously reported methods. 

S.No	 Method	 Potential window	 Concentration	 LOD	 References
		  range	 range  

1	 Uv/ Vis Spectroscopy	 –	 30 ppm	 –	 (Matyasovszky et al. 2009)
2	 Spectroelectrochemistry	 - 0.4 to 1.2 V	 100 µm	 –	 (Wang et al. 2014)
3	 Electrochemical	 0 to 3 V	 10 mM	 –	 (Kiss & Kunsági-Máté 2019)
4	 Photoelectrochemical	 -0.4 to 1.2 V	 30 ppm	 –	 (Tian et al.2009)
5	 Cyclic voltammetry	 0.7 to 1.3 V	 1-4 mM	 0.0031 mM	 Present work
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CONCLUSION

The aim of this research was to degrade toxic salicylalde-
hyde with the help of an eco-friendly cyclic voltammetry 
technique. Salicylaldehyde was discovered to have an irre-
versible two-electron transfer, diffusion-controlled reaction. 
This work will help in the clinical and safety development 
of the environment.
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ABSTRACT

The world needs to increase renewable and alternative fuel sources such as Biomass, Bioethanol, 
and Biodiesel to compete with fossil fuels. Biodiesel is an important renewable fuel source since it 
can be used in regular diesel vehicles without requiring engine modifications. Conventional biodiesel 
production takes around 90 min of reaction time. A longer reaction time is not suitable for commercial 
production. Furthermore, traditional products such as oil react with biodiesel methoxide to produce 
a maximum of 90% biodiesel yield. As the catalyst is not involved with the reaction, pure methanol 
and methoxide (methanol with KOH catalyst) are separately added to the system to enhance the 
pre-reaction step.  By changing the methanol to methoxide ratio, biodiesel is produced, and yield is 
calculated. The highest yield, which is 95%, is obtained with a 5:15% methanol to methoxide ratio. The 
total reaction time with the new experimental procedure is only 20 min. That is a significant reduction 
by saving operating costs such as energy consumption. Produced biodiesel show similar properties to 
that of standard biodiesel. 

INTRODUCTION 

Global warming and environmental pollution are alarming 
today due to fossil fuel combustion in the power generation 
and the transport sector. The atmospheric carbon dioxide 
(CO2) concentration hit 417 ppm (parts per million) in May 
2020, which was 414 ppm in May 2019 (Andrew & Chris 
2020). CO2 levels have reached unprecedented heights in 
human history, as shown in Fig. 1.

The impact of man on the environment through his daily 
activities is complex and irreversible. Most of the intentional 
or unintentional causes are contributing to environmental 
pollution and changes in the ecosystem. There is no single 
cause that can be considered the main reason for environmen-
tal pollution, as most of them are interrelated. However, the 
following causes can be viewed as the main contributors to 
ecological damage and environmental pollution (Manisalidis 
et al. 2020).

	 ∑	 Population growth and deforestation

	 ∑	 Industrialization and urbanization

Vehicle emissions

There is a considerable impact of population growth on the 
environment. With the population increase, we consume 
more and more natural resources and deplete the resources 
faster than before. Simultaneously, more and more waste 

is generated and disposed of in the open environment 
polluting the water, air, and soil. Both ways, the negative 
impact on the environment is significant (Manisalidis et al.  
2020).

The population growth rates are not at an environmentally 
sustainable level. The increasing demands for the consum-
ables such as food, water, land, power, and energy lead to 
devastating conditions worldwide. It should be addressed 
immediately to avoid resource depletion and irreversible 
impact on the environment. According to Fig. 1, it is clear 
that around 37 billion tons of CO2 are emitted into the at-
mosphere annually (Our World in Data n.d). 

CO2 emissions from vehicles account for a substantial 
part of CO2 emissions due to fossil fuel combustion. Even 
though fossil fuel resources are depleting and the prices are 
escalating, it does not discourage the usage as they are easily 
accessible to consumers. The use of fossil fuels such as coal, 
oil, and gas, over many years, directly causes global warm-
ing and climate change (Ogunwole 2012, Swapan & Bablu  
2020).

To stabilize the concentration of CO2 in the atmosphere, 
the world needs to increase the usage of renewable and al-
ternative fuel sources such as biomass, bioethanol, and bio-
diesel to compete with fossil fuels. Biodiesel is an important 
renewable fuel source since it can be used in regular diesel 
vehicles without requiring engine modifications.
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Bio-Diesel Production

Several edible and non-edible raw materials are used to 
produce biodiesel around the world (Onyinyechukwu et al. 
2018). Edible oils can be categorized as coconut oil, palm 
oil, sunflower oil, rapeseed oil, etc., and non-edible oils can 
be classified as rubber seed oil, algal oil, Jatropha oil, and 
waste cooking oil.

There are multiple ways of producing biodiesel and al-
kaline esterification on the top of the list due to flexibility, 
simplicity, and the production yield with readily available raw 
materials. Biodiesel’s manufacturing cost is the most important 
factor in its ability to compete with fossil diesel. To minimize 
the production cost, raw material cost, operating cost, and 
the energy requirement to produce biodiesel have to be mini-
mized. The cost of the raw material has a direct promotional 
relationship with the overall biodiesel cost (Braga et al. 2015).

Alkaline Esterification

Alkaline esterification is the process by which the glycerides 
present in the oil react with alcohol (methanol, ethanol) in 
the presence of an alkaline catalyst (KOH, NaOH) to form 
esters and glycerol as a byproduct (Banerjee & Chakraborty 
2009, Enweremadu & Mbarawa 2009). To perform the for-
ward reaction, it is essential to perform the reaction with the 
catalyst present (Fig. 2). 

The catalyst is prepared by adding potassium hydroxide 
(KOH) into alcohol (methanol) and stir it properly until 
it dissolves completely. The ultimate goal of the catalyst 
preparation step is to produce methoxide (CH3O

-), which 
may then be processed with triglycerides in the oil sample. 
The active catalyst for the production of methyl esters 
is methoxide ion, –OCH3, which attacks triglyceride mole-
cules and creates methyl esters. It is regenerated at the end 
of each reaction step when a hydrogen ion is stripped from 
a nearby methanol molecule.

If ethanol is being used, then the corresponding catalyst 
is called ethoxide, –OCH2CH3. During the catalyst prepara-
tion step, OH- ions abstract the hydrogen ion to form water 
(H2O). Water will increase the formation of soap when free 
fatty acids are available, eventually reducing the yield of the 
biodiesel production process. It is important to process the 
oils with low free fatty acids (FFA) (<2% of the oil weight) 
to avoid soap formation by saponification reaction. To 
maintain the FFA% below 2, oils with higher FFA have to 
go through an acid esterification reaction before the alkaline 
esterification (Paraj et al. 2019).

It has been reported that the transesterification process 
depends on many factors, such as reaction temperature, mix-
ing speed, reaction time, catalyst, alcohol percentage, and 
FFA in the oil. Therefore, base case experiment is performed 
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ABSTRACT 

The world needs to increase renewable and alternative fuel sources such as Biomass, Bioethanol, and Biodiesel to compete with fossil 

fuels. Biodiesel is an important renewable fuel source since it can be used in regular diesel vehicles without requiring engine modifications. 

Conventional biodiesel production takes around 90 min of reaction time. A longer reaction time is not suitable for commercial production. 

Furthermore, traditional products such as oil react with biodiesel methoxide to produce a maximum of 90% biodiesel yield. As the catalyst 

is not involved with the reaction, pure methanol and methoxide (methanol with KOH catalyst) are separately added to the system to enhance 

the pre-reaction step.  By changing the methanol to methoxide ratio, biodiesel is produced, and yield is calculated. The highest yield, which 

is 95%, is obtained with a 5:15% methanol to methoxide ratio. The total reaction time with the new experimental procedure is only 20 min. 

That is a significant reduction by saving operating costs such as energy consumption. Produced biodiesel show similar properties to that of 

standard biodiesel. 

INTRODUCTION 

Global warming and environmental pollution are alarming today due to fossil fuel combustion in the 

power generation and the transport sector. The atmospheric carbon dioxide (CO2) concentration hit 417 

ppm (parts per million) in May 2020, which was 414 ppm in May 2019 (Andrew & Chris 2020). CO2 

levels have reached unprecedented heights in human history, as shown in Fig. 1. 

 
Fig. 1: Atmospheric CO2 Concentration from 1750-2020. 

(Our World in Data n.d) 

 
 

 
 
 
 
 

Fig. 1: Atmospheric CO2 Concentration from the year 1750-2020. (Our World in Data n.d)
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with the operating conditions which are given in the literature 
without any changes such as 60°C operating temperature, 
600RPM mixing speed, KOH as a catalyst and 1% of oil 
weight, <2% FFA content in the oil, methanol as alcohol and 
20% of oil volume (Wanodya & Arief 2013, Phan & Phan 
2008, Corro et al. 2011, Endang et al. 2018).

MATERIALS AND METHODS

Pure coconut oil is used as the feedstock for this study. 
The total methanol amount taken is 20 mL since the oil 
sample is 100 mL. To meet the 1% W/W of the oil weight, 
1 g of KOH is used.  The operating temperature is 60°C 
with 600 RPM, and 90 min reaction time is selected for 
the present experiment. The FFA% of coconut oil is 0.5% 
with the titration method. Considering previous studies, a 
homogeneous base catalyst such as KOH is used. At first, 
the oil sample is preheated to remove any oil moisture 
to avoid soap formation during the reaction. The exact 
amount of KOH is added to the methanol and mixed well 
to prepare the methoxide. The prepared methoxide is then 
added to the heated oil sample while the stirring process  
continues.

RESULTS AND DISCUSSION

The properties of the fresh coconut oil and the oil sample 
composition are given in Table 1 and Table 2. According 
to Table 2, it can be clearly seen that coconut oil majorly 
comprises Lauric acid (C12H24O2). Coconut oil’s physical 
properties were tested by the Petroleum and Lubricant 
Testing Laboratory, Industrial Technology Institute (ITI), 
Colombo 07, Sri Lanka. The fatty acid composition analysis 
was carried out by the Chemical and Microbiological Lab-
oratory, Industrial Technology Institute (ITI), Colombo 07, 
Sri Lanka. Using the fatty acid composition, the molecular 
mass of the fresh coconut oil can then be estimated. In this 
research, the molecular mass of fresh coconut oil is estimated 
as 679.3 g.mol-1.

The transesterification reaction was performed in the 
batch reactor. After 90 min of reaction time, the reacted oil 
sample was moved to the separation funnel and kept over-
night for separation. After 24 hours of separation, the top 
layer fatty acid methyl ester (FAME) and the bottom layer 
glycerin (glycerol) were identified (Fig. 3).

The top layer of FAME is separated and washed with 
distilled water which is 50% of the FAME sample. The 

Table 1: Properties of fresh coconut oil.

Property Test Method Unit Valuea

Specific gravity at 60ºF Gravity Bottle Method - 0.9331

Kinematic Viscosity at 40ºC ASTM D 445 - 01
Using Cannon - Fenske Routine Viscometer

cSt 27.71

Flash Point ASTM D 92 - 05a Using COC ºC 309.0

Water Content ASTM D 4377 - 00 % by mass 0.12

Total Sulphur Content ASTM D 129 - 00 % by mass 0.42

a: Tested by the Petroleum and Lubricant Testing Laboratory, Industrial Technology Institute (ITI), Colombo 07, Sri Lanka

Table 2:  Fatty acid composition of fresh coconut oil.

Acid type Formula Method Composition %a

Caproic acid C6H12O2 CML/MM/05/51/003 0.38

Caprylic acid C8H16O2 6.81

Capric acid C10H20O2 5.45

Lauric acid C12H24O2 48.28

Myristic acid C14H28O2 19.50

Palmitic acid C16H32O2 9.12

Stearic acid C18H36O2 2.70

Oleic acid C18H34O2 6.18

Linoleic acid C18H32O2 1.51

Arachidic acid C20H40O2 0.07

a: Tested by the Chemical and Microbiological Laboratory, Industrial Technology Institute (ITI), Colombo 07, Sri Lanka
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washing process is carried out at 60°C with constant stirring. 
After completion of washing, the washed sample is added to 
the separation funnel for further separation. The upper layer 
is taken and the pH value is analyzed. The lower layer is 
discarded to remove all the residual by-products like excess 
alcohol, excess catalyst, glycerine, and soap. If the pH of 
washed biodiesel is less than 7, we must repeat the washing 
process until pH reaches 7 (Fig. 4). The washed biodiesel 
sample was heated to 110°C while being stirred to remove 
further moisture. Pure biodiesel is used for further testing and 
composition analyses to verify the quality of the biodiesel.

Parameter Optimization

The parameters’ effects on the biodiesel production process 
are important to 2optimize the process.

a. Effect of reaction time

Effect of the reaction time for alkaline esterification is vital 
as it counts the energy consumption and the efficiency of the 
process. By maintaining 60°C reaction temperature and 600 
RPM as the mixing speed, reaction time varied from 5 min 
to 120 min. During the analysis, oil volume of 100 mL, 20% 
of methanol by volume of oil, and 1% KOH (Methoxide) by 
weight of the oil are maintained to evaluate the single pa-
rameter effect. The effect of reaction time on the coconut oil 
conversion efficiency is shown in Fig. 5. The percent yield of 
biodiesel is calculated on a weight basis concerning the initial 
oil used for transesterification. With reaction times ranging 
from 5 to 50 min, the FAME production yield increased 
rapidly; after that, the conversion efficiency increased slowly 
and remained stable at around 85% at 60 min. Based on the 
results, it can be assumed that the reaction rate is steady and 
in equilibrium after 80 min.

b. Effect of reaction temperature

Methyl esterification of coconut oil was carried out at 30, 
40, 50, 55, and 60°C to determine the effect of reaction tem-

perature on the formation of the methyl ester. The methanol 
and KOH were maintained at a constant value of 20% and 
1 wt.% for all these experiments. As can be seen from Fig. 
6, for the same final reaction time, the ester formation yield 
increases with the temperature. Because methanol has a 
boiling point of 64.7°C, temperatures above 60°C are not 
used in the study. When the reaction temperature closes to the 
boiling point of methanol, it will start to vaporize and form 
a bubble to inhibit the reaction. Higher temperatures can be 
maintained by changing the operating pressure, which will 
increase the operating cost. The maximum yield of FAME 
is achieved at the 60°C reaction temperature and selected as 
the best operating temperature for further analysis.

c. Effect of reaction stirring speed (RPM)
In alkaline esterification, the mixing speed (RPM) is critical. 
To investigate the effect, the mixing speed is varied between 
0 and 800 RPM while maintaining constant values of 60oC 
reaction temperature, 80 min working duration, 20% meth-
anol, and 1% KOH. The reaction at the 0 RPM, which is 
without mixing, is very slow as the reaction occurs in oil and 
alcohol interfaces such as methanol. The yield of biodiesel at 
different mixing speeds is recorded and given in Fig. 7. As 
it can be seen from Fig. 7, the highest yield, which is 86%, 
is obtained with 600 RPM.
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The most effective variable for the biodiesel production 
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The transesterification reaction was performed in the batch reactor. After 90 min of reaction time, the 

reacted oil sample was moved to the separation funnel and kept overnight for separation. After 24 hours 

of separation, the top layer fatty acid methyl ester (FAME) and the bottom layer glycerin (glycerol) were 

identified (Fig. 3). 
TABLE 2:  Fatty acid composition of fresh coconut oil. 
Acid 
type Formula Method Compositio
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Caprylic 
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Fig. 3: Separation funnel - FAME at the upper layer and glycerine at the bottom layer. 
 Fig. 3: Separation funnel - FAME at the upper layer and glycerine at the 

bottom layer.
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reaction, an excess amount of alcohol is required to move 
the reaction forward (Bournay et al. 2005).

The biodiesel production is analyzed by changing the 
methanol volume with the fixed amount of 100 mL oil sam-
ple and 1% KOH by weight. The methanol amount varies 
from 10% to 30% by oil volume (2.3: 1 to 7:1 molar ratio of 
methanol to oil). It has been recorded that with the increase 
of methanol, the yield of the FAME also increased, and the 
result is given in Fig. 8. However, because there is insufficient 
Methanol for the reaction, the methanol to oil ratio of 2.3 
results in the formation of a unique and opaque layer due to 
the presence of unreacted triglycerides. However, 20% meth-
anol amount is selected by considering the yield and the cost 
of methanol, which will directly affect the production cost.

b. Effect of catalyst concentration

The most commonly and widely used catalyst is KOH, which 
is used for the reaction as they react with the triglycerides to 
break them apart and form the methyl ester. A wide concen-
tration range of KOH from 0.5% to 2.5% (wt/wt of oil) has 
been tested as a catalyst that was premixed with methanol to 

form sodium methoxide (CH3ONa). The behavior of NaOH 
concentration regarding the biodiesel production yield is 
shown in Fig. 9.

The highest biodiesel yields (86%) were obtained with 
a 1% catalyst concentration.  However, as the concentration 
of KOH increased over 1%, biodiesel production decreased 
due to the formation of an emulsion, which increased the 
viscosity of the product.

c. Effect of methanol to methoxide ratio

KOH is the catalyst of the alkaline esterification reaction to 
produce biodiesel. It has been followed all the time to used 
Methoxide to the oil to produce the biodiesel. However, 
changing the pure Methanol and Methoxide separate samples 
added to the oil for biodiesel production seems promising. 
The methanol 5% and Methoxide 15%, 10% of Methanol 
with 10% of Methoxide and 15% of Methanol and 5% of 
Methoxide were added separately into oil samples to check 
the reaction performance of the biodiesel yield. Based on the 
observations, biodiesel was formed with each case, and yield 
was analyzed for further processing (Fig. 10).

The maximum yield was achieved at the 5% Methanol 
and 15% Methoxide sample, around 95%. Other operating 
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parameters were maintained at the fixed condition during the 
process, such as reaction time, temperature, KOH concentra-
tion, and the RPM of the mixer as base case values. The yield 
obtained with the new raw material setup was much higher 
than the conventional methoxide reaction with the oil sample.

d. Effect of the time interval between methanol and methoxide

The KOH is not the reactant of the transesterification process; 
it is only the catalyst. As a result, it is critical to examine cat-
alyst activity to comprehend the catalyst’s true significance. 
It was done by maintaining the time interval between the 
addition of pure methanol to the oil sample and the addition 
of methoxide to the reactor constant. The biodiesel process 
was performed and the yield of the process was examined 
by varying the time interval. The ‘x’ axis of Fig. 11 indicates 
the time between methanol to methoxide feeding. However, 
the total reaction time was maintained as 90 min for the 
production process. Fig. 11 shows no significant variation 
of the yield with the different time intervals of methanol 
and methoxide. For the reaction to begin, methanol and 
methoxide must be added to the oil sample at the same time. 
The methanol sample was introduced to the oil sample at a 
70-minute interval for methoxide addition, with a maximum 
yield of 95%. Following that, the biodiesel yield decreased. 
Therefore, 20 min of reaction time (90min-70min) is suffi-
cient for biodiesel production with a 95% yield.

Therefore, the experiment is repeated to identify the 
optimum reaction time with the selected 5% methanol +15% 
methoxide mixer as the biodiesel process catalyst. The ex-
perimental setup we used to develop Fig. 5 is repeated to 
identify the optimum reaction temperature. Fig. 12 represents 
the maximum yield that is obtained at 20 min reaction time.

Biodiesel Quality comparison

The optimum final product of methyl ester developed by op-
timized parameters was tested for its composition, as shown 
in Table 3. The methyl ester’s primary fatty acid composition 

Fig. 9: Effect of catalyst concentration on oil conversion efficiency, under 
20 vol% methanol, at 80min reaction time and 60ºC temperature.

Fig. 10: Effect of methanol to methoxide ratio on oil conversion 
efficiency, under 20 vol% total methanol, 1 wt.% KOH, at 80min reaction 

time and 60ºC temperature.  
1: 0%Methanol+20% methoxide, 2: 5% methanol+15% methoxide,  

3: 10% methanol+ 10% methoxide, 4: 15% methanol+5% methoxide

  

The KOH is not the reactant of the transesterification process; it is only the catalyst. As a result, it is 

critical to examine catalyst activity to comprehend the catalyst's true significance. It was done by 

maintaining the time interval between the addition of pure methanol to the oil sample and the addition of 

methoxide to the reactor constant. The biodiesel process was performed and the yield of the process was 

examined by varying the time interval. The 'x' axis of Fig. 11 indicates the time between methanol to 

methoxide feeding. However, the total reaction time was maintained as 90 min for the production process. 

Fig. 11 shows no significant variation of the yield with the different time intervals of methanol and 

methoxide. For the reaction to begin, methanol and methoxide must be added to the oil sample at the same 

time. The methanol sample was introduced to the oil sample at a 70-minute interval for methoxide 

addition, with a maximum yield of 95%. Following that, the biodiesel yield decreased. Therefore, 20 min 

of reaction time (90min-70min) is sufficient for biodiesel production with a 95% yield. 

Therefore, the experiment is repeated to identify the optimum reaction time with the selected 5% methanol 

+15% methoxide mixer as the biodiesel process catalyst. The experimental setup we used to develop Fig. 

5 is repeated to identify the optimum reaction temperature. Fig. 12 represents the maximum yield that is 

obtained at 20 min reaction time. 

 
Fig. 11: Effect of the time interval between Methanol to methoxide feeding on Oil conversion efficiency, under 20 vol% total methanol, 1 wt.% KOH, at 

90min total reaction time and 60ºC temperature. 
 

 
Fig. 12: Effect of reaction time on Oil conversion efficiency, under 5 vol% Methanol + 15%Methoxide, 1 wt.% KOH, at 60 °C and 600RPM. 

 

C. Biodiesel Quality comparison 

The optimum final product of methyl ester developed by optimized parameters was tested for its 

composition, as shown in Table 3. The methyl ester's primary fatty acid composition is methyl laurate, 

Fig. 11: Effect of the time interval between methanol to methoxide feed-
ing on Oil conversion efficiency, under 20 vol% total methanol, 1 wt.% 

KOH, at 90min total reaction time and 60ºC temperature.

  

The KOH is not the reactant of the transesterification process; it is only the catalyst. As a result, it is 

critical to examine catalyst activity to comprehend the catalyst's true significance. It was done by 

maintaining the time interval between the addition of pure methanol to the oil sample and the addition of 

methoxide to the reactor constant. The biodiesel process was performed and the yield of the process was 

examined by varying the time interval. The 'x' axis of Fig. 11 indicates the time between methanol to 

methoxide feeding. However, the total reaction time was maintained as 90 min for the production process. 

Fig. 11 shows no significant variation of the yield with the different time intervals of methanol and 

methoxide. For the reaction to begin, methanol and methoxide must be added to the oil sample at the same 

time. The methanol sample was introduced to the oil sample at a 70-minute interval for methoxide 

addition, with a maximum yield of 95%. Following that, the biodiesel yield decreased. Therefore, 20 min 

of reaction time (90min-70min) is sufficient for biodiesel production with a 95% yield. 

Therefore, the experiment is repeated to identify the optimum reaction time with the selected 5% methanol 

+15% methoxide mixer as the biodiesel process catalyst. The experimental setup we used to develop Fig. 

5 is repeated to identify the optimum reaction temperature. Fig. 12 represents the maximum yield that is 

obtained at 20 min reaction time. 

 
Fig. 11: Effect of the time interval between Methanol to methoxide feeding on Oil conversion efficiency, under 20 vol% total methanol, 1 wt.% KOH, at 

90min total reaction time and 60ºC temperature. 
 

 
Fig. 12: Effect of reaction time on Oil conversion efficiency, under 5 vol% Methanol + 15%Methoxide, 1 wt.% KOH, at 60 °C and 600RPM. 

 

C. Biodiesel Quality comparison 

The optimum final product of methyl ester developed by optimized parameters was tested for its 

composition, as shown in Table 3. The methyl ester's primary fatty acid composition is methyl laurate, 

Fig. 12: Effect of reaction time on Oil conversion efficiency, under 5 
vol% Methanol + 15%Methoxide, 1 wt.% KOH, at 60 °C and 600 RPM.



1979BIODIESEL-ALKALINE TRANSESTERIFICATION PROCESS FOR METHYL ESTER PRODUCTION

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

is methyl laurate, 46.72%, methyl myristate 19.45%, and 
methyl palmitate, 9.31%. The fatty acid type and composi-
tion analysis influence the cetane number, affecting ignition 
quality in the engine.

The physical and chemical properties play a vital role in 
the qualifying process of diesel engines’ operation. Biodiesel 
derived from coconut oil was analyzed by Petroleum and Lu-
bricant Testing Laboratory, Industrial Technology Institute, 
Sri Lanka, and the results are shown in Table 4.

Biodiesel, as an alternative fuel, should have some 
physical and chemical properties that make it suitable for 
use in diesel engines. These properties play a vital role in 
quality control in the petroleum industry. Biodiesel derived 

from fresh coconut oil was analyzed at the Petroleum and 
Lubricant Testing Laboratory, Industrial Technology Institute 
(ITI), Colombo 07, Sri Lanka, and the results are shown in 
Table 4. As is indicated, the biodiesel sample meets EN14214 
standards for density, kinematic viscosity, carbon residue, 
and acid value. The increased flashpoint of the biodiesel 
sample produced is advantageous for safe operation The 
decreased sulfur concentration is beneficial since it lowers 
SO2 emissions during the combustion process.

CONCLUSION

The following values were obtained for the maximum 
yield; Reaction time: 20 min, Reaction temperature: 60ºC, 

Table 3: Fatty acid composition of methyl ester (biodiesel).

Acid type Formula Method Composition %a

Caproic acid C6H12O2

CML/MM/05/51/003

0.34

Caprylic acid C8H16O2 6.94

Capric acid C10H20O2 5.68

Lauric acid C12H24O2 46.72

Myristic acid C14H28O2 19.45

Palmitic acid C16H32O2 9.31

Stearic acid C18H36O2 2.98

Oleic acid C18H34O2 6.78

Linoleic acid C18H32O2 1.65

Arachidic acid C20H40O2 0.09

Linolenic acid C18H30O2 0.04

Behenic acid C22H44O2 0.02

a: Tested by the Chemical and Microbiological Laboratory, Industrial Technology Institute (ITI), Colombo 07, Sri Lanka

Table 4: Analysis of physical and chemical properties of biodiesel and petroleum diesel.

Parameter Test Method Values achieved in this studya Petroleum dieselb Standard Biodiesel - EN14214b

Density [15ºC, kg.m-3] ASTM D 1298- 99 884.3 NA 860-900

Flash Point [ºC] ASTM D 3278-96 109 >65 >101

Cloud Point [ºC] ASTM D 2500 - 99 8.0 NA NA

Kinematic Viscosity at [40ºC, cSt] ASTM D 445 - 01 3.842 3.0 - 8.0 3.5 - 5.0

Total sulfur content [wt. %] ASTM D 129-00 0.003 <0.05 <0.01

Moisture content [wt. %] ASTM D 4377 - 00 0.20 NA <0.05

Gross calorific value moisture free 
basis [MJ.kg-1]

ASTM D 240 - 06 39.3 41.8 NA

Micro carbon residue [m/m%] ASTM D 4530-06 0.06 0.3 0.3

Total acid number [mg KOH.g-1] ASTM D 664/18 0.20 <0.1 <0.5

Cetane index ASTM D - 91 39.5 >49 >51

a: Tested by the Petroleum and Lubricant Testing Laboratory, Industrial Technology Institute (ITI), Colombo 07, Sri Lanka
b: Meng et. al, 2008.
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RPM: 600, Methanol: 20 vol%, KOH: 1 wt.%, Methanol + 
Methoxide: 5%+15%. A maximum biodiesel yield of 95% 
is achieved with the optimized operating conditions. It has 
been shown that adding fresh methanol and methoxide into 
the coconut oil sample produces a higher yield of biodiesel 
with minimum reaction time. Rather than the conventional 
biodiesel production method, this process of biodiesel pro-
duction has less energy consumption as well. The yielded 
methyl ester was tested for its fuel properties and was in 
good agreement with the standard biodiesel. However, the 
use of edible oil for biodiesel production is not encouraging 
due to the crisis of the food industry. As a result, the results 
of the experiments are used to improve the production pro-
cess and operating parameters. Other sources of biodiesel 
production such as waste cooking oil, algal oil, non-edible 
oil should be implemented with the optimized operating  
conditions.
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ABSTRACT

Groundwater is essential to the sustainability of India’s environment, economy, and living conditions 
because it isn’t just the primary source of domestic supply of water in rural areas, but it is also the major 
and most productive origin of the water. The increased demand for groundwater as a result of reduced 
rainfall has put a strain on groundwater resources in areas where groundwater is the primary supply of 
water. The main aim of this study is to identify and explore the groundwater potential zones in Talupula 
Mandal of 280.3 km2 in Ananthapur district in Andhra Pradesh, India with semi-arid climatic conditions. 
Based on the field survey approach, groundwater availability is found out in the villages. Schlumberger 
Vertical Electrical Sounding (VES) survey technique was used to discover the resistivity and thickness 
of the unmistakable layers. It was carried out in 18 randomly selected sites where groundwater plays 
an important role in agricultural and domestic use. The thickness and resistivity of first- and second-
layer crack sites of the various layers were separated from ground data using IPI2WIN programming. 
Using software, graphs were plotted and groundwater potential zones were identified for recharging 
the groundwater. Based on the results, different models of recharge structures for the study area are 
identified and recommended. Hence the management of groundwater paves the way for sustainable 
groundwater levels. 

INTRODUCTION

Groundwater is essential for the growth of the country’s 
economy, ecosystem, and living standards. Groundwater 
movement in an area is influenced by topography, geolog-
ical structure, lithology, the extent of the fracture, depth of 
weathering, slope, land use and land cover, drainage pattern, 
climatic conditions, and the interrelationships between these 
factors. Geology, soil texture, permeability, drainage inten-
sity, soil depth, soil physiography, water holding capacity of 
the soil all influence the delineation of potential zones for 
both natural and artificial recharge (Alwathaf & Mansouri 
2011, George et al. 2011, Chandramohan et al. 2017). In 
semi-arid and arid zones, the problem of getting a sufficient 
supply of groundwater has always been a major concern of 
social orders. Even in zones with more and more abundant 
rainfall, the problem of getting a sufficient supply of ground-
water is often turning out to be tougher due to increasing 
population and industrialization (Srinivasamoorthy et al. 
2014, Zeinelabidin et al. 2015). As a result, this investigation 

focuses on options, as surface water cannot be relied upon on 
a constant basis, necessitating the search for other options to 
improve surface water (Vidhya & Vinay 2018, Hammouri et 
al. 2013). As a result, the world is forced to rely on the most 
accessible source of high-quality freshwater, which is found 
underground as groundwater.

Study Area

Talupula Mandal is located in the Anantapur District’s 
southeastern part in Andhra Pradesh which lies between 
77030’ - 78015’E and 1400’ - 14030’N and it belongs to the 
Rayalaseema region. It is bounded on the west by Kadiri 
Mandal, on the south by Gandlapenta Mandal, on the north 
by Vemula Mandal, and on the east by Vempalle Mandal. 
The total population of Talupula Mandal is 42,019 living in 
10,377 Houses, Spread across a total of 115 villages and 16 
panchayats. Males are 21,451 and Females are 20,568. The 
climate in Talupulamandal is semiarid, with a moisture index 
of 33.7%, with its monthly average temperatures ranging 
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from 15° C in winter to 39° C in summer. The district’s av-
erage precipitation is 553 mm, which is the lowest in Andhra 
Pradesh when compared to other districts. The study area is 
shown in Fig.1.

MATERIALS AND METHODS 

The study area and base map were prepared using Survey of 
India Topographical sheet nos. 57 J/3, J/4, F/14, F/15. The 
Schlumberger Vertical Electrical Sounding (VES) method 
was used for the resistivity survey. The corresponding field 
study was conducted in 18 different locations. (Fig.2) in Ta-
lupula Mandal, where there is the availability of aquifers. The 
Schlumberger VES field survey was completed by dividing 
the electrode spacing by 100 m. The spacing between the 

current electrodes (AB/2) varied from 0.5 to 100 m, while 
the spacing between the potential electrodes (MN/2) varied 
from 0.5 to 10 m. IPI2WIN software was used to convert the 
collected data into graphs, and the thickness and resistivity 
of various layers were determined.

RESULTS AND DISCUSSION

Electric Resistivity   

Resistivity is a measure of how difficult it is to make an 
electrical current flow through it. It is also known as specific 
electrical resistance or volume resistivity, though these terms 
are less commonly used. Despite the fact that some materials 
are better than others at resisting the passage of electricity, 

Groundwater is essential for the growth of the country’s economy, ecosystem, and living 
standards. Groundwater movement in an area is influenced by topography, geological structure, 
lithology, the extent of the fracture, depth of weathering, slope, land use and land cover, drainage 
pattern, climatic conditions, and the interrelationships between these factors. Geology, soil texture, 
permeability, drainage intensity, soil depth, soil physiography, water holding capacity of the soil 
all influence the delineation of potential zones for both natural and artificial recharge (Alwathaf & 
Mansouri 2011, George et al. 2011, Chandramohan et al. 2017). In semi-arid and arid zones, the 
problem of getting a sufficient supply of groundwater has always been a major concern of social 
orders. Even in zones with more and more abundant rainfall, the problem of getting a sufficient 
supply of groundwater is often turning out to be tougher due to increasing population and 
industrialization (Srinivasamoorthy et al. 2014, Zeinelabidin et al. 2015). As a result, this 
investigation focuses on options, as surface water cannot be relied upon on a constant basis, 
necessitating the search for other options to improve surface water (Vidhya & Vinay 2018, 
Hammouri et al. 2013). As a result, the world is forced to rely on the most accessible source of 
high-quality freshwater, which is found underground as groundwater. 

Study Area 

Talupula Mandal is located in the Anantapur District’s southeastern part in Andhra Pradesh which 
lies between 77030’ - 78015’E and 1400’ - 14030’N and it belongs to the Rayalaseema region. It is 
bounded on the west by Kadiri Mandal, on the south by Gandlapenta Mandal, on the north by 
Vemula Mandal, and on the east by Vempalle Mandal. The total population of Talupula Mandal 
is 42,019 living in 10,377 Houses, Spread across a total of 115 villages and 16 panchayats. Males 
are 21,451 and Females are 20,568. The climate in Talupulamandal is semiarid, with a moisture 
index of 33.7%, with its monthly average temperatures ranging from 15° C in winter to 39° C in 
summer. The district's average precipitation is 553 mm, which is the lowest in Andhra Pradesh 
when compared to other districts. The study area is shown in Fig.1. 

 

 
Fig. 1: Study area map of TalupulaMandal. 
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Fig. 1: Study area map of Talupula Mandal.

 

 

 

 

 

 

 

 

Fig. 2: First Layer Resistivity Map.  

Second layer resistivity map 

The second layer is the weathered formation of basement rock. The second layer's low resistivity is 
associated with the presence of highly weathered areas and is suitable for recharging through injection 
wells. Highly weathered areas can be seen in the northern section of the study area. The second layer 
resistivity map is shown in Fig.3. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: First layer resistivity map. 
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some are better at leading it. Resistivity is an assumption that 
enables examinations of how various materials permit or op-
pose flow (Bera & Ahmad 2017, Singh et al. 2019). To make 
resistivity records meaningful, explicit units are used, and for 
a given size of material, there are equations for determining 
it and relating it to the obstruction in Ohms. Materials with a 
low resistivity that effectively lead electrical flow are known 
as channels (Arfan et al. 2020, Khan et al. 2018). Covers are 
those that do not effectively direct electrical flow, and these 
materials have a high resistivity.

Electric Resistivity Survey

Electrical resistivity surveys are carried out by passing a 
known electric current through the ground using two elec-
trodes and calculating the potential differences between the 
other two potential electrodes. The potential variations may 
be changes due to the size, shape, and conducting capacity 
of the material in the subsurface, and the resistance is cal-
culated based on the quantities of potential differences and 
the current applied (Abrams et al. 2018, Kaliraj et al.2018).

Resistivity Layer Maps 

The resistivity of the study area has been separated into five 
layers. Each layer has its own significance and characteristics. 
It helps to identify the resistivity of each layer.

Demarcating the Resistivity Layers in Groundwater 
Potential Region Using Resistivity Survey 

First Layer Resistivity Map

In the study area, the first layer is the topmost layer, which 
is the weathered material of basement rock. A low value of 
resistivity in the first layers is referred to as clayey formation 
and it is not good for surface recharge potential.

Resistivity ranges of 30-150 are good for surface recharge 
structures like percolation ponds and lakes. The first layer 
resistivity is shown in Fig. 2.

Second Layer Resistivity Map

The second layer is the weathered formation of basement 
rock. The second layer’s low resistivity is associated with 
the presence of highly weathered areas and is suitable for 
recharging through injection wells. Highly weathered areas 
can be seen in the northern section of the study area. The 
second layer resistivity map is shown in Fig.3.

Third Layer Resistivity Map

The third layer is circulated by fractured formation. An in-
jection well is used to place fluid underground into porous 
geologic formations. Water can be recharged directly into the 
location (subsurface) through deep injection wells. Most of 
the study area is occupied with higher resistivity areas and 
it is the base of the study area. Locations 6 and 12 may be 
recharged in third layer conditions. Fig. 4 shows the resis-
tivity map of the 3rd layer.

Fourth Layer Resistivity Map

The fourth layer is the secondary fracture formation. A bore-
well structure can be built in this location. The entire study 
area has high resistivity; it is not suitable for recharging ex-
pect in location numbers 6, 13, and 14. The layer one by one 
defines the significant characteristic of the layer. The more it 
goes deeper the more the compacted layers are found. Fig. 
5. shows the resistivity map of the fourth layer.

Fifth Layer Resistivity Map

 The fifth layer is known as secondary fracture formation with 

 

 

 

 

 

 

 

 

Fig. 2: First Layer Resistivity Map.  

Second layer resistivity map 

The second layer is the weathered formation of basement rock. The second layer's low resistivity is 
associated with the presence of highly weathered areas and is suitable for recharging through injection 
wells. Highly weathered areas can be seen in the northern section of the study area. The second layer 
resistivity map is shown in Fig.3. 
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Fig. 3: Second Layer Resistivity Map. 

 

Third layer resistivity map 

The third layer is circulated by fractured formation. An injection well is used to place fluid 
underground into porous geologic formations. Water can be recharged directly into the location 
(subsurface) through deep injection wells. Most of the study area is occupied with higher resistivity 
areas and it is the base of the study area. Locations 6 and 12 may be recharged in third layer 
conditions. Fig. 4 shows the resistivity map of the 3rd layer. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4: Third Layer Resistivity map. 

Fourth layer resistivity map 

The fourth layer is the secondary fracture formation. A borewell structure can be built in this 
location. The entire study area has high resistivity; it is not suitable for recharging expect in 
location numbers 6, 13, and 14. The layer one by one defines the significant characteristic of the 
layer. The more it goes deeper the more the compacted layers are found. Fig. 5. shows the 
resistivity map of the fourth layer. 

 

Fig. 4: Third layer resistivity map.

 
 

Fig.5: Fourth Layer Resistivity Map. 

 

 

Fifth layer resistivity map 

 The fifth layer is known as secondary fracture formation with a non-potential stage, and it is also 
used to build a recharge bore well structure. This fracture exists at location number 13, and this 
zone can only be recharged. Fig. 6. shows the resistivity map of the fifth layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Fourth layer resistivity map.

 
 

Fig.5: Fourth Layer Resistivity Map. 

 

 

Fifth layer resistivity map 

 The fifth layer is known as secondary fracture formation with a non-potential stage, and it is also 
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Fig. 6: Fifth layer resistivity map. 
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a non-potential stage, and it is also used to build a recharge 
bore well structure. This fracture exists at location number 
13, and this zone can only be recharged. Fig. 6. shows the 
resistivity map of the fifth layer.

Thickness Layer Map

Thickness is also an important aspect of groundwater re-
charge. The study area was divided into four layers based on 
its thickness. It defines the depth of each layer. Every layer 
has its own significance and characteristics.

Demarcating the Thickness Layers in Groundwater 
Potential Region Using Resistivity Survey

First Layer Thickness Map

Groundwater recharge is high in densely populated areas. 
Locations 15, 16, and 17 in this layer have a better chance 
of being recharged from surface resources. The thickness 
map of the first layer is shown in Fig. 7.

Second Layer Thickness Map

The second layer shows the weathered zones. Thickness is 
more in this layer. Hence, this layer is good for groundwater 
recharge. Injection wells are the most effective method of 
recharging. The weathered zone is defined as the superficial 
layer of Earth’s crust above the water table that is exposed 
to atmospheric destructive agents and where soils develop. 
Fig. 8 shows the thickness map of the second layer.

Third Layer Thickness Map

The second layer shows the weathered zones. Thickness is more in this layer. Hence, this layer is 
good for groundwater recharge. Injection wells are the most effective method of recharging. The 
weathered zone is defined as the superficial layer of Earth's crust above the water table that is 
exposed to atmospheric destructive agents and where soils develop. Fig. 8 shows the thickness 
map of the second layer. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8: Second layer thickness map. 

Third layer thickness map 

In the third layer, recharging possibilities are very less because of its thickness. Location numbers 
1, 12, and 18 are suitable for recharging. Fig. 9 shows the thickness map of the third layer. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Second layer thickness map.

Fig. 6: Fifth Layer Resistivity Map.  

 

Thickness Layer Map 

Thickness is also an important aspect of groundwater recharge. The study area was divided into 
four layers based on its thickness. It defines the depth of each layer. Every layer has its own 
significance and characteristics. 

Demarcating the thickness layers in groundwater potential region using resistivity survey: 

First layer thickness map 

Groundwater recharge is high in densely populated areas. Locations 15, 16, and 17 in this layer 
have a better chance of being recharged from surface resources. The thickness map of the first 
layer is shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7: First layer Thickness map. 

Second layer thickness map 

Fig. 7: First layer thickness map.
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In the third layer, recharging possibilities are very less be-
cause of its thickness. Location numbers 1, 12, and 18 are 
suitable for recharging. Fig. 9 shows the thickness map of 
the third layer.

Fourth layer thickness map
Except at site number 18, the recharging is essentially un-
suitable in this layer due to lesser fracture thickness. Fig.10 
shows the thickness map of the fourth layer.

CONCLUSION

This research has shown that a resistivity survey is useful to 
identify the groundwater potential zones in many possible 
ways. Several methodologies can be recommended for carry-

ing out resistivity surveys of potential zones. Schlumberger’s 
method is very easy and gives accurate output. As a result, 
groundwater potential zones for recharging groundwater 
structures were found among the 18 places in the study 
region, Talupulamandal of Toposheet Nos. 57 J/3, J/4, F/14, 
F/15. According to the resistivity survey, it is found that these 
seven locations Lakka Samudram, Gajjelappagaripalli, Bat-
eripalli, Vepamanupeta, Gurramgundlapalli, Gangivaripalli, 
Poolavandlapalli, have more water potential for constructing 
groundwater recharge structures. 
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ABSTRACT

The “Regional Circular and Ecological Sphere” takes advantage of the SDGs’ concept of integrated 
solutions to numerous concerns, complementing and supporting resources based on the region’s 
features while maximizing the utilization of local resources. This research makes a comprehensive 
evaluation of the three aspects of the environment, economy, and society. First, formulate the evaluation 
indicators of the regional circulation symbiosis zone. Then, choose the cutting conditions of trees 
according to geographical factors, use the thinning forecasting system and forest GIS data to evaluate 
the supply potential of thinned wood in the area, and calculate the heat and power generation of wood 
biomass. According to the above analysis and calculation, 12,000 tons of unused wood chips can be 
supplied per year for 36 years from 2016 to 2051. From the economic point of view, the purchase of 
wood chips of 146 million yen due to the local circulation of wood fuel is expected to save about 50 
million yen in intermediate input. And it is estimated that if 12,000 tons of unused wood chips can be 
supplied in the city per year, and about 98.4 million yen can be saved annually. Finally, from a social 
perspective point of view, biomass power generation of unused thinned timber using materials worth 
about 146 million yen is expected to create about 20 jobs.  

INTRODUCTION

The “Regional CES” is one of the main initiatives of Japan’s 
“Fifth Environmental Basic Plan,” which was approved by 
the Cabinet in 2018, and each area uses its unique qualities 
to leverage its strengths. It entails establishing a larger 
network by establishing a self-sustaining and decentralized 
community in which resources circulate while coexisting 
and communicating with neighboring areas.

Since 2013, Kitakyushu City has been promoting a 
“regional energy base promotion project,” and biomass 
utilization plays a vital role as a renewable energy source, 
but it also has a strong affinity with regional symbiotic 
sphere measures. Furthermore, attempts to accomplish the 
United Nations Sustainable Development Goals (SDGs) are 
widely recognized as significant, but biomass consumption 
has the potential to affect not only the environment but also 
many other fields. It needs to be considered as a goal to 
be considered. The purpose of this study is to estimate the 
availability of woody biomass in Kitakyushu City and to 
make a comprehensive evaluation from the three aspects of 

environment, economy, and society. First, we will evaluate 
the regional circulation symbiosis area’s evaluation index. 
The amount of thinned timber supply potential in the region 
is assessed using the thinning harvest prediction system 
and forest GIS data, followed by power generation and heat 
consumption using woody biomass. Evaluate low carbon 
and resource-saving effects by substituting fossil resources 
and reducing long-distance transportation. Third, estimate 
the amount of direct job creation.

MATERIALS AND METHODS

Examination of Evaluation Index

Environment: In this study, evaluation indexes were 
examined from the three aspects of environment, economy, 
and society. In addition to the concept of the regional 
circulation symbiotic area, the evaluation index was set based 
on the evaluation index of SDGs. Although forests cover 
38% of the Kitakyushu metropolitan area (approximately 
18,598 ha), the forestry sector is dormant, and the trees 
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are still being cut down even after thinning, and the forests 
are not being used properly. From an environmental point 
of view, the planned use of unused thinned wood not only 
leads to the maintenance and management of healthy forests 
but also contributes to the maintenance and improvement of 
ecosystem services. Utilizing the woody biomass resources 
in the region can be regarded as a sustainable and ideal 
regional resource.

Economy: From the perspective of supporting the region 
such as city life and industrial activities, the purchase of 
fossil fuels has been reduced by shifting to a low carbon 
/ decarbonized society, creating a sustainable economic 
society that embodies the SDGs and introducing renew-
able energy. It can also be expected to have the effect 
of reducing the amount of money that flows out of the  
region.

Society: By incorporating the perspective of a low-carbon 
society and a recycling-oriented society, the degree of 
contribution to a sustainable society will increase, so local 
companies and individuals will participate to build a regional 
economy and create new employment. Indexes are selected 
and evaluated in consideration of regional characteristics. 
The indicators set in Table 1 below are shown, and the indi-
cators evaluated in this study were marked those indicators  
in blue.

Forest  Resources and CO2 Absorption

Estimating forest resources: In the forest resource survey, 
the number of forest resources was estimated using the 
Kitakyushu City Forest Book (Kitakyushu City Forest Book 
2016) and the GIS-based forest interpretation data.The area 
estimation results for each tree species are shown in Table 2.

The forest area of Kitakyushu City is 18,598 ha, of which 
the area covered by the regional forest plan (private forest 
area) is 15,727 ha and the forest ratio is about 38%. Of the 
privately owned forests, the planted forest is about 4,622 
ha, and the area of Japanese cedar and Cypress occupies 
about 90.8%. The distribution ratio of each tree species is 
shown in Fig. 1.

It was also taken into consideration that about 70.5% of 
the total are 10 years old (Fukuoka Area Forest Plan 2016) 
or older and that the planted forest resources are mature 
and need to promote forest circulation when they reach the 
utilization period.The age distribution map of Japanese cedar 
and cypress is shown in Fig. 2.

Setting thinning conditions: For deforestation (including 
main deforestation, thinning, and deforestation), the presence 
or absence of forest roads, steep slopes and the situation of 
the surface, and the possibility of carrying out should be 
taken into consideration.

Table 1: Discussion on evaluation index.

Index Building a Regional CES area SDGs goal

Environment

Forest resources Contributing to the maintenance and improve-
ment of ecosystem services by contributing to the 
maintenance and management of healthy forests.

15.2 By 2020, promote the implementation of 
sustainable management of all types of forests 
and so onLand use change

Carbon stock
The transition to a low-carbon/decarbonized so-
ciety and the creation of a sustainable economic 
society that embodies the SDGs.

7.2 By 2030, increase substantially the share 
of renewable energy in the global energy mix

CO2 absorption

Fossil fuel consumption by use

Economy Volume of thinned timber and 
amount that can be used as 
woody biomass

Proper thinning will produce high-quality timber 
while maintaining the biodiversity of the forests, 
while aiming to reduce CO2 by using thinned 
wood as heat energy.

7.a　enhance international cooperation to fa-
cilitate access to clean energy research and 
technology, including renewable energy, energy 
efficiency and advanced and cleaner fossil-fuel 
technology, and promote investment in energy 
infrastructure and clean energy technology

Electricity/thermal efficiency 
of woody biomass and creation 
of economic value

Local resources are circulated by utilizing the 
woody biomass resources of the area.x

Collection and transportation 
costs for carrying out thinned 
wood, etc.

         - -

Society Amount of food supply (such 
as bamboo shoots)

Including delicious food and materials, disaster 
prevention and mitigation functions, life culture 
and recreation, etc.

2. End hunger, achieve food security and im-
proved nutrition and promote

Number of jobs created by 
forestry employees

local companies and individuals will participate 
to build a regional economy and create new jobs.

8.9 By 2030, devise and implement policies to 
promote sustainable tourism that creates jobs 
and promotes local culture and products



1991REGIONAL CIRCULAR AND ECOLOGICAL SPHERE FOR UTILIZATION OF WOODY BIOMASS

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

In this study, set the thinning conditions for the mainte-
nance of the planted forests:

	 ∑	 Inclination angle of planted forest (35 degrees or less)

	 ∑	 Distance from planted forest to a forest road (within 
500m)

	 ∑	 Distance from plantation to the sawmill (within 30km)

The reason is that working in areas with an inclination 
angle of 35 degrees or more is dangerous and cutting a lot 
of trees affects the natural stability of the terrain. As a past 
record, the distance from the forest road is often within 
about 500 meters. Therefore, the priority of timber cutting 
is decided based on the above three geographical factors.

In the analysis of ArcGIS, the DEM data for the entire 
Kitakyushu city was downloaded from the official website 
of the Geographical Survey Institute of the Ministry of 
Land, Infrastructure, Transport, and Tourism. hen, using 
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trees that can be collected will decrease steadily. 

 
 

Fig. 6: Estimated available thinning type. 
 
Estimated CO2 absorption 
 
The carbon accumulation amount (C) is the bulk density (V) of the thinned wood by tree type obtained by 3-3, 
the volume density (D), the biomass expansion coefficient (BEF), and the ratio of the underground part to the 
above-ground part (R), Estimated by multiplying the carbon content (CF) per dry matter weight. The calculation 
formula is as shown in the following formula (1). 
 
𝐶𝐶 = ∑ｊ {[𝑉𝑉ｊ × 𝐷𝐷ｊ × 𝐵𝐵𝐵𝐵𝐹𝐹ｊ] × (1 + 𝑅𝑅ｊ) × 𝐶𝐶𝐶𝐶}                             …(1) 
 
C: Carbon stock amount 
V: Volume 
D: Bulk density 
BEF: Biomass Expansion Factor 
R: Ratio of the underground to above ground 
CF: Carbon content per dry matter weight 
j: Tree species 
 
The amount of CO2 absorbed was calculated by considering its molecular composition (44/12) based on the 

Fig. 6: Estimated available thinning type.

ters. Then combine the distribution map of the forest with a  
buffer map.

The forest composition of both Japanese cedar forest and 
cypress forest peaked at 51-60 years old, and 46-60 years 
old dominated when the forest area by tree type and age was 
validated from the forest book. 

Estimating thinned wood that can be harvested from 
plantations: To estimate the available thinned wood, first, 
use the Kitakyushu City Forest Book Data (2016) and the 
Fukuoka Prefecture Japanese cedar/cypress Plantation 
Harvest Prediction System (Narasaki et al. 2015)

To determine the annual amount of thinned woodcut 
among unused wood, the author made a trial calculation.

In addition, to examine the study’s long-term sustainabil-
ity, the degree of growth was calculated using the artificial 
forest in Fukuoka Prefecture’s stand density control chart 
(Narasaki et al. 2015) and the Fukuoka Prefecture’s volume 
table (Forestry Agency 2018).

Looking at the results of the annual thinning possible 
amount estimation of Japanese cedar/cypress as shown in 
Fig. 6, we can see the trend of yearly decrease. According 
to the 2016 version of the forest book data, medium-aged 
Japanese cedar/cypress trees in the planted forest will be cut 
down in order from the 20th grade (older trees) to the 4th 
grade (young trees). Therefore, if thinning is done without 
proper forest management, the number of trees that can be 
collected will decrease steadily.

Estimated CO2 Absorption: The carbon accumulation 
amount (C) is the bulk density (V) of the thinned wood 
by tree type obtained by 3-3, the volume density (D), the 
biomass expansion coefficient (BEF), and the ratio of the 
underground part to the above-ground part (R), Estimated 

by multiplying the carbon content (CF) per dry matter 
weight. The calculation formula is as shown in the following 
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C: Carbon stock amount

V: Volume

D: Bulk density

BEF: Biomass Expansion Factor

R: Ratio of the underground to above ground

CF: Carbon content per dry matter weight

j: Tree species

The amount of CO2 absorbed was calculated by consid-
ering its molecular composition (44/12) based on the amount 
of carbon accumulated.

Each parameter is quoted from the Japan Greenhouse 
Gas Inventory Report (National Institute for Environmental 
Studies) (Table 3).

The calculation results are shown in Table 4.

The total amount of carbon dioxide emissions in 2016 
was 17,531 thousand tons, and the amount absorbed only for 
the thinned wood to be harvested was about 0.061%.

RESULTS AND DISCUSSION

The Economic Value of Woody Biomass Energy

The economic value that wood fuel replaces fossil fuel: 
Logs harvested from forests cannot be used directly as raw 
materials for power generation and are processed into wood 
chips as a type of fuel for woody biomass. Based on the 
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estimation results of the annual logging amount of 3-3, it was 
judged that about 123,000 tons of wood chips (Nakamura 
& Shibata 2013, Wood Chip Conversion Factor 2020) can 
be stably supplied every year in the five years from 2016 to 
2021 as an example.

Compared with the conventional boiler using fuel oil A 
as fuel for heat utilization, when switching from fuel oil A 
to the use of wood chips, if the economic effect is better than 
fuel oil purchased from outside the city, it will reduce the 
cost of biomass users. By replacing fossil fuels with wood 
fuel, which has excellent thermal efficiency, industries that 
purchase wood fuels can save intermediate inputs. The esti-
mation was based on the following formula.

Reduction in fossil fuel interim input due to purchase of 
wood fuel-fuel purchase amount

= (Available amount of wood chips in the city ×0.17× 
Unit price of fuel oil A) - Purchase amount of wood chips

= 38.5 million yen
Calculation of CO2 reduction when used as an alternative 
fuel:

Fuel consumption x calorific value per unit calorific value 
x carbon emissions per unit calorific value x 44/12

= 2,040 t x 48.875 GJ / t x 0.0189 t C / GJ x 44/12

= 99,705 GJ x 0.0189 t C / GJ x 44/12

= 6,909.56 t-CO2

In this case, if wood chips were used as an alternative fuel 
to the boiler instead of fuel oil A, the annual CO2 reduction 
was calculated to be 6,909.56 t-CO2.

Power generation of wood chips for fuel: From the 
calculation results (Table 6), in this case, the annual 
power generation is equal to a small-scale (100-500 
kW class) wood biomass power plant with an output of  
400 kW.

On the other hand, according to the business plan of the 

woody biomass burning power plant in Kitakyushu City, 
there is a plan to import fuel chips from overseas, which re-
quires about 100 thousand tons to 320 thousand tons per year.

According to the Ministry of Finance’s “Trade Statistics” 
data and the Japan Woody Biomass Energy Association’s 
statistical data (Statistical data of Japan Woody Biomass 
Energy Association 2019) (Fig.7), the average purchase 
price of imported wood chips is 20,000 yen.ton-1, or 2 to 6.4 
billion yen per year if all imported chips are used overseas. 
It is estimated that supplying the city with 12,000 tonnes of 
unused wood chips per year will save the city approximately 
98.4 billion yen annually.

Creating Jobs for Forestry Workers

In addition to direct job creation such as logging and trans-
portation associated with the processing of wood into fuel, 
indirect and multifaceted job creation effects are expected 
as a ripple effect. The Input-output analysis was used for the 
estimation, and the calculation was made quantitatively. In 
this study, the employment coefficient was calculated in EX-
CEL with reference to the input-output table of Kitakyushu 
(Kitakyushu City Input-Output Table 2011).

The sum of the employment induction factors for the 
forestry industry in Kitakyushu is 0.0472, and if demand 
for combustion chips of 147.6 million yen is generated for 
power plants, the employment of 6 people will be indirect 
and rippled.

Furthermore, if a job is created in the processing of fuel 
chips and a new woody biomass power plant is constructed, 
an operator will be required. In the chip processing industry, 
it is estimated to be about 12 people when calculated from 
the employment coefficient (0.0831) in the input-output  
table.

In addition, about 1 to 2 people are required for the output 
of 400 kW. Summing up the above results, it is expected that 
the biomass power generation of unused thinned wood, which 

Table 3: Biomass expansion coefficient by tree type, the ratio of aboveground to belowground, volume density, etc.

 BEF R
[-]

D
[t-d.m./m3]

CF
[t-C./t-d.m]

≤20 >20

softwood

Japanese cedar 1.57 1.23 0.25 0.314

0.51

Cypress 1.55 1.24 0.26 0.407

Red pine 1.63 1.23 0.26 0.451

Black pine 1.39 1.36 0.34 0.464

Other 2.55 1.32 0.34 0.352

hardwood Oak 1.36 1.32 0.26 0.668
0.48

Other 1.37 1.37 0.26 0.469
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uses about 147.6 million yen of material, will have the effect 
of creating employment for about 20 people.

CONCLUSION

In this study, we estimated the availability of unused woody 
biomass in Kitakyushu City.

According to the calculation results, it was found that 
12,000 tons of unused wood chips can be supplied annually 
for 36 years from 2016 to 2051. During this period, the 
total amount of new carbon accumulated due to tree growth 
was estimated to be about 68,000 tons, and the amount of 
CO2 absorbed was estimated to be about 249,000 t-CO2. To 
evaluate the utilization of woody biomass, it is necessary to 
compare the amount of carbon accumulated and the amount 
of CO2 absorbed depending on whether or not it is utilized, 
which is a future issue. On the other hand, to provide a 
constant supply, a road network that can enter the forest 
and transport timber, the selection of an effective harvesting 
method, staffing, and forest management planning for con-
tinuous harvesting, among other things, are required. There 
are additional challenges.

From the economic point of view, the purchase of wood 
chips of 147 million yen due to the local circulation of wood 
fuel is expected to save about 38.5 million yen in intermediate 
input. It was also estimated that there would be a CO2 reduction 
effect of approximately 7,000 t-CO2 by replacing heavy oil 
A with woody biomass fuel. The average purchase price of 
imported wood chips is 20,000 yen.ton-1, and it is estimated 
that if 12,000 tons of unused wood chips can be supplied in 
the city per year, about 98.4 million yen can be saved annually.

Table 5: Alternative ratio of wood chip fuel and fossil fuel.

classification

Generated heat A heavy fuel oilÆ1 
ton of wood fuel

Price of fuel oil A 
this year

Wood fuel price Amount of wood 
fuel equivalent to 
the purchase price 
of fuel oil A

Wood fuel

 L

fuel oil A 

L

   =  /     =  ¥ 

chipsÆfuel oil A 8,380MJ/t 48,875MJ/t 0.171 74.8Yen/L 1,2000 Yen/t 15,507.3 t

Interim input reduction:38.5million Yen

Table 4: Estimates of carbon accumulation and CO2 absorption.

Year Volume 
growth (m3)

Carbon 
stock (t-C)

CO2 absorption 
(t-CO2)

2016-2021 57,990 13,427.63 49,234.63

2022-2027 34,065 7,898.20 28,960.08

2028-2033 29,785 7,762.98 28,464.27

2034-2039 28,815 7,081.18 25,964.34

2040-2045 24,245 6,130.59 22,478.83

2046-2051 22,640 5,873.48 21,536.08

2052-2057 34,465 8,363.74 30,667.04

2058-2063 24,475 5,583.05 20,471.17

2064-2069 25,635 5,643.88 20,694.21
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Finally, from the social point of view, it was revealed that 
the employment creation effect related to the power gener-
ation of unused wood biomass in the region will revitalize 
the local economy by increasing the number of employees, 
although there is a difference in the calculation.
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ABSTRACT

Cypermethrin insecticide is widely used to prevent and control pest and crop diseases though, its 
residues have caused significant damage to the environment and living organisms. Microbial 
remediation becomes a popular approach to counter the toxicity of cypermethrin in both aquatic as well 
as terrestrial life. Cypermethrin can be effectively degraded to nontoxic compounds by bacterial and 
fungal strains. Various bacterial and fungal strains such as Ochrobactrum lupini DG-S-01, Bacillus sp. 
strain SG2, Azoarcus indigens strain HZ5, Streptomyces aureus strain HP-S-01, and Aspergillus oryzae M-4 
are used for the cypermethrin degradation. Extensive usage of cypermethrin has caused problems such 
as surface water contamination, reduced fertility of the soil, detrimental effects on soil microbiota and 
non-targeted species. Due to environmental concerns associated with the cypermethrin in groundwater 
and food products, there is a crucial need to develop economical, rapid, and reliable techniques that 
can be used for field applications. An in-depth understanding of cypermethrin is explored in this review 
paper and possible solutions to mitigate its environmental toxicity are suggested. 

INTRODUCTION

In India, crop production is increased with the usage of 
pesticides, however, increased usage of pesticides resulted in 
affecting adversely the aquatic ecosystem and selected body 
parts of non-target organisms (Agarwal & Shahi 2015, Singh 
et al. 2010). Cypermethrin has been classified by WHO as a 
slightly hazardous type II pesticide (WHO 1994-95). Cyper-
methrin insecticide has more commercial applications in 
agriculture as well as domestic products (Zhang et al. 2011). 
Mostly when cypermethrin is degraded it breaks down into 
various metabolites such as 3-PBA. In India, cypermethrin 
is registered by CIBRC for use in eight specified crops, such 
as cabbage, wheat, cotton, rice, sugarcane, brinjal, sunflower, 
and okra. In India, the cypermethrin production appeared to 
be 6.5 MT in 2005-2006 and 2473 MT during 2009-2010. 
(State of Pesticide Regulations in India 2013) Cypermethrin 
is frequently used by Indian farmers to prevent insects in jute, 
wheat, paddy, and vegetables (Tendulkar & Kulkarni 2012). 
Nontarget organism like L. marginalis (Raksheskar 2012, 
Pugazhendy et al. 2012, Pankaj et al. 2015) was reported to 
be more vulnerable to cypermethrin toxicity than the target 
organisms. During monsoon, the agricultural runoff loaded 
with cypermethrin contaminates the natural habitat of L. 
marginalis. Thus they are exposed to cypermethrin present in 
their natural habitat. Cypermethrin toxicity was recorded in 
West Bengal by different workers including (Raghavendra et 

al. 2014, Goswami et al. 2013). Even at very low concentra-
tion pyrethroids are highly effective, therefore, it is the most 
important pesticide. They are used against flies, mosquitoes, 
stored grain insects, and aphids. They are mostly used for 
pest controlling and eradicating the disease-causing vector 
in developing countries such as China (Chen et al. 2011a). 
Synthetic pyrethroids have been used in agricultural fields 
to control pests on a variety of crops for over 20 years. They 
gained popularity, however, after the use of cholinesterase 
inhibitor insect repellents was banned completely (Zhang et 
al. 2011). Although cypermethrin is an effective pesticide, it 
is toxic to non-targeted creatures. As a result, reducing the 
environmental impact of cypermethrin, as well as the risks to 
human health, is critical. Among various approaches, the bi-
ological approach is a more effective and promising strategy. 
And in this review, we have summarized the data available 
regarding the toxicity and degradation of cypermethrin which 
will help further help others to know about the different 
microbes involved in the bioremediation of cypermethrin.

TOXICITY OF CYPERMETHRIN ON NON-
TARGETED ORGANISMS 

Cypermethrin has shown toxic effects against various aquatic 
organisms like fish, daphnia, mussel, etc., goats, lizards, and 
human cells (Akinrotimi et al. 2012, Chen et al. 2016, Dawar 
et al. 2016). Cypermethrin adversely affects the central nerv-
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ous system (Tallur et al. 2008), leads to endocrine toxicity 
(Jin et al. 2011a), tumor promoter (Chen et al. 2011b), and 
has an immuno-toxic effect (Jin et al. 2011b) in nontargeted 
species. In females, several oral intakes of cypermethrin have 
shown detrimental effects on the uterus and ovaries and lead 
to loss of oocytes and follicular cells in ovaries formed by 
cypermethrin at the dosage of 20 mg.kg.day-1 (Grewal et al. 
2010). A reduction in mass of ovaries was detected after 4 
weeks of cypermethrin intake although the length and weight 
of uterus and myometrium thickness improved at the dosage 
of 50 mg.kg-1 body mass at 2 and 4 weeks (Sangha et al. 
2013). The liver plays an essential role in the detoxification 
and decomposition of harmful chemicals like pesticides. In 
the removal of metabolic wastes from the body, the kidney 
plays a significant role. But cypermethrin has been shown to 
cause toxicity in the liver and kidney (Sushma & Devasena 
2010). 

CypermethrinToxic Effect on Aquatic Life

Cypermethrin is a broad-spectrum insecticide. Like the 
targeted species, it also kills the other beneficial insects and 
animals. Fish are particularly affected by cypermethrin (Ste-
phenson 1982) (Fig. 1). When exposed to cypermethrin, the 
amount of lipid peroxidation and glutathione peroxidase was 
elevated in the gills, kidneys, and liver of the Cyprinus car-
pio fish (Meenambal et al. 2012). The superoxide dismutase 

(SOD) and catalase activities were reported more when treat-
ed with cypermethrin Cyprinus carpio compared to untreated 
controls (Meenambal et al. 2012). It was stated that cyper-
methrin exposed fish have gradually lost antioxidant defense 
ability along the exposure time. The authors reported the first 
evidence of cypermethrin-induced glutathione-S-transferase 
activity in a crustacean specimen. Cypermethrin treatment 
resulted in a reduction in the glycogen content of gill, man-
tle, foot, and gonads of clams Marcia opima (Tendulkar & 
Kulkarni 2012). Nowadays, for ecotoxicological studies or-
ganism models are used for studying pesticide toxicity. In the 
aquatic environment, fish, mollusks, and amphibians (John-
son et al. 2017) are used as model organisms. Amphibians are 
considered as good indicators as they have a biphasic cycle 
and they encounter pesticides in both aquatic and terrestrial 
environments. As compared to larvae, the embryos were more 
resistant to cypermethrin. During embryo mobility assays, it 
was observed that cypermethrin causes spasmodic contrac-
tions (Macagnan et al. 2017). Cypermethrin deposits were 
recently detected in soil and water, and it poses a possible 
threat to aquatic species and humans (Kuivila et al. 2012). 
Alpha cypermethrin has a chronic toxic effect on channa 
fish. Lactate dehydrogenase (LDH), catalase, DNA, RNA, 
and protein have been investigated in the liver, gills, skeletal 
muscles, and brain of the Channa punctatus freshwater fish 
(Tripathi & Singh 2013). In another research on zebrafish, a 

Fig. 1: Effect of cypermethrin on aquatic life.
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notable reduction was observed in activities of catalase and 
level of GSH in the liver and gills, on the other hand, there 
was an increase in LPO in both the tissues (Ansari & Ansari 
2014). The cypermethrin effect differently on the larvae than 
on the embryo of Gangetic mystus. In Mystus cavasius the 
hatching rate is decreased and larvae mortality is increased 
significantly due to increased concentration of cypermethrin. 
When exposed to high cypermethrin concentrations, different 
abnormalities occur in embryos and larvae. The observed 
abnormalities in larvae were edema and notochord fracture 
when exposed to various concentrations of cypermethrin. 
All these malfunctioning in Mystus cavasius embryo and 
larvae were due to high cypermethrin exposure (16 and 32 
μg.L-1) (Ali et al. 2018).

As per the studies, cypermethrin has the potential to con-
trol the secretion of HPG (hypothalamic-pituitary-gonadal) 
and similar hormones by channels of sodium (Na) and cal-
cium (Ca) (Ye et al. 2017). According to research conducted 
by (Zhang & Li 2018) on zebrafish, beta-cypermethrin can 
damage its reproductive system. But, the mechanisms behind 
the toxicity caused by beta-cypermethrin in the fish reproduc-
tive system are not yet clear. It has been observed that due to 
beta-cypermethrin there is a huge reduction in the production 
of eggs. However, the mechanisms behind the toxicity caused 
by beta-cypermethrin in the reproductive system of fish 
are not yet clear. As shown in the study, beta-cypermethrin 
has the potential to minimize the reproductive capability 
of zebrafish. Even previous research has shown that beta 
cypermethrin significantly decreases the rate of pregnancy in 
female rats, suggesting that beta cypermethrin can harm the 
mammalian reproductive organs (Zhou et al. 2018a, 2018b). 

The study concluded that beta cypermethrin could potentially 
target both fish and mammalian reproductive systems.

Toxicity of Cypermethrin on Terrestrial Life

Data signified that cypermethrin interfered with the energy 
transformation process in the same specimen. Cypermethrin 
has various effects in rats as mentioned in Fig 2. It shows the 
harmful impact on the reproductive system of male rodents. 
The androgen receptor and serum testosterone amounts were 
reduced significantly due to a regular dosage of 15 days. The 
study suggested the potent role of cypermethrin in initiating 
disfigurement of seminiferous tubules and adversely affecting 
spermatogenesis in male rodents at high dosages (Hu et al. 
2011). Aside from the negative impact on males, (Zhou et 
al. 2018c) the likely role of beta-cypermethrin in inhibiting 
reproductive hormones and affecting female rats’ fertility by 
blocking the endometrium, as well as, causing developmental 
delays in endometrial pinopodes was established. Due to 
daily cypermethrin exposure, dopaminergic neurodegener-
ation was initiated in rodents during their adulthood, while 
postpartum exposure increased the sensitivity of animals to 
dopaminergic neurodegeneration when challenged further 
in adulthood (Singh et al. 2012). Reports have also shown 
developmental delays in the progeny of rodents that were 
exposed to cypermethrin during pregnancy. The abnormal 
sperm count increased in male rodents due to exposure to 
cypermethrin. The experiment to investigate the potential 
impact on rat physiology of cypermethrin-treated lettuce, 
showed increased plasma concentrations of ALT, AST, and 
total biurubin and decreased plasma protein concentrations 
along with decreased body weight (Adjrah et al. 2013).

was estimated to find out the potential mechanism of apoptosis. Research to date has shown that 

pyrethroids have more harmful effects on vertebrates, affect the ion channels of the neuronal 

membrane and mitochondrial membrane (Lidova et al. 2016, Gao et al. 2018, Kaisarevic et al. 

2019). Excessive cypermethrin use leads to the possibility of human exposure to many 

environmental pollutants (Romero et al. 2015). It also has unnecessary side effects on the non-

targeted species, involving vertebrates (Vardavas et al. 2016). Cypermethrin raises serum glucose 

in rats and drops the levels of serum triglycerides. The liver and kidney effects of cypermethrin 

have been studied in rats for both biochemical and histopathological effects (Sankar et al. 2012, 

Bhushan et al. 2013). As per the recent research done by Huang et al. (2018), it was discovered 

that exposure to cypermethrin can lead to metastasis of lung cancer by modulating macrophage 

polarization; cypermethrin treatment with macrophages has facilitated the growth of lung cancer 

cells in both in-vivo and in-vitro models. According to the findings, cypermethrin can inhibit M1 

polarisation and enhance M2 phenotypes in macrophages, which is important for tumor metastasis.

 
 

 

Fig. 2: Toxicological effect of cypermethrin in rats. 
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In rats, 28 days of administration of cypermethrin resulted 
in a substantially increased number of micronuclei formation 
in bone marrow cells and dge ti DNA in blood cells (Sankar et 
al. 2010). Due to the combined effect of cytotoxic cytostatic, 
alpha-cypermethrin along with acetamiprid with different 
doses in human peripheral blood lymphocyte culture con-
tribute to a substantial decrease in the mitotic, proliferation, 
and nuclear division indexes (Kocaman & TopaktaŞ 2010). 
Exposure to cypermethrin contributes to follicular atresia by 
influencing angiogenesis pathologically, disrupting endo-
crine capacity, and increasing oxidative stress throughout the 
rat ovary (Molavi et al. 2016). Cypermethrin insecticide is 
neurotoxic in nature which acts on sodium (Na), potassium 
(K), and calcium (Ca) channels for exerting neurotoxicity 
(Singh et al. 2012). In various papers, cypermethrin toxicity 
was reported to affect mammalian reproductive systems. 
According to studies, cypermethrin in male mice reduces 
the weight of reproductive organs, damages seminiferous 
tubules, decreased the production of sperms, and interferes 
with the hormone secretions (Huang & Li 2014). In fe-
males, cypermethrin may reduce the follicle numbers and 
successful pregnancy rates by destroying the endometrium 
and may also disturb hormone secretions like estrogen and 
follicle-stimulating hormones (Sangha et al. 2013). Cyper-
methrin treatment in mice has shown a huge reduction in 
sperm count and testicular testosterone. The protein level in 
the testis was significantly reduced in cypermethrin-treat-
ed mice. An oral study in mice showed that cypermethrin 
induces neurotoxicity by damaging sciatic nerves, axonal 
degeneration by myelin sheet fragmentation, and axoplasm 
shrinkage (Kamel 2011).

The neurotoxicity data states the role of cypermethrin in 
damaging the ion channels (sodium, calcium, and chloride) 
of brain synaptosomes in rats. Also, recent data had shown 
that in mitochondrial membranes, the cypermethrin can dam-
age the ion channels (Paravani et al. 2019, Kaisarevic et al. 
2019, Gao et al. 2018). Currently, enough attention has been 
given to the impact of cypermethrin in reproductive organs. 
Cypermethrin subjection alters the amount of sex hormone 
in males, on the other hand, it has decreased reproductive 
production in females and triggers histopathological altera-
tions in reptiles. Mitochondrial-associated apoptosis protein 
expression was estimated to find out the potential mechanism 
of apoptosis. Research to date has shown that pyrethroids 
have more harmful effects on vertebrates, affect the ion chan-
nels of the neuronal membrane and mitochondrial membrane 
(Lidova et al. 2016, Gao et al. 2018, Kaisarevic et al. 2019). 
Excessive cypermethrin use leads to the possibility of human 
exposure to many environmental pollutants (Romero et al. 
2015). It also has unnecessary side effects on the non-tar-
geted species, involving vertebrates (Vardavas et al. 2016). 

Cypermethrin raises serum glucose in rats and drops the 
levels of serum triglycerides. The liver and kidney effects of 
cypermethrin have been studied in rats for both biochemical 
and histopathological effects (Sankar et al. 2012, Bhushan 
et al. 2013). As per the recent research done by Huang et al. 
(2018), it was discovered that exposure to cypermethrin can 
lead to metastasis of lung cancer by modulating macrophage 
polarization; cypermethrin treatment with macrophages has 
facilitated the growth of lung cancer cells in both in-vivo and 
in-vitro models. According to the findings, cypermethrin 
can inhibit M1 polarisation and enhance M2 phenotypes 
in macrophages, which is important for tumor metastasis.

ADVANCE TECHNOLOGY USED FOR 
CYPERMETHRIN DETECTION 

Mostly cypermethrin degradation is studied by using gas 
chromatography, mass spectroscopy, and HPLC (Castel-
larnau et al. 2016). The most widely used methods for the 
identification of cypermethrin and its residues in various 
samples, such as crops, soil, and other samples depend on 
the extraction of the organic solvent residues. These meth-
ods are capable of detecting cypermethrin metabolites up to 
ng.gm-1 of soil, efficiently following microbial degradation 
(Braganca et al. 2018). HPLC is used for the quantification 
of cypermethrin. It is quick, easy, reliable, and has a low 
cost. Different types of detectors like UV and a photodiode 
are used for the detection of cypermethrin. During cyper-
methrin degradation, different metabolites are produced 
which can be observed by using GC-MS analysis. Each 
degraded metabolite is represented by different peaks in 
the gas chromatogram and these techniques are used due to 
their high sensitivity; however, they are very expensive as 
well as tedious. Furthermore, these techniques are highly 
selective and sensitive, and they generally require elaborate 
procedures, costly, and time-consuming sample pretreat-
ment steps. Traditional chromatography-based techniques, 
which need complicated sample preparation protocols, and 
experts, and specialized instruments, are being replaced by 
newer approaches like electrochemical sensors and optical 
sensors which reduce sample preparation costs and time and 
can allow on-site pesticide detection. Therefore, advanced 
technologies are invented which are highly accurate, simple, 
less time-consuming.

Microfluidic Paper-Based Analytical Device

A Microfluidic paper-based analytical device is used for 
the identification of type II pyrethroids present in various 
water samples, and the detection depends on the cyanide 
formation from the hydrolysis of type-II pyrethroid. This 
detection method comes up with an alternative way for 
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rapid, semi-quantitative analysis of pesticide-contaminated 
samples by permitting low-cost testing, mobility, and low 
sample utilization. (Pengpumkiat et al. 2020)

Electrochemical Sensing

Various techniques are used for cypermethrin detection in-
clude HPLC, GC-MS, immunoassay, etc. (Zhou et al. 2018c). 
However, due to a few drawbacks, such as false-positive 
reactions, laborious pretreatment, high turnaround times, 
and high costs, it limits their uses (Li et al. 2016, Zhang et 
al. 2014). This helps scientists to find the latest and effective 
method for cypermethrin testing. Whereas electrochemical 
sensor has edge over other methods as it has simple prepa-
ration, low detection limit, high sensitivity, and convenient 
operation. As compared to the methods described above, trace 
analytes can be traced rapidly and instantly in a simple man-
ner (Ng & Khor 2017). Detection of cypermethrin from real 
samples was rapid and accurate with an electrochemical sen-
sor. Different electrochemical sensors like DMMIP-Ag-N@
ZnO/CHAC have immense capabilities in the detection of 
drug residues, food safety, and environmental detection (Li 
et al. 2019).

Optical Sensing

Intensive research is being conducted in the domains of 
optical sensing and pesticide monitoring in water. With the 
scarcity of freshwater, the development of these kinds of 
optical sensors is in high demand. Optical detection of pes-
ticides has several benefits over other detection approaches 
since it uses simple routes and does not require complex 
equipments or environmental limitations. Taking into ac-
count the improvement of sensing process constraints such 
as sensitivity, selectivity, quick and adaptable approach for 
pesticide detection is of great importance to us. As a result, 
this method of identification and monitoring might be used 
to precisely monitor pesticides. Although there have been 
several reports on the detection of various pesticides, no or 
few attempts to produce optical sensor film as an analytical 
approach for pesticide detection have been made too far. 
Fluorescence, ultraviolet-visible, Raman, and chemilumines-
cence are some of the techniques used in optical sensors to 
investigate signal modifications. It consists of an identifica-
tion element that interacts precisely with the target analyte, as 
well as a part of the transducer for signaling the interactions. 
Simple procedures, fast detection, wide linearity range, high 
sensitivity, simple operation, and cost-effectiveness are some 
of its advantages (Pang et al. 2016). 

In contrast, the artificially manufactured molecularly 
imprinted polymer (MIP) is able to work as an excellent 
detecting option for the development of specialized sensing 

signals because of its special characteristics like simple 
manufacture, high stability, cost-effectiveness, and resistance 
to environmental effects (Capoferri et al. 2018, Zhang et 
al. 2018, Zhang et al. 2015). Electrochemical probes need 
electrical signal indicators for their functioning, however, 
MIP-based sensors are not dependent on the electrochemical 
activities of the analytes and hence have many applications. 
(Gupta et al. 2016, Li et al. 2018, Wei et al. 2017). Electro-
chemical polymerization is the most common approach for 
creating a molecularly imprinted electrochemical sensor, 
which allows for fine control of the polymer film thickness 
and produces a stable and consistent imprinted membrane. 
A single type of functional monomer is used in most MIP 
preparations (Li et al. 2016). According to research, MIPs 
made with multiple functional monomers outshines the 
performance of a single monomer (Wu et al. 2016), because 
of the integral function and combined effect that different 
monomers have on molecular recognitions. Because of the 
rise of polymer-template interaction groups and a variety 
of functional groups, selectivity and adsorption capacity 
of MIPs may be increased to some amount when properly 
chosen multi-monomers are associated with the generation of 
the polymeric skeleton (Geng et al. 2014, Zhao et al. 2017). 
MIPs nanoparticles were used as an alternative to antibodies 
in the fabrication of enzyme-linked immunosorbent assays 
since it was the simplest method. According to research by 
Xiao et al. (2016), MIP coat was applied to the surface of 
QDs to form MIP-QDs composites, which were used as 
sensing nanoparticles in the preparation of an ELISA like 
the technique for cypermethrin detection. 

CYPERMETHRIN DEGRADATION BY 
MICROORGANISMS 

In the detoxification and degradation of pesticides, mi-
crobes play a major role and the list of such microbes are 
listed in Table 1. The functional class of pesticides requires 
specific genes and enzymes to cleave them. The optimum 
environmental conditions are required for the functioning 
of microbes which helps in the effective biodegradation 
of pesticides (Chishti et al. 2013). The organic pollutants 
are degraded with help of microbial collaborations. Pseu-
domonas mendocina and P. putida strains have the ability to 
degrade cypermethrin up to 90% within 15 days (Mendoza 
et al. 2011). As reported by Chen et al. (2012), Streptomyces 
aureus HP-S01 can degrade b-cypermethrin and its 3-PBA 
metabolite from agricultural land. In the agricultural land, 
80.5% and 73.1% of the dose of b-cypermethrin and 3PBA 
(50 mg.kg-1) were removed from the sterile soil within 10 
days. The elimination rate of beta-cypermethrin and 3-PBA 
in non-sterile soils was comparatively maximum 87.8% and 
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79.3% respectively. The bacterial strain CC5 was cultivated 
from polluted soil and identified as Catellibacterium sp. It 
utilizes cypermethrin as the primary source of carbon and 
degrades cypermethrin (100 mg.mL-1) up to 97% within 7 
days. The optimum degradation was at 30℃ temperature and 
pH 7. The cypermethrin elimination was higher in cyperme-
thrin-treated soil inoculated with CC5 strain than in non-in-
oculated soil. This study shows that the bacterial strain can 
be used in the degradation of an environment contaminated 
with a pyrethroid (Zhao et al. 2013). According to Zhang et al. 
(2011), isolated Pseudomonas aeruginosa CH-7 strain from 
activated sludge which utilizes β cypermethrin as a carbon 
source for its growth was not able to degrade β cypermethrin. 
Thus, the CH7 strain may have the ability to remediate the 
sewage and soil contaminated with β cypermethrin. At 25-35℃ 
and pH of 7, the photosynthetic bacterium GJ-22 was able to 
degrade cypermethrin. Metabolic products were observed af-
ter performing gas chromatography-mass spectrometry, and 
degradation was done by oxidative and hydrolytic pathways 
producing 5 metabolites (Yin et al. 2012). 

The SG4 strain of Bacillus thuringiensis has been isolated 
from the soil that degrades cypermethrin. SG4 has suc-
cessfully degraded cypermethrin under various conditions. 
Degradation was greatly improved by bioaugmentation of 
cypermethrin-contaminated soil and strain SG4 (83.3%). 
Degradation products research has resulted in the discovery 
of nine different cypermethrin metabolites, which demon-
strates that cypermethrin can be degraded by binding its 
ester, then its benzene ring, and another metabolism (Bhatt 
et al. 2020). The isolated bacteria Bacillus subtilis strain 
1D completely degrade cypermethrin within 15 days under 
laboratory conditions. The study indicated the action of the 
laccase enzyme in the degradation of cypermethrin. The 
isolated bacteria follow a metabolic pathway for detoxifying 
and degrading cypermethrin without any toxic metabolite. 
The isolated bacteria consume cypermethrin as a carbon 
source for their growth (Gangola et al. 2018). According 
to a study carried by (Narayanan et al. 2020), Bacillus 
cereus was isolated from BT cotton and soil contaminated 
with pesticide. B. cereus shows great resistance towards 

Table 1: Different microorganisms involved in the degradation of cypermethrin.

Microorganisms Name Location Intermediate products Source References

Ochrobactrum lupini DG-S-01 Zhongshan,China 3-phenoxybenzoic acid Activated sludge Chen et al. (2011a)

Bacillus sp. strain SG2 Uttarakhand, India 3-phenoxybenzoic acid and
3-phenoxybenzaldehyde

Soil Sharma et al. (2016)

Bacillus subtilis strain 1D Uttarakhand, India cyclododecylamine, phenol Soil Gangola et al. (2018)

Bacillus thuringiensis strain SG4 Uttarakhand, India 3-phenoxybenzaldehyde Soil Bhatt et al. (2020)

Bacillus sp. DG-02 China 3-phenoxybenzoic acid Sewage treatment system Chen et al. (2014)

Bacillus thuringiensis strain ZS-19 China 3-phenoxybenzoic acid Activated sludge Chen et al. (2015)

Azoarcus indigens strain HZ5 Hangzhou, China 3-phenoxybenzoic acid and 
3-phenoxybenzaldehyde 

Activated sludge Ma et al. (2013)

Bacillus megaterium JCm2, Rho-
dococcus sp. JCm5 and  Ochrobac-
trum anthropi JCm1

Punjab, India 3-phenoxybenzoic acid, cat-
echol, and phenol

Soil Akbar et al. (2015)

Streptomyces aureus strain HP-S-01 Zhongshan, China a-hydroxy-3-phenoxyben-
zeneacetonitrile
and 3-phenoxybenzaldehyde

Activated sludge Chen et al. (2011c)

Pseudomonas aeruginosa CH7, China 3 - ( 2 , 2 - d i c h l o r o e h t e -
nyl)-2,2-dimethyl cyclopro-
panecarboxylic acid
and 3-phenoxybenzoic acid

Activated sludge Zhang et al. (2011)

Catellibacterium sp. strain
CC-5

Chengdu, China 3-phenoxybenzaldehyde
and a-hydroxy-3-phenoxy-
benzeneacetonitrile

Soil Zhao et al. (2013)

Acinetobacter baumannii ZH-14 Singapore 3-Phenoxybenzaldehyde Sewage sludge Zhan et al. (2018)

Aspergillus oryzae M-4 China 3-Phenoxybenzoic acid, Phe-
nol, and Catechol

Soil Zhao et al. (2016)

Pseudomonas fulva P31 Zhongshan, China 3-Phenoxybenzaldehyde Activated sludge Yang et al. (2018)
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beta-cypermethrin at a concentration of 100 mg.L-1. First, 
by using thin-layer chromatography they confirmed the 
presence of beta-cypermethrin. SDS-PAGE analysis identi-
fied the pyrethroid hydrolase enzyme which was effective in 
metabolizing beta-cypermethrin. GC-MS analysis confirmed 
that Benzylamine and similar components were formed by 
beta-cypermethrin in degradation by B. cereus. As per the re-
search on the degradation of cypermethrin by immobilization 
of Micrococcus sp. cells of strain CPN 1, PUF-immobilized 
cells have shown a higher degradation capability than other 
used matrices. PUF-immobilized cells could maintain the 
degradation capability after reusage for 32 cycles or more 
without losing their degradation capability (Tallur et al. 
2015). Therefore, it could be used in the biodegradation of 
cypermethrin polluted water. 

CONCLUSION 

Cypermethrin insecticide is a type II pyrethroid that is 
broadly used in agricultural fields, and which contaminates 
the soil, water, and other environments. The toxicity of 
cypermethrin has recently been investigated in aquatic and 
terrestrial life. Therefore, cypermethrin degrading microbes 
were isolated and studied for many years for bioremediation. 
In the future, microorganisms that help in the decomposi-
tion of cypermethrin within a short period under various 
environmental conditions must be detected or isolated. The 
consortium-based approach to degrade pesticides is highly 
acceptable but cypermethrin degradation has not been sig-
nificantly studied. Metagenomic techniques are time-saving 
compared to conventional culture-dependent strategies. The 
advancing omics-based technology will also promote the 
isolation and classification of contaminated sites of cyper-
methrin degrading microorganisms. It is a safe and efficient 
remediation technique that focused on cypermethrin residue 
contamination in natural environments.
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ABSTRACT

Coal mining processing and the clearing of land require that materials which have been removed be 
carefully inspected before it is reused. In this study, the boundary of our model starts with excavation and 
ends with material recovery. Therefore, further processing of the material to be recovered (recycling, 
reprocessing) is excluded from the model. In this study, the topsoil layer was collected in three pits 
numbered one, two, and three, from January to December 2020. The use of the LCA method gives 
results after the inventory data is carried out, which results in global warming. The results showed 
material removal unit process generated a total CO2 value of 32.44 kg CO2- eq.tonne-1 of coal, and 
the coal mining unit process generated a total CO2 value of 255.99 kg CO2- eq.tonne-1 of coal, for the 
impact of global warming. When compared to the material removal process, the results of the coal 
mining unit process show the highest global warming impact. Coal processing gives a yield of 25.61 kg 
CO2- eq.tonne-1 of coal. So that the resulting impact as a whole is 314 kg CO2- eq.tonne-1 of coal. The 
total emissions resulting from B30 fuel (314 kg CO2- eq.tonne-1 of coal) are smaller than B20 fuel (320 
kg CO2- eq.tonne-1 of coal), 6 kg CO2-eq.tonne-1 of coal. The coal mining process includes fuel used in 
coal extraction, coal hauling, coal stockpiling, blasting, water pumps, and water tracks. 

INTRODUCTION

Before extracting coal mining materials, the first thing that 
must be done is land clearing (Arinaldo & Adiatama 2019). 
Land clearing requires the use of heavy equipment based 
on the conditions and shape of the land. In the land clearing 
process, materials which have been removed must be care-
fully inspected before it is reused (Hogland et al. 2018). 
We specifically assessed the impacts of climate change on 
desertification, land degradation, and food security, and these 
impacts are evaluated separately (Hogland et al. 2018). In 
this study, the boundary of our model starts with excavation 
and ends with material recovery.

Therefore, further processing of the material to be 
recovered (recycling, reprocessing) is excluded from the 
model (Gusca et al. 2015). Dozers are one type of heavy 
equipment used for land clearance. After the land has been 
prepared for the next process, the heavy equipment for 
the excavation stage is designed according to the speci-
fications and purpose. For the removal of topsoil layers, 
the heavy equipment that will be combined for excavating 

process are excavators, dozers, graders, dump trucks, and 
compactors (vibrators) (Katta et al. 2020). Before the 
heavy equipment is used, the production department’s 
manager prepares the necessary combinations to match the 
specifications, keeping in mind the difficulties of remov-
ing the topsoil layer (Agwa-Ejon &Pradhan 2018). The 
heavy equipment that can be used are excavator (PC 700) 
and dump truck (DT 740 and DT 741) This equipment’s 
specifications are also essential so that the removal of the 
topsoil layer is carried out more efficiently and on time. 
Furthermore, it can minimize the amount of fuel needed 
in the process (Farjana et al.  2020). It has been shown 
that different forms of energy derived from fossil fuels 
can be combined, known as e-fuel (Mahmud et al. 2018, 
Ioakimidis et al. 2019, Andersson & Börjesson 2021). It 
is important to combine heavy equipment used at the mine 
site. (Shaddad 2017, Lodhia 2018).  In addition to reducing 
fuel use, it will also save time when removing the topsoil 
layer. In this study, the topsoil layer was collected from 
three pits numbered one, two, and three, from January to 
December 2020.
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For each pit, there are several fleets on each front that it 
makes. The front is defined as a location where heavy equip-
ment transports topsoil to a temporary stockpile.  Usually, 
on one front, there are about 2 or 3 fleets. A combination of 
heavy equipment is used at every fleet. Apart from heavy 
equipment, other supporting heavy equipment such as graders 
and vibrators will also be used. The graders and vibrators 
will improve the condition of the mine road so that it may 
be traversed more easily.

The primary activity in the coal mining industry is coal 
extraction. Coal extraction is a continuation of the waste 
reduction process. The areas to be mined are decided once 
the topsoil and subsoil layers have been properly removed. 
Thus, the coal is extracted for sending to the stock pile. It 
is important to have coal cleaning activity in order to mine 
the coal (coal obtaining). The purpose of coal cleaning is to 
remove impurities off the surface of coal (coal face) in the 
form of minor waste material soil, as well as other impurities 
caused by precipitation agents (surface water, rainwater, 
avalanches). Following that, the coal extraction process 
continues until the coal is loaded onto the vehicle.

The use of heavy equipment requires energy for remov-
ing/extracting topsoil layers. The average energy needed for 
seven mines is summarized where the energy requirement 
is broken down into six components: crushing, grinding, 
processing, tailings, process water, general plant (Jeswiet 
& Szekeres 2016). Energy requirements for both open pit 
and underground mines include electricity and a variety of 
carbon fuels: natural gas, propane gas and diesel fuel.  Both 
open pit and underground operations are very different and 
have different energy needs, for instance, underground mines 
have HVAC energy needs, whereas open pit mines do not.  
(Jeswiet & Szekeres 2016). The energy source for this study 
is the same as that used by dump trucks, excavators, graders, 
and vibrators. Biodiesel B30 is the fuel used. B30 energy is 
used in coal production by only a few mining businesses. The 
use of B30 energy has a number of advantages and disadvan-
tages. In this study, the advantages and disadvantages will 
be examined further using the LCA technique. Compared 
to 100% diesel, it will be seen which part gives an excess 
efficiency in the excavation process. 

Life cycle assessment or LCA is a methodology for 
assessing environmental impacts associated with all the 
stages of the life cycle of a commercial product, process, 
or service (ISO14044 2006). Biodiesel and electricity 
energy sources will be input data in the LCA. The final 
stage is to interpret the impact category study that has been 
carried out. The LCA stages follow (SNI ISO14004 2016) 
standards that contain general information, namely: goal 
and scope of LCA, LCI phase, LCIA phase, interpretation 

phase, report and critical review, limitations, relationship 
phase, conditions for the use of value choices, and optional 
elements (Fig. 1).

Stages, such as interpretation, will be carried out using 
the LCA technique. This part of the process uses a system-
atic approach to identify, test, study, evaluate, and deliver 
conclusions based on the findings of the LCA. It’s done to 
meet the application requirements outlined in the study’s 
objectives and scope.

MATERIALS AND METHODS 

The research was conducted at PT. Bukit Asam Tbk (Perse-
ro), located in the village of Tanjung Enim Market, Lawang 
Kidul District, Muara Enim Regency, South Sumatra. The 
investigation began in August 2020. LCA is used to achieve 
the objective of this study. The LCA method is carried out 
based on the LCA principles and framework in (ISO14040 
2006). The objective is to estimate the environmental im-
pact of coal mining management using biodiesel (B30) as a 
substitute for fuel and an energy source to produce 1 ton of 
Coal (functional unit) as the final product.

Goal and Scope

This study uses the LCA method to estimate coal mining 
management’s environmental impact using electricity, bio-
diesel (B30), and blasting material as an energy source to 
produce 1 ton of coal (function unit) as the final product. 

Inventory Data Collection

There are three types of data in the life cycle inventory 
(LCI): primary data, generic data, and estimation data, as 
presented in Fig. 1.

Primary Data

Primary data was obtained directly from the company and 
then entered as inventory data. Data obtained directly from 
the company can be used immediately and does not undergo 
data processing, but some must be processed to get the same 
unit (unit) as the entry system used in the LCA. The data ob-
tained from the company is in the form of input and output of 
the coal production per month during 2020 from the material 
removal process unit. The data obtained from the material 
removal process is fuel (B30) used by heavy equipment. For 
example, open-pit transportation (rock removal) uses 30% 
energy for waste and 24% energy for ore disposal (Jeswiet et 
al. 2015, Jeswiet & Szekeres 2016). Heavy equipment used 
in the material removal process includes dozers, excavators, 
graders, compactors, and several other supporting heavy 
equipment (Fig. 2 & Fig. 3).
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In addition to input and output data for the coal production 
process, input, output, and emission data is also obtained from 
the coal mining process unit, including coal extracting, coal 
hauling and coal stockpiling (Fig. 3 and Fig. 4). The data ob-
tained from the material removal process will provide results 
of the process using alternative fuels (biodiesel B30) and the 
resulting emissions. First, the LCA assesses the environmental 
costs (Zhou et al. 2021, Ezeokoli et al. 2021). Second, it is 
linked to a product, process, or activity by identifying and 

quantifying the amount of energy and materials used, as well 
as the waste that is released into the environment. 

Generic Data

Generic data is an average value that represents a value based 
on the preliminary information that has been obtained. In 
this process, the initial data acquired will be processed to 
have a relationship with data originating from the material 
removal process unit to produce a production process flow. 
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Fig. 1: Stages of the LCA Method and Fuzzy Inference System. 

 

Primary Data 
Primary data was obtained directly from the company and then entered as inventory data. Data obtained directly from 

the company can be used immediately and does not undergo data processing, but some must be processed to get the same 
unit (unit) as the entry system used in the LCA. The data obtained from the company is in the form of input and output of 
the coal production per month during 2020 from the material removal process unit. The data obtained from the material 
removal process is fuel (B30) used by heavy equipment. For example, open-pit transportation (rock removal) uses 30% 
energy for waste and 24% energy for ore disposal (Jeswiet et al. 2015, Jeswiet & Szekeres 2016). Heavy equipment used 
in the material removal process includes dozers, excavators, graders, compactors, and several other supporting heavy 
equipment (Fig. 2 & Fig. 3). 

Goal and Scope 
 
 
 

Identifying Environmental 
Categories 

Build Life Cycle Inventory Data  
 
 
 

Global Environmental 
Performance 

Regional environmental 
Performance 

Life Cycle Impact Assessment 

Fuzzy Inference 
System Global   

Fuzzy Inference 
System Regional  

Environmental 
Performance 
Indicators 

(Low)   (Medium)  (High)  

Identification Analysis 

Fig. 1: Stages of the LCA method and fuzzy inference system.
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made to determine energy use during the mining process. The estimation process is carried out by using reports and 
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Fig. 2: Dump truck and excavator in Pit 1.
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Fig. 3: Grader (coal hauling).
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The data of the production flow will be modified into one 
process flow based on the process unit data. 

Estimated Data

The data that has been collected from the industry can be 
done by estimation. It is because not all data can be obtained 
from industry. To obtain a complete data flow, we estimate 
by completing the current values.  At this stage, an estimate 
is made to determine energy use during the mining process. 
The estimation process is carried out by using reports and 
obtaining data online from employees.

Data Analysis

It consists of four stages, namely the goals and scope (goal and 
scope definition), analysis of input and output inventories (life 
cycle inventory analysis), environmental impact assessment 
from inventory data (life cycle impact assessment), and life 
cycle interpretation. The Open LCA database is used to achieve 
goal 1 in this study, as presented in Table 1 (Intergovernmental 
Panel on Climate Change 2014)(USEPA AP 42 1995). 

The initial stage of LCA analysis is determines the goal 
and scope (goal and scope definition) of the analysis (study). 
The purpose here is to estimate the environmental impact 
of coal mining management using biodiesel (B30) as a fuel 
and energy source to generate 1 tonne of coal (functional 
unit) (Fig. 5). The aim of the LCA study will be decided, as 
well as the limitations or scope of the LCA implementation. 
The LCA study will be carried out more systematically and 
directly if a clear purpose and scope is established. Finally, 
the use of LCA as a comparison in various cases was carried 
out as per ISO 14044 2006.

The coal products that will be used by users (consumers) 
are PLN and PLTU. The restrictions imposed will limit the 
raw materials that can be used in the final product.

The data that we have obtained and have become inven-
tory data will be factored using a characterization factor. The 
factor derived from the characterization model is to convert 
the life cycle inventory results into general units of category 
indicators (SNI ISO14004 2016). The goal is to see the flow 
diagram of each unit process carried out at the mine site, and 
there is a process flow, as shown in Fig. 5 below. The unit 
process starts from stripping, blasting, overburden hauling, 
mining, coal processing, and the final coal product with a 
functional unit of 1 ton of coal.

The relationship between impact indicators, inventory 
data, and characterization factors is shown in the table pre-
sented in Table 1. 

The next stage is to carry out normalization and to get an 
impact indicator. Normalization is the calculation of the size 
of a category indicator relative to some reference information. 
The purpose of normalization is to better understand each 
indicator’s comparable magnitude from the product system 
under study. It is an optional element that can be useful. Some 
of the normalizations that can be done include: checking for 
inconsistencies, providing and communicating relatively im-
portant indicator result information, and preparing additional 
procedures, such as grouping, weighting, or life cycle inter-
pretation. The definition of weighting is converting indicators 
from different impact categories using numerical factors based 
on choice values. Therefore, weighting methodologies should 
play an essential role in simplifying LCA output, which would 
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Fig. 4: Compactor (coal mining).

Table.1: The relationship between inventory data and characterization factors.

Amount Emissions Characteristic Factors Equivalents

The amount consumed by the process (input) Emissions released per input unit Characterization factors of impact categories 
(IPCC, GWP)

Total kg eq.
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ultimately help identify priorities and define environmental 
strategies (Vargas-Gonzalez et al. 2019). It can include the 
aggregation of the results of the weighted indicators. Weight-
ing is an element of choice with two possible procedures: 
converting the development of the indicator or normalization 
using the selected weighting factor or combining the corrected 
or normalized indicator results from all impact categories. 
Weighting measures are based on choice values and are not 
scientific. Weighting, one of the steps in LCIA, integrates the 
various environmental impacts by assigning relative impor-
tance to each impact category (Ji & Hong 2016, Curran 2015).

It can be done by analyzing the impact of the data on the 
number of inputs entered into the inventory data to see the 
effect on the environment (McKone et al. 2011,  Berrill et 
al. 2016). The material removal process unit will enter input 
data, such as fuel for topsoil (overburden) and electricity, as 
previously stated. In a mining operation, LCA can be used to 
identify the conditions that need to be improved in order to 
improve the environment (Pell et al. 2019). For the fuel used 
in this process unit and topsoil removal and transportation 
of the top layer, B30 biodiesel fuel is also used for watering 
roadways at the mine site. 
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or combination, which means the variety of both maintained and uneven (Duarte et al. 2020).  

In general, the results from the unit process made the most significant contribution, especially during the coal 
transportation operation, which generated 255.99 kg.CO2-eq.tonne-1 of coal. 
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After the material removal process unit, the next process 
unit is coal mining. The processing unit data was fed into 
the inventory data (coal extracting, coal hauling, and coal 
stockpiling, transportation for blasting material, explosive 
material for blasting, electricity, and mine watering and 
pump for water treatment) as shown in Fig. 6. This process 
unit produces a coal product as its output.

We use distinguishing factors to determine the impact 
category from the inventory data entered in the LCA stage. 
Distinguishing characteristics can use data from databases 
from both open LCA, Gabi and Simapro.

RESULTS AND DISCUSSION

The percentage and contribution of the heavy equipment 
used are shown in Table 2 below. These figures show the 
kg CO2-equivalent emissions produced by each process 
unit. These figures show the kg.CO2-eq.tonne-1 emis-
sions produced by each process unit. Each processing unit 
has uses a type of heavy equipment. Meanwhile, the energy 
source required is electricity taken from the State Electricity 
Company (PLN), B30 biodiesel fuel, and blasting material 
used for blasting. Each of these energy sources has differ-
ent categorical factors. The (Intergovernmental Panel on 
Climate Change 2014)(EPA and Standards 2003) database 
was used as definite factors (David & Khanda 2001). The 

loading and transportation of iron ore (67 percent of total 
mining emissions) produces the largest GHG emissions, as 
diesel-powered loaders and trucks are needed to extract ore 
from the mine for further extraction. According to Tarnoczi 
(2013), the LCA transportation model was constructed for 
transportation of oil sands products by pipeline and rail. 

The second-largest contributor is vegetation and soil 
removal, which includes GHG emissions from microbial 
decomposition of removed biomass and soil, as well as a 
decrease in photosynthetic productivity over the mine’s life. 
The contribution to the loading and transportation of coal was 
255.99 kg.CO2-eq.tonne-1 or 81.5% of the total emissions of 
314 kg.CO2-eq.tonne-1. In this study, the identical results for 
the second contribution are material removal or those related 
to soil removal, as shown in Tables 2 and 3.

The amount of emissions produced by the coal-hauling 
process unit is also shown in Table 2. It means that the pro-
cess of transporting waste and coal materials requires quite 
a large amount of biodiesel fuel. Another thing that is very 
important and needs to be considered is the condition of the 
mine road (Wolfgang & Burgess-Limerick 2014). Before 
each assessment and consequently, each measurement, 
the road is classified according to one of three categories: 
maintained, which occurs in graded surfaces, rough which is 
usually found in new exploitation areas or after wet weather 

Table 2: Impact category each proses unit (B30) (The year 2020).

No Process Unit Impact Category Total kg CO2-eq.
tonne-1 of coal

kg CO2 kg CH4 kg N2O  

1 Fuel for Top Soil and Waste 27.74 0.04 0.44 28.22

2 Electricity for Mine Site Lighting Lamps (Material Removal) 3.33 3.33

3 Water Truck  for Watering the Mine Road 0.87 0.00 0.01 0.89

4 Total kg CO2-eq.tonne-1 of Coal (Material Removal) 32.44

5 Coal Extraction, Coal Hauling, Coal Stockpiling 3.10 0.01 0.07 3.18

6 Transportation for Blasting Material 0.21 0.00 0.00 0.21

7 Explosive Material for Coal Blasting 0.54 0.54

8 Electricity for Mine Site Lighting Lamps (Coal Mining) 5.61 5.61

9 Water Truck  for Watering the Mine Road 0.96 0.00 0.02 0.98

10 Water Pump for Water Treatment 1.56 0.00 0.02 1.59

11 Coal Operation 243.88 243.88

12 Total kg CO2-eq. tonne-1 of Coal (Coal Mining) 255.99

13 Fuel (Coal Crusher, Coal Stacking as Product) 2.33 0.00 0.04 2.37

14 Electricity for Mine Site Lighting Lamps (Coal Processing) 3.12 3.12

15 Coal As Received (Pasca Mining) 20.12 20.12

  Total kg CO2-eq.tonne-1 of Coal (Coal Processing) 25.61

  Total of all       314
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conditions or combination, which means the variety of both 
maintained and uneven (Duarte et al. 2020). 

In general, the results from the unit process made the 
most significant contribution, especially during the coal 
transportation operation, which generated 255.99 kg.CO2-eq.
tonne-1 of coal.

The results given from the impact analysis give a value 
of 32.44 tonnes of CO2-eq.tonne-1 coal for material removal 

process. The activity describes the biodiesel fuel used in 
the process unit for each tonne of coal produced. Energy is 
needed to extract topsoil and waste, to light the mine site 
during excavation using electricity, to remove and dispose 
waste material, and watering the mine road that the dump 
truck traverses.

Furthermore, the findings from the coal mining process 
unit, shows a yield value of 255.99 kg.CO2.eq.tonne-1 coal. 

Table 3: Impact category each process unit (B20 &B30) (The Year.2020).

No Process Unit B20 B30

Impact Category Total kg CO2-eq.
tonne-1 of coal

Impact Category Total kg CO2-eq.
tonne-1 of coal

kg CO2 kg CH4 kg N2O kg CO2 kg CH4 kg N2O

1 Fuel for Top Soil dan 
Over Burden

32.42 0.04 0.44 32.90 27.74 0.04 0.44 28.22

2 Electricity for Mine Site 
Lighting Lamps (Material 
Removal) 

3.33 3.33 3.33 3.33

3 Water Truck  for Watering 
for the Mine Road

1.02 0.00 0.01 1.04 0.87 0.00 0.01 0.89

4 Total kg CO2-eq/tonne of 
Coal (Material Removal)

37.26 32.44

5 Coal extracting, Coal 
Hauling, Coal Stockpiling

3.62 0.01 0.07 3.70 3.10 0.01 0.07 3.18

6 Transportation for Blast-
ing Material

0.24 0.0003 0.003 0.24 0.21 0.00 0.00 0.21

7 Explosive Material for 
Coal Blasting

0.54 0.54 0.54 0.54

8 Electricity for Mine Site 
Lighting Lamps (Coal 
Mining) 

5.61 5.61 5.61 5.61

9 Water Truck  for Watering 
for the Mine Road

1.12 0.00 0.02 1.14 0.96 0.00 0.02 0.98

10 Water Pump for Water 
Treatment

1.82 0.0021 0.03 1.85 1.56 0.00 0.02 1.59

11 Coal Operation 243.88 243.88 243.88 243.88

12 Total kg CO2-eq/ tonne of 
Coal (Coal Mining)

256.96 255.99

13 Fuel (Coal Crusher, Coal 
Stacking as Product)

2.58 0.00 0.04 2.62 2.33 0.00 0.04 2.37

14 Electricity for Mine Site 
Lighting Lamps (Coal 
Processing) 

3.12 3.12 3.12 3.12

15 Coal As Received (Pasca 
Mining)

20.10 20.10 20.12 20.12

16 Total kg CO2-eq/ tonne of 
Coal (Coal Processing)

25.84 25.61

Total of all 320 314



2014 Frances Roi Seston Tampubolon et al. 

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

This result demonstrates the greatest impact. Coal haulage, 
coal stockpiling, and coal operations in the coal extraction 
process require the most fuel. Table 3 shows the final result 
of the coal extracting process, which shows a yield of 25.61 
kg.CO2.eq.tonne-1 of coal. The majority of heavy equipment 
used in the coal mining process is for tasks such as coal 
hauling, coal extraction, water rails, and water pumps.

This tool uses biodiesel fuel and uses electricity obtained 
from the state electricity company (PLN). Transportation 
used is a dump truck to deliver materials. The blasting process 
also requires material for detonating and transportation to 
provide the material to the blasting site. 

Energy consumption data for the loading and hauling 
fleet was collected as part of this study. Much of the equip-
ment used in mining for material movement or haulage is 
powered by diesel engines. Diesel technologies demand a 
lot of energy, accounting for 87 percent of the energy used 
in materials handling (Norgate & Haque 2010). 

The results obtained in this study show a value of 7.6 
kg.CO2.eq.tonne-1 of coal in materials handling compared to 
a previous study that showed a value of 6.0 kg.CO2.eq.tonne-1 
of ore in materials handling (Norgate & Haque 2010). We 
compare the results obtained in this study, namely 81.5% of 
the total emissions from the cradle to gate activity. The result 
is almost similar to Norgate & Haque (2010).

The results of the impact categories presented in table 3 
illustrate the impacts they can have on human health, the en-
vironment, and other resources (Munawer 2018). According 
to Munawer (2018), the effect that is acceptable to humans 
is due to continuous CO2 emissions and underlying climate 
change; global warming is correlated with an increase in 
flood incidence and overall storm activity (Farjana et al. 
2018, Hurlbert et al. 2019).

CONCLUSION

The results of the LCA process contribute to each of the 
processes that have been completed. However, some data 
related to material removal, coal mining, and coal process-
ing is evaluated and estimated according to the conditions 
in the field. Although some data cannot be processed, the 
inventory data input process and categorical factors yield 
an approximate value. 

The impact of metal production processes, particularly 
those linked to energy content and greenhouse gas emis-
sions, on the environment can be seen from the value of the 
contribution of the mining and mineral processing phases 
to the environment.

The results that have been obtained from each process 
unit are:

	 1.	 Total material removal is 32.44 kg.CO2 eq.tonne-1 of 
coal.

	 2.	 Total coal mining is 255.99 kg.CO2.eq.tonne-1 of coal.

	 3.	 Total coal processing is 25.61 kg.CO2.eq.tonne-1 of coal.

The results obtained in the coal mining process unit gave 
81.5% of the total emission produced. Therefore, the total 
emissions resulting from B30 fuel (314 kg.CO2.eq.tonne-1 
of coal) are smaller than B20 fuel (320 kg.CO2.eq.tonne-1 
of coal), 6 kg.CO2.eq.tonne-1 of coal. The coal mining pro-
cess includes fuel used in coal extracting, coal hauling, coal 
stockpiling, blasting, water pumps, water tracks. Meanwhile, 
the state electrical corporation provides electricity for mining 
street lighting (PLN).
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ABSTRACT

The objective of the present study was to study the optimization conditions for the production of xanthan 
by Xanthomonas campestris from pre-treated sugarcane molasses. In the study, the optimization was 
carried out for different parameters including pH, temperature, and incubation time for the pre-treated 
sugarcane molasses. The age of inoculums and time of culture growth (6, 12, 18 and 24 hrs), size of 
inoculums (2%, 5%, 7.5% and 10%), pH (6.6, 6.8, 7.0 and 7.2) and temperature (25°C, 28°C, 30°C, 
32°C and 37°C) were studied. It was observed that the xanthan production was maximal with 7.5% 
(v/v) inoculums, pH. 7 at 30°C for 48 hrs. The study suggested that cane molasses is an appropriate 
agro-industrial substrate for xanthan gum fermentations, and further scale-up study is needed for gum 
production in the stirred fermenter.

INTRODUCTION

Polysaccharides are important natural products usually 
obtained through plant sources. The manufacture of 
polysaccharides by the fermentation process, instead of their 
extraction from plant sources, is a newly developed industry 
(Murugesan et al. 2012, Kleinitz et al. 1989). xanthan gum 
is one of the polysaccharides that can be produced by 
culturing microorganisms belonging to the Xanthomonas 
genus (Sutherland 1998, Becker et al.1998). The natural 
synthesis in bacteria is a dual-stage method wherein first 
stage growth of the microorganism is ideal and in second 
stage biosynthesis of the polysaccharide takes place with 
considerably no growth of the microorganism (Amanullah et 
al.1998). The polysaccharide or gums with novel properties 
are in high demand in food processing and many industrial 
operations. FDA allowed use of xanthan gum for general use 
in foods e.g., in cream cheese as a thickening and stabilizing 

agent (Chi-Liang et al.1996, FDA 2020). 
Xanthan gum is also widely used in the oil industry, the 

pharmaceutical industry, and a variety of other industries. 
(Hassler 1990). However, commercially procured xanthan 
is relatively expensive. The higher cost is due to the costly 
substrate such as glucose or sucrose and high purity required 
for use in food products. For example, in the synthesis of 
food-grade xanthan, almost half of the cost is capitalized in 
its downstream processing. The cost of large-scale xanthan 

synthesis can be reduced by a significant amount if we use 
waste agricultural products as substrate (Frank & Somkuti 
1979, Jean-Claude et al. 1997).

One of the best available agricultural wastes is molasses. 
It is a by-product of sugar production, both from sugar beet as 
well as from sugarcane (Pinches & Pallent 1986). Molasses 
is the surfeit syrup from the final stage of crystallization, 
from which further crystallization of sugar is profligate 
(Silva et al. 2009, Gumus et al. 2010). In contrast to sugar 
beet molasses, cane molasses differs in nitrogen levels. Also, 
cane molasses is a virtuous source of sucrose (almost 90%) 
(Cadmus et al. 1978).

Using molasses as a substrate helps to reduce the cost 
of xanthan production and also help address bio-waste 
management issue and pollution (Honart et al. 1985). In the 
present study, we have attempted to produce xanthan gum 
using cane molasses bio-waste as a carbon source. Hence, 
we tried to optimize the growth conditions of Xanthomonas 
strains to maximize xanthan gum production.

MATERIALS AND METHODS

Microorganism and Culture Conditions

The Xanthomonas strains capable of producing xanthan gums 
were isolated from infected cauliflower leaves. The isolated 
strains were screened further for xanthan gum production 
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and the isolate was identified based on cultural, morpholog-
ical, Biochemical characteristics and molecular identification 
(accession number SUB9292907 16_rRNA_Xanthomonas 
MW741556. NCBI BLAST (http://www.ncbi.nlm.nih.gov/
Blast). A standard strain of Xanthomonas campestris (NCIM 
5028) bacteria procured from NCIM-Pune was also used as 
a Reference Culture. The isolated X. campestris was grown 
in 50 mL LB sucrose media (Sucrose: 1 g/L, Yeast Extract: 
0.1g/L, Peptone: 0.5 g/L, NaCl: 0.3 g/L) for 48 h at 34°C. The 
isolated X. campestris strain was adapted to high molasses con-
centrations and maintained in submerged cultures on MGYP 
medium (Malt Extract: 0.3g, Glucose: 1g, Yeast Extract: 0.3g, 
Peptone: 0.5g, Water: 100mL, Agar: 2g, pH: 6.4-6.8).

Collection and Analysis of Sugarcane Molasses

The sugarcane molasses was purchased from a local 
source. The physico-chemical characteristics of sugar cane 
molasses such as color, odour, pH, biochemical oxygen 
demand (BOD), chemical oxygen demand (COD), acidity, 
total Kjeldahl nitrogen, total suspended solids (TSS), oils 
and grease total dissolved solids (TDS) and sulphides were 
conducted using the standard method (APHA 2005).

Pre-treatment of Sugarcane Molasses

The cane molasses was pre-treated by the addition of 4 g/L 
K2HPO4 to the medium to obtain    better xanthan gum yield 
and biomass production (Murugesan et al. 2012).

Growth Adaptation of X. campestris in Molasses

To achieve quick growth and thereupon higher productivity, 
the organism was adapted to high molasses environments 
by successive sub-culturing (4 passages). The pure culture 
obtained possessed improved characteristics in terms of 
growth and xanthan gum manufacture (Stavros et al. 2003). 

Culture Medium and Optimization

The culture Medium used was 8 % molasses pre-treated with 
4 g/L K2HPO4.  Growth parameters, viz. pH, temperature, 
effect of inoculum, aeration, agitation and incubation peri-
od were standardized at bench scale for the Xanthomonas 
campestris strain (isolated from cauliflower leaves) to get 
maximum gum production. Various parameters such as age 
of inoculums time of culture growth (6, 12, 18, 24 hrs), size 
of inoculums (2%, 5%, 7.5%, 10%), pH (6.6, 6.8, 7.0, 7.2) 
and temperature (25°C, 28°C, 30°C, 32°C, 37°C) and the 
incubation period (12, 24, 48, 72 hrs) were observed and 
optimized for best growth.  Other factors such as aeration 
and agitation of culture flasks were also optimized. It was 
pragmatic that shaker flasks provided better aeration to the 
culture and agitation is required for  better mass transfer. 

Assay of Xanthan Gum

The final product in form of xanthan Gum was obtained in the 
optimized culture of Xanthomonas campestris. The presence 
of xanthan gum was determined by test method as per Indian 
Pharmacopoeia, 1996. Briefly, the solution was lysed with 
0.1 M hydrochloric acid, the supernatant was treated with 
dinitrophenyl hydrazine- hydrochloric solution followed by 
methyl acetate and then sodium carbonate. An absorption 
maximum was measured at 375 nm using sodium carbonate 
as the compensation liquid.

Xanthan Gum Recovery

Precipitation of xanthan gum was done with isopropanol 
(2x volume of supernatant) to which 1 % (w/v) of potassium 
chloride was added. The dried biomass and xanthan gum 
produced were determined by drying in an oven at 105°C and 
40°C, respectively and measured using Brookfield Viscom-
eter (LABPRO, Model No. LMDV-60) at 25°C (Carignatto 
et al. 2011). 

RESULTS AND DISCUSSION

The “xanthan gum” is produced in dual stages by Xanthomo-
nas campestris.  The bacterium is cultivated in Nutrient Agar 
and the biomass formed is used as inoculum for the subse-
quent stage in which the gum is formed by batch process. 
The biomass and xanthan gum formed were determined by 
drying in an oven at 105°C and 40°C. Xanthomonas strains 
capable of producing gums were isolated from infected 
plants (Brassica oleracea var. botrytis). Morphological and 
biochemical characterization of Xanthomonas campestris 
was done (Fig. 1).

To obtain a good yield of xanthan gum, various parame-
ters such as carbon source, pH, temperature and incubation 
time were optimized. It was established that xanthan gum 
was attained in the best quantity at 30°C temperature (Fig. 2). 
The cell dissociation enhanced metabolite production giving 
high continuous yield (Psomas et al. 2007, Esgalhado et al. 
1995, Garcia-Ochoa et al. 1996). A comparable observation 
has been made in other optimization studies wherein xanthan 
production was increased with a change in physical parame-
ters (Kerdsup et al. 2011, Borges et al. 2008, Kalogiannis et 
al. 2003). Amongst other growth parameters, it was found that 
xanthan production was maximal with 7.5% (v/v) inoculums, 
pH.7 at 30°C at 48 hrs. (Figs. 3 and 4). 

The parameters were standardized at bench scale for the 
effect of inoculums and age of Inoculums at different incu-
bation time points including 6, 12, 18, 24 and 48 hrs. culture 
respectively. It was found that 48 hrs. were optimal for a 
good yield of xanthan gum. Also, the ideal size of inoculums 
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was tested to find the appropriate amount. It was observed 
that 12 hrs of culture as ideal age of inoculum and size of 
inoculums 7.5% of were best for gum yield as mentioned in 
Table 1. Aeration plays a vital role in determining the yield 
of any product in closed culture. It was observed that shaker 
flasks provide the right amount of aeration to X. campestris 
culture. Agitation of culture flasks is also required for better 
mass transfer.

This study looked into the possibility of making xanthan 
gum from cane molasses (8 % molasses pre-treated with 4 

enhanced metabolite production giving high continuous yield (Psomas et al. 2007; Esgalhado 

et al. 1995; Garcia-Ochoa et al. 1996). The comparable observation has been made in other 

optimization studies wherein Xanthan production was increased with change in physical 

parameters (Kerdsup et al. 2011; Borges et al. 2008; Kalogiannis et al.2003). Amongst other 
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Fig. 1: A-infected Cauliflower leaf with Xanthomonas, B and C- isolated Xanthomonas 
strains, capable of producing gums, from infected plants (Cauliflower), D-The bacterial 
genus Xanthomonas are small, motile, Gram-negative rods, aerobic, and produce Cremish/ 
yellow pigments and characteristically parasitize plants. 
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Fig. 1: A-infected Cauliflower leaf with Xanthomonas, B and C- isolated Xanthomonas strains, capable of producing gums, from infected plants  
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Fig. 4: Production of Xanthan at different incubation time points 

The parameters were standardized at Bench Scale for effect of inoculums and age of Inoculums 

at different incubation time points including 6, 12, 18, 24 and 48 hrs. culture respectively. It 

was found that 48 hrs. were optimal for good yield of Xanthan gum. Also, the ideal size of 

inoculums was tested to find the appropriate amount. It was observed that 7.5% of inoculums 

were best for gum yield. Aeration plays a vital role in determining yield of any product in a 

closed culture. We observed that shaker flasks provide right amount of aeration to X. 

campestris culture. Agitation of culture flasks is also required for better mass transfer. 

This study looked into the possibility of making xanthan gum from cane molasses. In most 

cases, using low-cost substrates can help biological processes run more efficiently. (Yoo & 

Harcum, 1999; Stredansky & Conti, 1999; Psomas et al. 2007). Glucose syrup is currently 

produced primarily from starchy materials. Because of the cost and availability of starch, the 

use of glucose syrup as a substitute for pure glucose is favored in a variety of industries, 

including the beverage and ethanol industries. (Kobayashi & Nakamura, 2004). Cane molasses 

was used as a carbon source for the production of xanthan gum in this analysis. Indeed, this 

work is a first step toward increasing the efficiency of the xanthan gum manufacturing process. 

The purity of xanthan gum is generally an important consideration, particularly when the 

product is intended for use in the food industry. The use of cane molasses in this study could 

help to reduce the presence of unwanted substrate ingredients in the final product (García et al. 

2000; Funahashi et al.1987). Xanthomonas campestris a grew well on LB sucrose media and 

maintained on MGYP medium and cane molasses was pre-treated by addition of K2HPO4 to 

the medium so as to obtain better Xanthan gum yield and biomass production. The strain 

Fig. 4: Production of xanthan at different incubation time points.
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g/L K2HPO4). In most cases, using low-cost substrates can 
help biological processes run more efficiently (Yoo & Har-
cum 1999, Stredansky & Conti 1999, Psomas et al. 2007). 
Glucose syrup is currently produced primarily from starchy 
materials. Because of the cost and availability of starch, the 
use of glucose syrup as a substitute for pure glucose is favored 
in a variety of industries, including the beverage and ethanol 
industries. (Kobayashi & Nakamura 2004). Cane molasses 
was used as a carbon source for the production of xanthan 
gum in this study. Indeed, this work is a first step toward 
increasing the efficiency of the xanthan gum manufacturing 
process.

The purity of xanthan gum is generally an important 
consideration, particularly when the product is intended 
for use in the food industry. The use of cane molasses in 
this study could help to reduce the presence of unwanted 
substrate ingredients in the final product (García et al. 2000, 
Funahashi et al.1987). Xanthomonas campestris grew well 
on LB sucrose media and was maintained on MGYP medium 
and cane molasses was pre-treated by addition of K2HPO4 to 
the medium to obtain better xanthan gum yield and biomass 
production. The strain

 Xanthomonas campestris performed better in xan-
than production because it had a higher maximum growth  
rate.

Few reports are showing different culture conditions for 
xanthan production using Xanthomonas campestris (Shu 
& Yang 1990). The conditions and parameters vary in each 
indicating that there is always a good scope of experiment-
ing with the best conditions producing xanthan gum. This 
might be due to varied carbon sources and slight differ-
ences in the culture of Xanthomonas campestris used for  
inoculation. 

CONCLUSION

In the current study, the Xanthomonas strains capable of 
producing gums from infected cauliflower were isolated and 
screened further for xanthan gum production. The potent 
isolated strain was used for gum production using cane mo-
lasses as a carbon source. The study concluded that xanthan 
production was maximum with 7.5% (v/v) inoculum, 12 
hrs culture, pH.7 at 30°C for 48 hrs with the isolated strain. 
Further, scale-up studies of gum production in the stirred 
fermenter (10 L) are underway.
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ABSTRACT

The presence of fluoride in the groundwater in the Thirukkazhukundram Block in south India is now 
becoming an increasingly alarming issue. With the semi-arid climatic conditions, charnockite and gneiss 
rocks form the basement, contributing to the geology of the study area. The pre-monsoon (August 2016) 
and post-monsoon (February 2017) fluoride concentrations have an average output of 1.3 mg.L-1 and 
0.72 mg.L-1 respectively. As of date, only in Neikuppi, the fluoride contamination is found to be 2 mg.L-

1 in pre-monsoon which is beyond the accepted limit as per the WHO standards. Other 29 locations 
taken up for study have fluoride value fluctuation from 1 mg.L-1 to 2 mg.L-1 in the pre-monsoon and from 
0 to 1.5 mg.L-1 in the post-monsoon. The main factor responsible for this fluoride contamination lies in 
the study area’s hydro-geological condition which must be attended to immediately to prevent a public 
health problem in the future. 

INTRODUCTION

All developing countries across the world depend upon the 
subsurface lithology water to meet up their consumption 
needs. The quality of the groundwater has been steadily 
deteriorating due to normal or anthropogenic means, as 
it happened in cases of worldwide groundwater fluoride 
contamination and even in our South Indian Thirukkazhuku-
ndram block. Fluorine reacting with rock minerals yield 
fluoride, which though found as a minor trace element in 
water are very noxious when their concentration is beyond 
the acceptable limit. Even when the fluoride concentration 
is very low below the normal limit, the latent effects disturb 
the public’s health after prolonged intake. Thapa et al. (2009) 
showed the occurrence of high fluoride in drinking water 
of the study area, maximum mobilization of fluoride asso-
ciated with na-hco3 water type, chemical weathering along 
with ion-exchange bearing the blueprint of fluoride release, 
inverse geochemical modeling indicating under-saturation of 
fluoride, and alkaline aquifer condition accelerates the F-ac-
cumulation in groundwater. Kalpana et al. (2018) developed 
a Fluoride Index for mitigation of geogenic contamination 
by Managed Aquifer Recharge (FIMAR). Groundwater 
fluoride contamination could be judged by taking into 
account the temperature, pH, fluorine-containing minerals 
solubility, anion exchangeability of the minerals present in 
the aquifer, the geological and geomorphological texture of 

the study area through which the water is drained, and also 
the time of contact with a specific lithological unit (Thapa et 
al. 2009). To avoid dental cavities and mineralization of bone 
and formation of teeth enamel, a small amount of fluoride 
is always required. (Thapa et al. 2009). Overconsumption 
of fluoride causes dental fluorosis, skeletal fluorosis, and 
nonskeletal fluorosis in humans (WHO 2006). As per WHO, 
0.5 mg.L-1 is apt to stop dental fluorosis. Fluoride’s desira-
ble limit is 1 mg.L-1 and the allowed limit is 1.5 mg.L-1 as 
per BIS (1991) and ICMR. High fluoride concentrations 
in groundwater cause fluorosis in rural, dry, and semi-arid 
regions, areas with granite and gneiss, and advanced stages 
of groundwater development (Handa 1988, Balkema et al. 
2013, Handa 1975, Narasayya 1970, CSME 1997, Garg et al. 
2008, Tchobanoglous & Burton 1995, Saha 2015, Jothiven-
katachalam et al. 2010, Ramesh & Soorta 2012, Dar et al. 
2011, Balakrishnan et al. 2008, Kamalanandhini et al. 2016, 
Senthilkumar & Elango 2013, Mondal et al. 2008, Rao et al. 
1997, Rama et al. 1982, Whitehead et al. 2009, PHED 2009, 
Ghazavi et al. 2012, Sinha 1986, Jadhav 2012, Mitharwal et 
al. 2009, Shrestha & Kazama 2007, Bharadwaj et al. 2011, 
Saxena & Ahmed 2001, WHO 2006, Chen Ching et al. 2015).

Study Area          	

Groundwater samples collected from 30 locations of the Thi-
rukkazhukundram Block were tested for fluoride contamina-
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tion in the field itself using the color indicator method.  This 
study area belongs to the Kanchipuram district of Tamil Nadu 
(Fig. 1). The geology of the study area (Fig. 2) has three seg-
regations viz. coastal aeolian deposits, sand, and silt followed 
by basement charnockite in certain regions and gneiss in 
certain other parts. Ultrabasic intrusives of the archaean age 
and charnockites mainly comprise biotite and hornblende and 
are intruded by amphibolite, dykes of dolorite, and alluvial 
deposits are the youngest formation consisting of sands and 
clays and have deposits of quartz and pegmatites. The shale 
and clay of the Gondwana age occur on the bank of the Palar 
river. The Palar alluvium comprises coarse sands and gravels. 
The average thickness of alluvium is about 10 m to 30 m. The 
general trend of the gneiss is NE-SW direction.  During the 
Jurassic period, Gondwana rocks, sedimentary rocks, faulted 
troughs, and rugged topography of crystalline 6 rocks, were 
deposited. The in-situ soils, laterites, and alluvial deposits 
were deposited along the Palar river during the quarternary 
period. The geomorphology of the study area (Fig. 3) also 
provides a clear picture of the subsurface lithology, which 
helps us understand the underlying soil’s water-holding and 
yielding capacity, as well as their chemical environment 
and interaction, which plays a vital role in the presence or 
absence of fluoride and other contaminants. Fig. 4 shows the 
transport network of the study area.

Groundwater occurs mostly under water table or phre-
atic conditions in weathered, fractured, jointed, and faulted 
portions of granitic rocks and under artesian conditions in 
fractured zones located below impervious hard rocks. The 
pore spaces developed in the weathered mantle acts as shal-
low granular aquifers and forms the potential water-bearing 
zones. The water table is shallow in ayacut regions whereas 
it is relatively deeper in other regions. The groundwater of 
the charnockite type is found in shallow depths only when 
weathering is intense, and it develops much more slowly 

than gneissic formations.�             

The alluvium is the most important formation that carries 
a significant amount of groundwater. Groundwater is found 
below the water table or in semi-confined areas. The best 
aquifer is alluvium, which is primarily made up of stones, 
gravel, or coarse sand with little or no silt or clay. While silt 
or clay with a little or no boulders gravel or sand is a very 
poor aquifer. The thickness of these aquifers ranges from 
10 m to nearly 80 m. One another mode of occurrence of 
groundwater in the alluvium is in the form of perched aqui-
fers. Groundwater is met in these perched aquifers at a depth 
of 10 m from the ground level. In the Gondwana formation 
area, the groundwater yield is very poor. Groundwater is 
available under perched water table conditions along the 
coast. This is quite precious, and it should be used sparingly, 
as overlapping causes seawater intrusion in the area. The 
occurrence and movement of groundwater in hard rock for-
mations are restricted to weathered and jointed portions. The 
intensity of weathering is not uniform and varies from place 
to place. Generally weathering and fractures are common 
at shallow depth. The sub-surface conditions can be studied 
by open-well inventories and by geophysical investigation.

In difficult situations, exploratory boreholes can be used 
to determine the subsurface conditions. Aquifer test or yield 
test can also be tried where ever large quantity of groundwater 
is needed. The SG & SWRDC has drilled 190 boreholes for 
investigation purposes throughout the entire district to get a 
comprehensive idea of the subsurface conditions. The com-
plexity of the geological formations in this district is very well 
determined by drilling a series of bore wells all along the Palar 
river course. The thickness of alluvium is about 10 m near the 
confluence of the Cheyyar and Palar rivers. The maximum 
thickness of alluvium (30 m -40 m in flood plain area) is noted 
near Panakattucheri village of Thirukkazhukundram block. 
Based on the field study carried out and interpretations made 
from aerial photographs and satellite imageries, favorable 

Groundwater occurs mostly under water table or phreatic conditions in weathered, 
fractured, jointed, and faulted portions of granitic rocks and under artesian conditions 
in fractured zones located below impervious hard rocks. The pore spaces developed 
in the weathered mantle acts as shallow granular aquifers and forms the potential 
water-bearing zones. The water table is shallow in ayacut regions whereas it is 
relatively deeper in other regions. The groundwater of the charnockite type is found in 
shallow depths only when weathering is intense, and it develops much more slowly 
than gneissic formations. 
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Study Area            
Groundwater samples collected from 30 locations of the Thirukkazhukundram Block 
were tested for fluoride contamination in the field itself using the color indicator 
method.  This study area belongs to the Kanchipuram district of Tamil Nadu (Fig. 1). 
The geology of the study area (Fig. 2) has three segregations viz. coastal aeolian 
deposits, sand, and silt followed by basement charnockite in certain regions and 
gneiss in certain other parts. Ultrabasic intrusives of the archaean age and 
charnockites mainly comprise biotite and hornblende and are intruded by amphibolite, 
dykes of dolorite, and alluvial deposits are the youngest formation consisting of sands 
and clays and have deposits of quartz and pegmatites. The shale and clay of the 
Gondwana age occur on the bank of the Palar river. The Palar alluvium comprises 
coarse sands and gravels. The average thickness of alluvium is about 10 m to 30 m. 
The general trend of the gneiss is NE-SW direction.  During the Jurassic period, 
Gondwana rocks, sedimentary rocks, faulted troughs, and rugged topography of 
crystalline 6 rocks, were deposited. The in-situ soils, laterites, and alluvial deposits 
were deposited along the Palar river during the quarternary period. The 
geomorphology of the study area (Fig. 3) also provides a clear picture of the 
subsurface lithology, which helps us understand the underlying soil's water-holding 
and yielding capacity, as well as their chemical environment and interaction, which 
plays a vital role in the presence or absence of fluoride and other contaminants. Fig. 
4 shows the transport network of the study area. 
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locations are selected for exploratory boreholes. Subsurface 
hydrogeological characteristics are determined to evaluate the 
groundwater potential of the area. More than 46 boreholes have 
been handed over to user agencies like Municipality, TWAD 
Board and Panchayat Unions, etc., for drinking water purposes. 
The main aim of this study is to check out the existence and 
spatial fluctuation of fluoride contagion in pre-monsoon and 
post-monsoon under surface water, to thoroughly look into 
the nature of the fluoride concentration and hence to assess 
the resulting effect on human health on account of fluoride 
contaminated drinking water.

MATERIALS AND METHODS

To have clear knowledge regarding the fluoride concentration 
in groundwater, 30 samples from dug wells and bore wells 
were collected for examination and were tested in the field 
using the color indicator method both for pre-monsoon and 
post-monsoon from the research area, Thirukkazhukundram 
Block. The outputs were compared with drinking water 
quality standards as specified in the World health organiza-
tion (WHO 2006). For every location, before and after the 
monsoon period, the comparison with the WHO standards 
was done and the respective spatial maps were prepared. As 
per WHO standards, fluoride concentration range in ground-
water fluoride lies between 1 mg.L-1 (acceptable limit) and 
1.5 mg.L-1 (permissible limit). The majority of the study 
area is unaffected by groundwater fluoride concentration 
contamination, but in a few areas, contamination has started, 
posing a serious threat to society.

RESULTS AND DISCUSSION

Fluoride, pH, EC, and total hardness were keenly studied. 
The final mean value of fluoride, pH, EC, and total hardness 

is provided in Table 1. The groundwater specimen data 
shows significant variations. Table 1 and Table 2 exhibits the 
pre-monsoon and post-monsoon period’s fluoride distribution 
and limit of occurrence. Pre-monsoon fluoride varies from 1 
to 2 mg.L-1 with a mean value of 1.3 mg.L-1 and post-mon-
soon fluoride concentration fluctuates from 0 to 1.5 mg.L-1 
with a mean value of 0.72 mg.L-1. pH varies from 7.2 to 8.2 
in the pre-monsoon with a mean value of 7.7 and from 7 to 
8.1 in the post-monsoon with a mean value of 7.6. EC varies 
from 616.9 to 2766.5 mg.L-1 in the pre-monsoon with an 
average of 1310.7 mg.L-1 and from 100.8 to 1219.4 mg.L-1 
in the post-monsoon with a mean value of 525.1 mg.L-1. TH 
varies from 134.541 to 890.1 mg.L-1 in the pre-monsoon 
with an average limit of 379.1 mg.L-1 and from 25.5 to 344.4 
mg.L-1 in the post-monsoon with a mean value of 144 mg.L-1. 
The samples were classified into five classes for depicting 
the frequency distribution (Fig. 5). During the post-monsoon 
period alone, 17% of the samples are below the detectable 
level (<0.25 mg.L-1). Taking the level 0.25-0.5 mg.L-1, 33% 
of the samples are observed only during the post-monsoon 
season. When it comes to the 0.75 mg.L-1,  37% and 40% 
of the samples are observed during pre- and post-monsoon 
respectively. Then, for the level 1.25-1.5 mg.L-1, 60% sam-
ples are observed during pre-monsoon and 10% are observed 
during post-monsoon. Between the two categories, there 
appears to be a positive trend with fluoride concentration, 
implying higher pre-monsoon fluoride content in the ground-
water of the study area (Fig. 6 and Fig. 7). Also, we found that 
for value 1.5 mg.L-1, we only observed 3% of the samples 
during the pre-monsoon period and nil observation during 
the post-monsoon period. Up to 0.5- 0.75 mg.L-1 level  
and between 1-1.25 mg.L-1 level, pre-monsoon observations 
are nil. Only, in Neikuppi, we find fluoride concentration 

Groundwater occurs mostly under water table or phreatic conditions in weathered, 
fractured, jointed, and faulted portions of granitic rocks and under artesian conditions 
in fractured zones located below impervious hard rocks. The pore spaces developed 
in the weathered mantle acts as shallow granular aquifers and forms the potential 
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17 Pattikadu 1.50 7.7 1127 338.7 1.50 8.09 312.34 102.1 

18 Thathalur 1.50 7.8 977.59 273.43 0.50 7.54 466.08 130.3 

19 Amaipakkam 1.50 7.7 935.27 201.94 1.00 7.61 368 116.9 

20 Kunnathur 1.50 7.9 1363.2 416.48 1.00 7.84 495.89 149.2 

21 Veerapuram 1.00 7.7 1260.7 335.67 0.50 7.33 523.38 160 

22 Kilapakkam 1.50 7.7 2647.1 882.7 0.50 7.48 1079.7 270.1 

23 Neikuppi 2.00 7.8 830.55 245.27 1.50 7.35 227.18 32.89 

24 Vilagam 1.50 7.9 1797.1 639.23 1.00 7.05 617.01 227.5 

25 Pandur 1.50 7.6 729.48 179.48 1.00 7.94 458.73 102.6 

26 Sadurangapatnam 1.50 7.5 1186.8 282.02 0.50 7.33 621.89 121.5 

27 Lathur 1.50 7.6 1523.1 431.56 0.50 7.7 551.41 108.8 

28 Irumbilicheri 1.50 7.9 1158.9 347.82 1.00 7.57 682.96 200.4 

29 Nallathur 1.50 7.3 671.01 134.48 0.00 7.34 796.62 146.3 

30 Voyalur 1.00 7.3 616.94 172.57 0.00 7.53 213.83 72.98 
 

     
 Fig. 4: Transport network of the study area. 

 

                      

 Fig. 4: Transport network of the study area.
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Table 1: Pre-monsoon and post-monsoon concentrations of fluoride (mg.L-1), pH, EC (mg.L-1), and total hardness (mg.L-1) in thirty places of groundwater 
in Thirukkazhukundram block.

No. of samples Locations   Pre-monsoon   Post-monsoon

  F pH EC TH F pH EC TH

1 Nenmeli 1.00 8.1 746.21 224.52 0.00 7.96 272.06 98.36

2 Thirumani 1.00 7.6 650.85 214.92 0.00 7.69 215.89 70.09

3 Alagusamudram 1.00 7.6 773.97 178.18 0.50 7.92 200.39 59.99

4 Keerapakkam 1.00 7.8 2402.5 787.56 0.50 7.83 883.3 191.9

5 Mosivakkam 1.00 7.5 1086.2 330.87 0.50 7.03 509.15 152.2

6 Thazhambedu 1.00 7.8 1617.4 357.13 1.00 7.42 367.1 120.1

7 Manapakkam 1.50 7.8 2740.2 734.32 1.00 7.84 1098.3 295.4

8 Kuzhipanthandalam 1.50 7.9 1108.2 340.05 1.00 7.29 241.38 58.01

9 Pulikundram 1.50 7.8 2126.2 667.88 1.50 7.84 1219.4 344.4

10 Mamallapuram 1.00 8.2 748.04 200.27 0.00 7.33 100.79 25.54

11 Ponvilayanthakalathur 1.50 7.2 2036.5 579.61 1.00 7.65 670.08 205.8

12 Thirukazhukundram 1.50 7.7 2766.5 890.13 1.00 7.45 1104.8 321.8

13 Igai 1.00 7.7 1084.6 316.14 0.50 7.29 512.06 149.7

14 Navalur 1.00 7.6 922.92 242.33 0.50 7.5 332.03 96.81

15 Kadambadi 1.50 7.8 676 166.99 1.00 7.61 236.99 79.16

16 Salur 1.50 7.7 1011.1 260.06 1.00 7.55 373.94 109.1

17 Pattikadu 1.50 7.7 1127 338.7 1.50 8.09 312.34 102.1

18 Thathalur 1.50 7.8 977.59 273.43 0.50 7.54 466.08 130.3

19 Amaipakkam 1.50 7.7 935.27 201.94 1.00 7.61 368 116.9

20 Kunnathur 1.50 7.9 1363.2 416.48 1.00 7.84 495.89 149.2

21 Veerapuram 1.00 7.7 1260.7 335.67 0.50 7.33 523.38 160

22 Kilapakkam 1.50 7.7 2647.1 882.7 0.50 7.48 1079.7 270.1

23 Neikuppi 2.00 7.8 830.55 245.27 1.50 7.35 227.18 32.89

24 Vilagam 1.50 7.9 1797.1 639.23 1.00 7.05 617.01 227.5

25 Pandur 1.50 7.6 729.48 179.48 1.00 7.94 458.73 102.6

26 Sadurangapatnam 1.50 7.5 1186.8 282.02 0.50 7.33 621.89 121.5

27 Lathur 1.50 7.6 1523.1 431.56 0.50 7.7 551.41 108.8

28 Irumbilicheri 1.50 7.9 1158.9 347.82 1.00 7.57 682.96 200.4

29 Nallathur 1.50 7.3 671.01 134.48 0.00 7.34 796.62 146.3

30 Voyalur 1.00 7.3 616.94 172.57 0.00 7.53 213.83 72.98

Table 2: Pre-monsoon and post-monsoon concentrations of fluoride(mg/L) pH, EC (mg/L) and total hardness (mg/L) (maximum and mean) in the study 
place groundwater.

Pre-monsoon Post-monsoon

Max Mean Max Mean

F 2 1.3 1.5 0.72

pH 8.2 7.7 8.1 7.6

EC 2767 1311 1219.4 525.1

TH 890.1 379.1 344.4 144
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in groundwater to be above the permissible level and that 
particular value is 2 mg.L-1.

The Hydro-Chemical Environment of Thirukkazhuku-
ndram’s Relation with Groundwater Fluoride 

The relation between environment hydrochemistry and 
groundwater fluoride is well analyzed. The scatter diagrams 
in Fig. 8 explain the pre-monsoon and post-monsoon pH, EC, 
and TH’s relation with fluoride. PH, EC, and total hardness 
(TH) administer the correlated plotting. The pH and fluo-
ride levels have a negative correlation. The main source of 
fluoride in groundwater is natural contamination, however, 
the dissolution process is still not well understood (Handa 

1975, Saxena & Ahmed 2001). Fluoride is present in fluorite, 
granite, gneisses, and pegmatite (Rama 1982), all of which in-
clude fluoride. Granite, gneisses, basalts, dolerites, quartzites, 
pegmatites, hornblende, syenites, biotite, muscovite, fluorite, 
fluoromica, cryolite, villanite, etc., (Saxena & Ahmed 2001) 
are rock varieties that have high fluoride contagion in hard 
rock terrain. The study area is characterized by three to four 
layers namely basement gneiss or charnockite hard rock over-
lain by fractured charnockite or gneissic rocks sedimentary 
subsurface and on the top we have alluvium. According to 
Thapa et al. (2009), water level variations, as well as fluoride 
contamination of groundwater in alluvial zones, are unusual. 
The majority of the dug wells along with sub-surface water 

17 Pattikadu 1.50 7.7 1127 338.7 1.50 8.09 312.34 102.1 

18 Thathalur 1.50 7.8 977.59 273.43 0.50 7.54 466.08 130.3 

19 Amaipakkam 1.50 7.7 935.27 201.94 1.00 7.61 368 116.9 

20 Kunnathur 1.50 7.9 1363.2 416.48 1.00 7.84 495.89 149.2 

21 Veerapuram 1.00 7.7 1260.7 335.67 0.50 7.33 523.38 160 

22 Kilapakkam 1.50 7.7 2647.1 882.7 0.50 7.48 1079.7 270.1 

23 Neikuppi 2.00 7.8 830.55 245.27 1.50 7.35 227.18 32.89 

24 Vilagam 1.50 7.9 1797.1 639.23 1.00 7.05 617.01 227.5 

25 Pandur 1.50 7.6 729.48 179.48 1.00 7.94 458.73 102.6 

26 Sadurangapatnam 1.50 7.5 1186.8 282.02 0.50 7.33 621.89 121.5 

27 Lathur 1.50 7.6 1523.1 431.56 0.50 7.7 551.41 108.8 

28 Irumbilicheri 1.50 7.9 1158.9 347.82 1.00 7.57 682.96 200.4 

29 Nallathur 1.50 7.3 671.01 134.48 0.00 7.34 796.62 146.3 

30 Voyalur 1.00 7.3 616.94 172.57 0.00 7.53 213.83 72.98 
 

     
 Fig. 4: Transport network of the study area. 

 

                      

Fig. 5: Frequency distribution of fluoride during pre-monsoon season (August 2016) and post-monsoon season (February 2017).
during the pre-monsoon period and nil observation during the post-monsoon period. 
Up to 0.5- 0.75 mg.L-1 level  

 
Fig. 6: Spatial map of pre-monsoon groundwater fluoride concentration of the study area. 

 
Fig. 7: Spatial map of post-monsoon groundwater fluoride concentration of the study area. 
 
 
and between 1‐1.25 mg.L-1 level, pre-monsoon observations are nil. Only, in Neikuppi, 
we find fluoride concentration in groundwater to be above the permissible level and 
that particular value is 2 mg.L-1. 
 
The Hydro-Chemical Environment of Thirukkazhukundram’s Relation with 
Groundwater Fluoride  
The relation between environment hydrochemistry and groundwater fluoride is well 
analyzed. The scatter diagrams in Fig. 8 explain the pre-monsoon and post‐monsoon 
pH, EC, and TH’s relation with fluoride. PH, EC, and total hardness (TH) administer 
the correlated plotting. The pH and fluoride levels have a negative correlation. The 

Fig. 6: Spatial map of pre-monsoon groundwater fluoride concentration of the study area.



2028 A. Amuthini Sambhavi et al.

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

during the pre-monsoon period and nil observation during the post-monsoon period. 
Up to 0.5- 0.75 mg.L-1 level  

 
Fig. 6: Spatial map of pre-monsoon groundwater fluoride concentration of the study area. 

 
Fig. 7: Spatial map of post-monsoon groundwater fluoride concentration of the study area. 
 
 
and between 1‐1.25 mg.L-1 level, pre-monsoon observations are nil. Only, in Neikuppi, 
we find fluoride concentration in groundwater to be above the permissible level and 
that particular value is 2 mg.L-1. 
 
The Hydro-Chemical Environment of Thirukkazhukundram’s Relation with 
Groundwater Fluoride  
The relation between environment hydrochemistry and groundwater fluoride is well 
analyzed. The scatter diagrams in Fig. 8 explain the pre-monsoon and post‐monsoon 
pH, EC, and TH’s relation with fluoride. PH, EC, and total hardness (TH) administer 
the correlated plotting. The pH and fluoride levels have a negative correlation. The 

Fig. 7: Spatial map of post-monsoon groundwater fluoride concentration of the study area.

Hypocalcemia and hypercalcemia are also caused by excessive fluoride6 (Nureddin 
2018). Loss of mucus layer, hyperaemia, oedema, haemorrhage, and stomach lining 
rupture are all common gastrointestinal complications (Pratusha et al. 2011), also 
nausea, vomiting, and stomach pains occur (Nabavi et al. 2013). Thyroid gland 
structural changes and dysfunctions occur as endocrine system-based effects of 
abnormal fluoride intake (Kheradpisheh et al. 2018). There is an increase in 
parathyroid and calcitonin activity, as well as secondary hyperparathyroidism and 
impaired glucose tolerance (Doull et al. 2006). With respect to the renal system, 
fluoride concentration abnormality increases the kidney stone risks (Doull et al. 2006). 
Metabolic, histopathological, and pathological variations in the glomeruli are seen 
(Bouaziz et al. 2006). 

  

  

  
Fig. 8 (a to f): Scatter diagrams showing the relationship of the study area groundwater fluoride 
and pH, EC, and total hardness. 
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Fig. 8 (a to f): Scatter diagrams showing the relationship of the study area groundwater fluoride and pH, EC and total hardness.
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bodies get depleted. The enrichment process, as well as the 
rapid decline of the water table, are made more effective by 
the soil and water reaction, and the gradual and steady casual 
leaching of fluoride into subterranean flowing water is aided 
by regional groundwater over-pumping. Because groundwa-
ter serves all of the public’s domestic needs in the study area, 
special attention must be paid to fluoride contamination in 
the groundwater, which could eventually lead to all types of 
dental and skeletal fluorosis, posing a serious threat to future 
generations (Kamalanandhini et al. 2016).

Fluoride’s Impact on Health Factor

In terms of the reproductive system (Naseem et al. 2016), 
there is a decrease in female fertility rates, as well as testos-
terone reduction, follicle stimulating hormones, and inhibin B 
quantity reduction in males (OrtizPérez et al. 2003). Fluoride 
also influences the shape and mobility of sperm in males 
(Chinoy & Narayana 1994). When it comes to neurobe-
havior (Trivedi et al. 2007), intellectual quotient (IQ) and 
thinking capacity loss occur. Children’s mental abilities are 
impaired. Children’s developing brain is subjected to neuro-
toxicity. (Grandjean & Landrigan 2006). The central nervous 
system’s energy needs are met by interrupting the glycolysis 
cycle (ValdezJiménez et al. 2011). Fluoride has an effect on 
enzyme function, protein structure, brain functioning, hence, 
defective cognition and memory occurs (Spittle 1994). When 
it comes to the cardiovascular system, excessive fluoride 
intake causes oxidative stress, which leads to inflammatory 
mechanisms, atherosclerosis, vascular stiffness, myocardial 
cell damage, Bradycardia, abnormal heart rhythms, reduced 
myocardial function, hypothyroidism, diabetes mellitus, and 
obesity (Xu et al. 1997). Hypocalcemia and hypercalcemia 
are also caused by excessive fluoride6 (Nureddin 2018). 
Loss of mucus layer, hyperaemia, oedema, haemorrhage, 
and stomach lining rupture are all common gastrointestinal 
complications (Pratusha et al. 2011), also nausea, vomiting, 
and stomach pains occur (Nabavi et al. 2013). Thyroid gland 
structural changes and dysfunctions occur as endocrine 
system-based effects of abnormal fluoride intake (Kherad-
pisheh et al. 2018). There is an increase in parathyroid and 
calcitonin activity, as well as secondary hyperparathyroidism 
and impaired glucose tolerance (Doull et al. 2006). With 
respect to the renal system, fluoride concentration abnor-
mality increases the kidney stone risks (Doull et al. 2006). 
Metabolic, histopathological, and pathological variations in 
the glomeruli are seen (Bouaziz et al. 2006). 

CONCLUSION

Natural sources constitute the main site of groundwater fluo-
ride in the study area, with a higher concentration during the 

8c

pre-monsoon season than during the post-monsoon season. 
The geology, hydrology, and geochemistry of the environ-
ment, as well as the weathering of fluoride-containing rocks 
and significant ups and downs in the water table level, all 
contribute to the presence of fluoride. Fluoride in groundwa-
ter exceeds allowed limits, posing a reasonable concern that 
is slowly increasing due to delays in the implementation of 
water treatment schemes. Also, the public relies on ground-
water for drinking and other household works. The majority 
of the public suffers from a lack of proper water supply. 
Due to the numerous health issues associated with fluoride 
concentration level abnormalities, care must be taken to 
ensure that fluoride content does not exceed the permissible 
limit, and necessary steps must be taken to protect the lives 
of those who live in this area.
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ABSTRACT

In recent years, waste management has become a major concern in Russian cities. This can be 
addressed through the circular economy. Developing Eco-Industrial Parks (EIP) can be considered 
an innovative infrastructure of a circular economy. EIP is based upon the principles of industrial 
symbiosis involving the exchange of material and energy flows, sharing of infrastructural facilities, 
and provision of municipal utility and other services. Researchers have found that most industrial 
symbiotic interconnections originated spontaneously, the main driver being the increasing commercial 
benefits of such interchange. Still, the authors were able to identify pre-designed EIP through their 
examination of global practices. This paper proposes a five-stage methodological approach to EIP 
organization. This methodology was applied to create a model of an EIP in the Voronezh Region, one 
of the fastest developing regions in Russia. Implementation of this model is intended to help solve 
a set of environmental, economic, and social problems of a region. The approach to creating EIPs 
described in this study can be used in other places to improve resource efficiency and reduce waste 
disposal. Because Russia’s garbage disposal rate currently exceeds 90% per year, this is one of the 
country’s top sustainable development priorities. 

INTRODUCTION

Innovative infrastructure based on a circular economy is a con-
cern of many cities around the world. This demand is mainly 
driven by the lack of raw materials, an increasing volume of 
hazardous waste, intensifying unplanned landfills, and the lack 
of energy resources. Disposal of waste is a problem in many 
cities of Russia and a solution is immediately required towards 
the establishment of energy-efficient infrastructure. Develop-
ing a circular economy for industrial processes will reduce 
resource consumption and eliminate unauthorized landfills 
and dumps. EIP in Russia integrates the concept of circular 
economy, which is crucial for the sustainable development of 
the country (Zhou et al. 2017, Pakhomova et al. 2017). 

The basic premise of ensuring an ecosystem’s sustaina-
bility is to keep its constituents in a closed loop. Despite the 
fact that the entire biosphere is enveloped in a circle of intense 
global currents and changes, these currents and changes are 
almost perfectly balanced; in other words, they are looped. 
Everything that a living organism has produced, including 
itself, is consumed by organisms of other species, chain-wise. 
These processes are cyclical and do not result in the creation 
of “surplus” matter due to the use of solar energy. 

Metabolic (within an organism) and physical (natural 
circuit of matter) cycles in the biosphere ensure chemical 
and physical continuity of the environment. The law of equi-
librium of cycles may be termed the “principle of cyclical 
circularity”, or “circularity principle”. Looped metabolic and 
physical cycles help to maintain the continuity of chemical 
and physical properties of the biosphere, which is called 
sustainability (Mashukova 2016, Skobelev 2020).

Based on various research gaps and research questions 
the following research objective have been set for the study, 
objective 1: Analyze the possibility of organizing an industrial 
system by analogy with the natural system through the creation 
of eco-industrial parks, objective 2: Develop an algorithm for 
organizing eco-industrial parks and objective 3: To put the 
developed algorithm to the test on a real-world problem in 
one of Russia’s regions. The project’s major goal is to create 
a mechanism for putting a circular economy into practice in 
eco-industrial parks by closing resource cycles. For Russia’s 
sustainable development, improving resource efficiency and 
decreasing waste disposal at landfills are top priorities.

The paper presents a methodological approach towards 
the organization of EIP, with five main stages:
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Step 1 – Assessment of the current situation in the field of 
waste and secondary resources management in the region

Step 2 – Collecting the main flows directed to the EIP

Step 3 – Defining the object composition of the EIP and the 
list of technological solutions

Step 4 – Selection of a land area for EIP location

Step 5 – Defining the EIP performance indicators

This is an aggregative method, but it does not allow for the 
formulation of a comprehensive concept for the creation of 
eco-industrial parks. Each level can be detailed in the future 
based on the unique design conditions of eco-industrial parks.

This principle of natural ecosystems organization is the 
foundation of the circular economy concept (Tyrganova & 
Makhashkeeva 2014). Similarly, to a natural ecosystem, the 
industrial and utility system may be regarded as a spatially 
defined aggregate of production components (cells), includ-
ing production sites, facilities, factories, etc., and natural 
objects, all integrated with material, energy, and information 
interconnections (Smirnova et al. 2018). Within such a sys-
tem waste generation is the result of the production processes. 
Waste management, existing in such systems, requires the 
collection, transportation, recycling, decontamination, or 
landfilling (Ayres & Simonis 1994). Material and energy 
flows are transported between components (objects) of the 
industrial realm and the environment in municipal/industrial 
ecosystems, just as they are in natural ecosystems. There is 
an informal interaction between these objects.

The analogy between natural and municipal/industrial 
ecosystems can be described as “industrial symbiosis”. In-
dustrial symbiosis, as a part of the new area of the industrial 
ecology, implies combining of the material and energy flows 
via local and regional economics. This symbiosis draws the 
attention of traditionally autonomous industries to collab-
orate to achieve a competitive advantage in the physical 
exchange of materials, energy, and water (Fischer-Kowalski 
1998). The core elements of the industrial symbiosis are 
active collaboration and symbiotic opportunities ensured by 
the geographical proximity of industrial enterprises (Albino 
et al. 2016).

For optimal implementation, the concept of creating an 
eco-industrial park should be based on an interdisciplinary 
approach. Several terminologies and definitions are used by 
organizations to refer to EIPs and similar related concepts. 
Fig. 1 presents combinations of commonly used terms relat-
ing to EIPs. As per World Bank 2021 International Frame-
work for Eco-Industrial Parks, broadly, EIPs can be defined 
as, “managed industrial areas that promote cross-industry 
and community collaboration for common benefits related 
to economic, social and environmental performance”. The 
concept of EIP has evolved to address additional and inter-
related aspects, including, resource-efficient and cleaner 
production, climate change, pollution, industrial symbiosis, 
social standards, shared infrastructure, and management 
of risks and shared resources at higher echelon, land, and 
ecosystem services. 

In worldwide practice, such interconnections have been 
evolved into Eco-Industrial Parks (EIP). The generally accept-
ed definition of EIPs is currently based on the wording by Er-
nest Lowe published in 2001 in the “Eco-Industrial Handbook” 
prepared with the assistance of the Asian Development Bank 
- “An Eco-Industrial Park is a community of manufacturing 
and service businesses seeking enhanced environmental and 
economic performance through collaboration in managing 
environmental and resources issues including energy, water, 
and materials. By working together, the community of busi-
nesses seeks a collective benefit that is greater than the sum 
of the individual benefits each company would have realized 
if it optimized its individual interests” (Ernest 1995). 

However, other definitions exist, emphasizing specific 
features and components of an EIP. Below there are some 
examples of them.

According to Smirnova et al. (2019), the term eco-in-
dustrial park is used to define both eco-industrial parks and 
eco-innovative areas combining residential and industrial 
activities, such as eco-cities or eco-industrial zones. Eco-in-
novation parks are designed with the environment in mind 
(e.g., piloting installations and processes, designing new 
goods) and actively work with research and development 
institutions.
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Côté and Cohen-Rosenthal present the following defini-
tions (Côté & Cohen-Rosenthal 1998, Coté & Hall 1995), 
“An Eco-Industrial Park is a community of businesses aiming 
at the improvement of their environmental and economic 
performance through co-operation inefficiently sharing 
resources including efficient consumption of energy, water, 
and materials. An EIP is created to improve the economy of 
its participants while minimizing their environmental impact. 
Components of this approach involve a new or redefined 
design of parking infrastructure and installations, preven-
tion of pollution, increasing energy efficiency, and other 
areas of collaboration between the companies in and EIP. 
Such form of cooperation may be defined as an industrial  
ecosystem.”

“An Eco-Industrial Park is an industrial system which 
conserves natural and economic resources; reduces pro-
duction, material, energy, insurance, and treatments costs 
and liabilities; improves operating efficiency, quality, 
worker health, and public image; and provides opportu-
nities for income generation from use and sale of wasted  
materials”.

In their publications Chertow (2007), Smirnova et al. 
(2019), and Côté and Cohen-Rosenthal (1998), the authors 
claim that the key factor of EIP operation is establishing 
material and energy flows between businesses both on the 
local and regional economy levels. The key element of all 
the above definitions of the concept of “eco-industrial park” 
is the organization of “closed cycles of materials” between 
enterprises in EIPs. Such exchanges of material and energy 
flows are called industrial symbiosis.

As a result, EIPs apply a set of industrial ecology system 
components, presenting another definition of an EIP as “an 
industrial unity of businesses aimed at more efficient use of 
natural resources, also via industrial symbiosis” (Kiseleva 
et al. 2018).

By physically exchanging materials, energy, water, and 
by-products, industrial symbiosis encourages industries 
that operate separately to come together in sharing material 
and energy flows in areas with essential and technological 
options, gaining a competitive economic and environmental 
edge for all participants (Neves et al. 2016). New “unex-
pected” connections between various facilities operating 
in different production (among others) industrial areas 
may appear in EIPs thanks to the geographical proximity 
of such facilities. For instance, some authors define an EIP 
as “a set of manufacturing and service businesses located 
within one site and employing the same infrastructure”  
(Hein et al. 2016).

EIPs can be developed via two approaches, the first one is 
based on self-organization of companies into an EIP and the 

second one could be based on an analysis of the production 
processes of the potential EIP participants as well as local/
regional material and energy flows, implying a dedicated 
design of an EIP. 

The second approach is more holistic. Owners of business 
organizations may have an interest in forming (participating 
in) an EIP as soon as they discover the prospects for maxi-
mizing operational efficiency through symbiosis (Alejandro 
et al. 2018).

Table 1 demonstrates a few examples of eco-industrial 
parks with the main benefits that have been achieved in their 
operation.

Designing the organization of an EIP requires methodo-
logical approaches and template technical and administrative 
solutions. Many authors proposed different approaches for 
this task (Chew et al. 2017, Tiejun 2010, Park & Behera 
2014, Leeuwen et al. 2003). Still, the analysis of the solu-
tions proposed by Chew et al. (2017), Tiejun (2010), Park 
and Behera (2014), and Leeuwen (2003) indicates the need 
to consider national specifics of economics in the regions 
where the EIP should be established. This paper attempts to 
take into account such specific features.

The assessment of material flows that can be directed to 
the eco-industrial park is the general step of the analyzed 
approaches to the organization of EIPs and the established 
methodology. At the same time, in addition to identifying 
material flows, an important stage in the established tech-
nique is determining the location of the eco-industrial park, 
taking into account the possibilities of the subsequent sale 
of its products.

MATERIALS AND METHODS

The study is divided into two parts.

The first part describes the developed methodology for 
organizing eco-industrial parks. The creation of EIPs is a 
multi-step process that starts with an analysis of the current 
situation “before the organization of an EIP” to an assessment 
of its operation. The key steps in the process for organizing 
Eco-Industrial Parks were formulated after an analysis of 
socioeconomic factors and environmental indicators in the 
regions of potential EIP locations. The EIP guide scheme is 
shown in Fig. 2.

In the second part of the study, the developed approach 
was applied to create a model of an Eco-Industrial Park in 
the Voronezh Region, one of the developing regions of the 
Russian Federation.

The article is based on the analysis of literature sources, 
official regional data, and case studies of the authors.
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RESULTS AND DISCUSSION

The EIP Methodology

The entire process is viewed as an algorithm accelerator, 
allowing for the rapid identification and analysis of relevant 

IS opportunities (Fig. 3). Each individual step’s methodolo-
gy, as well as the required inputs and expected outputs, are 
detailed below.

Step 1 – Assessment of the current situation in the field of 
waste and secondary resources management in the region

5 

The first part describes the developed methodology for organizing eco-industrial parks. 
The creation of EIPs is a multi-step process that starts with an analysis of the current 

situation "before the organization of an EIP" to an assessment of its operation. 
The key steps in the process for organizing Eco-Industrial Parks were formulated after 

an analysis of socioeconomic factors and environmental indicators in the regions of potential 
EIP locations. The EIP guide scheme is shown in Fig. 2. 
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Environmental 
benefits  

References 
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organized 

No data 4614  Waste 
Prevention 
(1997): 

1 mln.m-3 of 
sewage sludge 

200,000 tons 
of fly ash and 
boiler slag 

(Smirnova et 
al. 2019) 
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Denmark/ 
Kalundborg

9 Regional Self-organized No data 4614 Waste Prevention (1997):
1 mln.m-3 of sewage sludge
200,000 tons of fly ash and boiler 
slag
80,000 tons of sludge from gas 
cleaning 
2800 tons of sulfur
300,000 tons - annual reduction of 
CO2 emissions

(Smirnova et 
al. 2019)

Austria/
Styrian recy-
cling network

28 Regional Self-organized, 
supported

No data 22943 1 mln tons of by-products 
collected, 780,000 tons recycled, 
200,000 tons thermal recycled.
Reached 70% waste recycling 
rate,
reduced 42% of CO2 emissions,
25% of energy resources are 
renewable

(Smirnova et 
al. 2019)

Finland/ 
Harjavalta

13 local self-organized No data 1000 Waste utilization rate - 81.8%.
351 tons/year of energy waste
181 tons/year of metal waste
124 tons/year of hazardous waste
15 tons/year of paper waste 
16 tons/year of MSW

(Cooperation 
Fostering 
Industrial 
Symbiosis 
Market 2018)

South Korea, 
Ulsan Mipo, 
and Onsen 
Industrial 
Park

1000 Local Supported, 
planned

US$ 65 million.year-1 
from selling by-prod-
ucts and waste for re-
cycling purposes.
US$ 78.1 million.year-

1 from energy and ma-
terial savings (in 2016)

35 saved 279,761 tons of oil equiva-
lent in energy use
reduction of 665,712 tons of CO2 
emissions and 4052 tons of toxic 
gases during 2005–2016
79,357 tons of water and 40,044 
tons of by-products and waste 
were reused

(World Bank 
2021)
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Input data analysis is the cornerstone of creating an EIP in 
a given region. This stage envisages evaluation of all available 
data on waste management in the region and its bordering 
regions; regional and national statistical accounts; data from 
environmental reference guides and databases; strategies for 
aerial and socioeconomic development; strategies for the 
development of certain industries; and marketing research 
reports on secondary resources markets.

These activities provide information on the following:

	 •	 amount of municipal solid waste (MSW) and industrial 
waste generated in the region;

	 •	 presence of the facilities for treatment, recycling, and 
landfilling of waste, if any, and the rate of capacity 
utilized;

	 •	 number of prospective sites for collecting, recycling, 
and decontamination and their location; 

	 •	 Options for the development of industrial symbiosis;

	 •	 Opportunities for the interregional collaboration;

	 •	 Problems in waste management in bordering regions.

This set of data is the baseline for the next step.  

Step 2 –Collecting the main flows directed to the EIP

At this stage, the analysis focuses on raw material flows 
of the potential EIP, including MSW, industrial waste, and 
prospective secondary resources to be probably generated 

during EIP operations including waste sorting and waste 
recycling. 

The criteria for the selection of prospective secondary 
resources include their sufficient weight or volume; signifi-
cant environmental impact; and the availability of recycling 
technologies.

The design of an EIP project requires drawing a plan to 
combine enough physical resources to enable reaching target 
rates of recycling and producing a strategy for collecting 
such resources.

A prospective increase in estimated capacity due to 
a possible increase in future waste flows resulting from 
interregional interaction or the elimination of objects of 
accumulated environmental damage, among other causes, 
must be considered in addition to the forecast average level 
of material flows towards a planned EIP.

Step 3 – Defining the object composition of the EIP and the 
list of technological solutions

Following the creation of the EIP’s list of material 
resources, one must then create a list of technological solu-
tions for the treatment, recycling, and decontamination of 
industrial and municipal waste/secondary resources to use 
in the manufacturing process. The analysis and marketing 
for the output based on secondary resources must be the 
following step. 

10 
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Selection of technologies requires envisaging the inter-
connectivity of technologies for the realization of symbiotic 
industrial connections between industrial facilities.

Technologies for treatment, recycling, and decontamina-
tion of industrial and municipal waste/secondary resources 
shall meet the following requirements:

	 •	 waste generated within the EIP operations process shall 
be safe or present minimal risks to the environment and 
human health;

	 •	 most of the waste shall be returned to the production 
cycle or must be securely disposed of as environmentally 
safe objects;

	 •	 the amount of landfilled waste must be minimized.

Step 4 – Selection of a land area for EIP location

The composition of the prospective EIP objects defines 
the requirements for the land area to locate the EIP. Its 
selection is a standalone task that also needs a multifactor 
approach.

The main criteria for the selection of a land area for 
EIP include:

	 •	 available area;

	 •	 effective transportation leg, from the source of waste 
generation through the waste storage places to the re-
cycling and utilization facilities;

	 •	 suitable infrastructure (water supply and removal, en-
ergy and thermal power supply, good surface transport 
network);

	 •	 the land area’s compliance with the current regulations 
and demands.

Other meaningful factors are the potential for the de-
velopment of neighboring urban and rural communities, 
their functional zoning and development pattern, utility 
and transport infrastructures, rational management of nat-
ural resources, and environmental protection. It’s essential 
to consider the efficient material sources while deciding 
where to locate EIPs. As a result, it is vital to select places 
with the maximum concentration of material flow sourc-
es, as well as factors affecting the region’s development, 
such as physiographic, socioeconomic, transportation, and  
logistical.

EIPs’ infrastructure is built in accordance with legislation 
governing industrial and technological infrastructure, opera-
tional profiles, and material and energy inputs.

The design of EIPs and implementation plans for inno-
vative solutions shall account for reliability, ease of use, and 
the operational and maintenance efficiency of infrastructural 
facilities, as well as their reorganization and reconstruction, 

to ensure sustainable cost efficiency and the opportunity for 
technical upgrades.

There is the option to use economically and technically 
viable decentralized facilities.

In the design of an EIP, the transport and utility infra-
structure shall ensure the following:

	 •	 possibility for the cooperation between utility facilities 
such as water supply and wastewater disposal, power 
and heating and gas supply, communications, etc.;

	 •	 interaction between industry facilities;

	 •	 transport links between urban and rural communities;

	 •	 separation of cargo and passenger traffic, the building of 
parking areas and networks of walkways and bicycle lanes;

	 •	 rational organization of pedestrian and automobile 
traffic towards workplaces, minimization of distances 
from operation support infrastructure. 

Step 5 –Defining the EIP performance indicators

At this stage, we apply specially designed performance 
indicators to assess the efficiency of the EIP project in three 
main aspects, environmental, economic, and social.

As the key part of the circular economy, an EIP primarily 
aims at creating closed-loop supply chains to maximize the 
return of waste and secondary resources to new production. 
This approach enables efficient preservation and augmen-
tation of natural resources and streamlining production 
processes, increasing resource and energy efficiency, which 
helps to scale down environmental problems and improve the 
region’s economic efficiency and sustainability. Symbiotic 
connections between EIP participants allow addressing a 
number of diverse tasks as follows:

	 •	 reducing landfill areas;

	 •	 reducing emissions, dumping, and generation of waste;

	 •	 reducing energy and material costs;

	 •	 increasing resource and energy efficiency;

	 •	 returning secondary material resources to the production 
cycle and reducing consumption of natural resources;

	 •	 strengthening climate resilience by reducing greenhouse 
gas emissions from landfills;

	 •	 boosting capex efficiency while reducing operating 
costs;

	 •	 creating new jobs;

	 •	 raising the quality of life, also by improving environ-
mental and economic conditions;

	 •	 supporting the region’s transition to the development in 
the circular economy model.
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Below are the results of the evaluation of the described 
methodology applied to the organization of an EIP in the 
Voronezh Region of the Russian Federation.

Case Study

Voronezh Region, located in the Central European part of 
Russia, has an area of 52,216 sq.km, with a population of 
2.4 million. The region comprises eight administration clus-
ters: Voronezhsky, Liskinsky, Rossoshansky, Bogucharsky, 
Paninsky, Buturlinovsky, Borisoglebsky, and Kalacheevsky. 
The climate is continental. Economically, the region focuses 
on agriculture, industrial manufacturing, and construction. 
The main sources of waste generation are manufacturing 
facilities, MSW and food production, animal farms, and 
agricultural farms. Combined, they account for 4/5 of the 
region’s total industrial output. Leaders by waste genera-
tion in Voronezh Region are animal farms, sugar factories, 
and vegetable processors (The Strategy of Socio-Economic 
Development of the Voronezh Region 2018).

Step 1 – Assessment of the current situation in the field of 
waste and secondary resources management in the Voronezh 
Region

The amount of MSW generation
According to the waste inventory register of the Voronezh 
Region, the Voronezhsky inter-municipal cluster generates 
the greatest amount of waste, standing at 755.5 thousand tons 
(66% of the total in Voronezh Region), due to a significant 
concentration of population in the Voronezh agglomeration 
and a higher level of industrial and business activity. In each 
of the other seven inter-municipal clusters of the Voronezh 
Region, the amounts of annually disposed of MSW are mean-
ingfully lower (Voronezh waste management system 2016). 

Waste disposal facilities
There are 30 facilities on the list of waste disposal sites in 
the Voronezh Region. Over 80% (24 facilities) are landfills. 
17 of them deal with MSW and seven deal with industrial 
waste. Six facilities are dumpsites.

The majority of MSW landfills in the Voronezh Region 
are located in the Voronezhsky inter-municipal cluster. The 
capacity of landfills (filled with wastes) in the Voronezh 
Region ranges from 14% up to 115 %.

MSW treatment facilities

The sites for MSW treatment in the Voronezh Region are 
waste sorting facilities, five are in operation and are located in 
the Voronezhsky cluster (Novosumansky and Semilukinsky 
Districts), Borisoglebsky cluster (Povorinsky District), and 
Rossoshansky cluster (Rossoshansky District) (Voronezh 
Waste Management System 2016). 

Waste recycling facilities
These are concentrated mainly in the Voronezhky clus-
ter, in the City of Voronezh, and recycle all fractions of  
MSW. 

Interregional co-operation
To assess the options for interregional collaboration in the 
operation of an EIP, we analyzed waste management sys-
tems in neighboring regions. Voronezh Region borders the 
Lipetsk, Tambov, Volgograd, Belgorod, Kursk, Rostov, and 
Saratov Regions. This analysis helped to define prospective 
districts from which waste (secondary resources) flows could 
be directed to the Voronezh EIP. Selection criteria included 
geographical proximity to the Voronezh Region and the ab-
sence of facilities for treatment, recycling, decontamination, 
and landfilling of MSW. The authors advise directing MSW 
flows from Terbunsky, Khlevensky, and Umansky Districts 
of Lipetsk Region as well as from Rovensky District of Bel-
gorod Region (Belgorod Waste Management System 2016, 
Lipetsk Waste Management System 2019).

Industries and industrial waste
The industrial sector of the Voronezh Region is dominated 
by agriculture (The Strategy of Socioeconomic Development 
of the Voronezh Region 2018). As of 2018, the breakdown 
of industrial waste by volume in the Voronezh Region was 
as follows:

	 •	 food production – 3,810.23 thousand tons;

	 •	 animal farms waste – 2,852 thousand tons;

	 •	 mineral fertilizer production – 287.33 thousand tons.

Voronezh Region has no facilities for demercurization. 
Being a major logistical hub, Voronezh is the main producer 
of mercury-containing waste, while also accumulating the 
residue of such type delivered from other municipalities. It 
handles redirection of waste for decontamination outside of 
the region: to Moscow and the Regions of Moscow, Kursk, 
Ryazan, and Ulyanovsk.

The results of the analysis of the current situation in waste 
management in the Voronezh Region and bordering regions 
are presented in Table 2.

The Voronezhsky cluster is the primary source of MSW 
in the Voronezh Region. In Semiluksky Municipal District, 
there are three garbage disposal sites, facilities for recycling 
all MSW fractions, and a waste sorting facility with a used 
capacity of 440 thousand tons.year-1 (Voronezh Waste Man-
agement System 2016). The MSW sorting plant has a design 
capacity of 900 thousand tons.year-1.

Step 2 –Collecting the main flows directed to the EIP

We believe that recycling potential secondary resources 
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such as scrap paper, plastic trash, and scrap glass have the 
most potential.

The establishment of a chain of interactions from waste 
generation to the manufacturing of products from waste and 
secondary resources is an example of how the methodological 
approach to the formation of material flows can be used to 
the EIP.  (see Table 3). 

Agriculture has the highest industrial load in Voronezh 
Region. Organic waste, manure, and food producers’ waste 
could be generated by producers of meat, sugar, oils, fats, 
canned vegetables, and fruits, etc.

Step 3 – Defining the object composition of the EIP and the 
list of technological solutions

The agricultural sector defines the base for the prospective 
EIP. We advise building a complex for composting organic 
waste that would act as the anchor facility of the EIP. Pro-
duced compost shall be used for reclamation (remediation) 
of full landfills and unauthorized dumps. In the future, 
the complex may be converted to generate energy for the 
construction of other facilities within the EIP. Based on the 
analysis in steps one to three, we propose locating two sites 

of the Voronezh EIP in the Semiluksky and Rossoshansky 
districts. The proposed composition of the EIP by the exam-
ple of Semiluksky District is presented in Fig. 4.

Step 4 – Selection of a land area for EIP location

The assessment based on our methodological approach re-
sulted in the selection of two sites for the creation of the EIP:

	 •	 in Semiluksky District, with the area of 30.88 hectares 
and the developed infrastructure in the distance of 1.7 
km from the MSW sorting plant;

	 •	 in Rossoshansky District, with an area of 4.6 hectares 
and the developed infrastructure in the distance of 3 km 
from the MSW sorting plant.

Step 5 – Defining the EIP performance indicators

The evaluation of the efficacy of the EIP activities was facili-
tated by the identification of three areas and the development 
of specific and quantitative performance indicators for each 
of them (Table 4).

The cornerstone of industrial symbiosis, according to 
leading Russian and worldwide specialists in the circular 
economy, is established by the combination of resource ex-
change between companies, recycling of secondary resourc-

Table 3: Chains of relationships from waste generation to the final consumer of products.

Material flow
(waste type)

Waste recycling company Secondary resources Recycled products Potential consumers of  
secondary resources

Plastic waste Voronezh-Polymer LLC
LLC Polymer-Chernozemye
LLC “Contact”
LLC “Management Company 
Region-Resource”
Voronezhvtorma LLC

Crusher, agglomerate, 
granules, flex

Polyethylene film, garbage bags, 
polyethylene granules, LDPE film, 
plastic packaging

Producers of PET bottles and 
other plastic packaging, bris-
tles for cleaning equipment, 
building materials

Paper waste Eco Liner LLC
LLC “Kharti”
LLC “Kivo Market”
LLC “KartonChernozemye”

Pressed sorted waste 
paper, cellulose wool

Sanitary and hygienic products, 
corrugated board, cardboard

Producers of cardboard, san-
itary products

Scrap glass “Branch of LLC RASCO”
Voronezh glass container plant”
LLC “Sferastek”

Sorted scrap glass Foam glass, fiberglass, glass crystal 
materials, road marking materials 

Producers of glass contain-
ers, building materials

Processed containers Reusable packaging Producers of drinks, food

Table 2: The results of data analysis.

Waste generation Voronezh cluster 755.5 thousand tons (65% of the total education in the Voronezh Region)

Waste disposal facilities, percentage of filling Only 30, of which 14 are 115% filled

Current MSW recycling facilities Recycling companies of all MSW fractions
(Voronezh cluster)

Planned waste recycling facilities 8

MSW processing facilities 7 waste sorting facilities

Interregional interaction Belgorod region (Rivne district)
Lipetsk region (Terbunsky, Khlevensky, and Umansky districts)

Industrial waste Waste from food production, farm animal waste, garden waste, mercury lamps, used oils
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es, involvement of many enterprises, and manufacture of 
competitive goods. The proposed methodological approach 
reflects this viewpoint.

The findings of the work on the EIP model’s or-
ganization have been approved, and the Voronezh Re-
gion Administration is considering them further. The 

approach is planned for possible replication in other  
regions. 

Thus, using the Voronezh Region of Russia as an 
example, the five stages of EIP organization proposed in the 
study make it possible to close waste streams to recycling 
firms operating and developed within the eco-industrial park. 

13 

Agriculture has the highest industrial load in Voronezh Region. Organic waste, manure, 
and food producers' waste could be generated by producers of meat, sugar, oils, fats, canned 
vegetables, and fruits, etc. 

Step 3 – Defining the object composition of the EIP and the list of technological solutions 
The agricultural sector defines the base for the prospective EIP. We advise building a 
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compost shall be used for reclamation (remediation) of full landfills and unauthorized dumps. In 
the future, the complex may be converted to generate energy for the construction of other 
facilities within the EIP. Based on the analysis in steps one to three, we propose locating two 
sites of the Voronezh EIP in the Semiluksky and Rossoshansky districts. The proposed 
composition of the EIP by the example of Semiluksky District is presented in Fig. 4. 

 
 

 
Fig. 4: Model of the object composition of the EIP in the Semiluksky district 
 

Step 4 – Selection of a land area for EIP location 
The assessment based on our methodological approach resulted in the selection of two 

sites for the creation of the EIP: 

 in Semiluksky District, with the area of 30.88 hectares and the developed 
infrastructure in the distance of 1.7 km from the MSW sorting plant; 

 in Rossoshansky District, with an area of 4.6 hectares and the developed infrastructure 
in the distance of 3 km from the MSW sorting plant. 
Step 5 – Defining the EIP performance indicators 

The evaluation of the efficacy of the EIP activities was facilitated by the identification of 
three areas and the development of specific and quantitative performance indicators for each of 
them (Table 4). 

Fig. 4: Model of the object composition of the EIP in the Semiluksky district

Table 4: Assessment of compliance with the criteria for sustainable development of performance indicators of the EIP

Indicator type Indicator

Economic Increasing share of secondary resources usage in production

Increasing investments in waste recycling and recovery and use of secondary resources

Decreasing fees for the negative impact of waste disposal

Decreasing operating costs

Environmental Reducing landfill disposal

Increasing waste recycling rate

Decreasing emission of greenhouse gases

Increasing the secondary resources recovery rate

Increasing volume of production using waste and secondary resources

Improving resource and energy efficiency

Increasing number of facilities implementing the best technologies available

Social Increasing public satisfaction with the quality of the environment

Increasing the number of jobs involved in waste recycling and using secondary resources
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This is in line with the primary goals of establishing an eco-
industrial park: improving resource efficiency and reducing 
landfill waste disposal. 

CONCLUSION

The authors presented a methodological approach based on 
classification and algorithmization of operations that must 
be followed to create an Eco-Industrial Park. In steps One 
and Two, initial data is processed to evaluate and calculate 
material flows to the prospective EIP. In step 3, the data 
collected and processed is used for designing the project 
composition of the EIP and choosing the required techno-
logical solutions. Step four sets the requirements for the 
land area and infrastructure for the EIP. In the final step, five 
performance indicators of the EIP are defined. This approach 
aims at delivering a comprehensive solution to the problem 
of waste management and reuse of secondary resources in 
regional economics. Implementing this technology to con-
struct an EIP in the Voronezh Region could help to streamline 
trash flows and raise recycling rates by increasing capacity, 
all while lowering the negative environmental impact of 
waste landfilling. Implementing the circular economy in the 
appropriate region is one of the EIP’s core ideas.

This paper gives a general outline of the methodology for 
the Eco-Industrial Parks organization. The authors continue 
refining the approaches to develop more detailed operations 
at each step and produce template technological solutions 
for EIPs.
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ABSTRACT

Mesoporous clay-starch ceramic pellets have been prepared using silica-rich low fire clay and potato 
starch as a pore-forming agent. The ceramic pellets prepared using 30% starch, showed the highest 
porosity and lowest compressive strength among all the different pellets. Batch mode studies using 
the pellets showed higher methylene blue adsorption capacity with an increase in time and increased 
initial dye concentration. The adsorption capacity was found to decrease with increasing pellet dose, 
while pH had a negligible effect on methylene blue removal which makes them a suitable adsorbent 
in both acidic and basic mediums. Adsorption isotherm analysis of the process was followed by the 
Langmuir adsorption isotherm whereas the kinetics analysis fitted well with the pseudo-second-order 
kinetic model. A low-cost, simple device was made from a stainless-steel wire mesh with mesoporous 
ceramic pellets enclosed in it, which can easily be dipped and taken out of an aquarium and can 
remove methylene blue from water. 

INTRODUCTION

A number of drugs, dyes, and chemicals are widely used 
to treat various problems and diseases in fish. Different 
chemicals used in aquaculture, when get mixed with envi-
ronmental components, cause various harmful effects (Mabel 
et al. 2019).  Many of the dyes are toxic and carcinogenic in 
nature, causing threats to humans and other living organisms 
(Abdel-Halim 2013). Due to their synthetic origin, high mo-
lecular weight, and complex structures they are resistant to 
biodegradation. Discharge of dye-containing water, even in 
the low concentration affects the process of photosynthesis, 
chemical oxygen demand, and the quality of water which 
in turn disturbs the ecological balance (Yemendzhiev et al. 
2009).  

Methylene Blue (MB) is a cationic dye belonging to an 
azo group and characterized by an N=N bond. The structure 
of MB is shown in Fig. 1a:

MB is commonly used for dyeing textiles, leather, and 
paper. Exposure to MB results in an increased heartbeat, 
vomiting, jaundice, Heinz body formation, and tissue ne-
crosis in humans (Zeynolabedin et al. 2015) in the long 
term. MB is also used for the removal of external parasites 
as well as for fungal infections in fishes at a concentration 
of 0.15 to 1-2 ppm. Most aquariums are fitted with activated 
carbon filters before a mechanical filter to filter out the odor 
and color causing contaminants that accumulate over time. 

This activated carbon filter has to be removed before MB 
treatment, otherwise, the filter would absorb MB, rendering it 
useless and the treatment would also be ineffective. Post MB 
treatment, the aquarium water has to be changed to remove 
the MB before putting in the activated carbon filter back. 
Discharging a large volume of dye-containing water into the 
environment, even at low concentrations is an ecological risk. 
Therefore, it is important to remove MB from the aquarium 
water post-MB treatment.  

Among different techniques of dye removal from water, 
adsorption is a widely used process due to its effectiveness, 
cost, simple design, and easy operation (Ahmed et al. 2010). 
Ceramics are an effective adsorbent for the removal of dyes 
and chemicals from aqueous systems due to their low cost 
and natural availability. The use of different additives helps 
in transforming clay minerals into porous materials and these 
can be stabilized through calcination. Increased porosity 
makes them useful to control environmental pollution in 
relation to dye adsorption (Elimbi et al. 2019).

   2021pp. 2041-2050  Vol. 20
p-ISSN: 0972-6268 
(Print copies up to 2016)

No. 5 
(Suppl)

		  Nature Environment and Pollution Technology
	 	 An International Quarterly Scientific Journal

Original Research Paper

e-ISSN: 2395-3454

Open Access Journal

Nat. Env. & Poll. Tech.
Website: www.neptjournal.com

Received: 04-05-2021
Revised:    13-05-2021
Accepted: 01-07-2021

Key Words:
Clay
Aquaculture
Methylene blue
Potato starch
Adsorption

Original Research Paperhttps://doi.org/10.46488/NEPT.2021.v20i05.021

   

 

 

INTRODUCTION 

A number of drugs, dyes, and chemicals are widely used to treat various problems and 

diseases in fish. Different chemicals used in aquaculture, when get mixed with environmental 

components, cause various harmful effects (Mabel et al. 2019).  Many of the dyes are toxic and 
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MB is commonly used for dyeing textiles, leather, and paper. Exposure to MB results in an 

increased heartbeat, vomiting, jaundice, Heinz body formation, and tissue necrosis in humans 

(Zeynolabedin et al. 2015) in the long term. MB is also used for the removal of external parasites 

as well as for fungal infections in fishes at a concentration of 0.15 to 1-2 ppm. Most aquariums are 

fitted with activated carbon filters before a mechanical filter to filter out the odor and color causing 

contaminants that accumulate over time. This activated carbon filter has to be removed before MB 

treatment, otherwise, the filter would absorb MB, rendering it useless and the treatment would also 

be ineffective. Post MB treatment, the aquarium water has to be changed to remove the MB before 

putting in the activated carbon filter back. Discharging a large volume of dye-containing water 

into the environment, even at low concentrations is an ecological risk. Therefore, it is important to 
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Fig. 1a. Chemical structure of Methylene Blue.
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In this paper, we report the preparation of mesoporous 
ceramic pellets using low fire clay and potato starch and the 
testing of an MB removal device containing these ceramic 
pellets. This device can be used in aquariums to conveniently 
remove MB, remaining after antifungal treatment of fishes at 
ultralow concentrations at an extremely low cost. 

MATERIALS AND METHODS 

Preparation of Mesoporous Ceramic Pellets

For making the ceramic pellets, 5 mm holes were drilled into 
a mild steel plate of 5 mm thickness. The plates were then 
cleaned and painted to protect from corrosion and these plates 
were then used as molds for making pellets. Low fire clay 
was purchased from Bhoomi Pottery, Mumbai, Maharashtra, 
and was used as such. All chemicals used were of AR grade.

The clay powder and starch were mixed in defined 
proportion (Table 1) in a pestle mortar for 15 min with a 
minimum quantity of distilled water to make it plastic (e.g., 
8 g clay, 2 g starch, and 5 mL distilled water). The wet clay 
was poured into the mold and left to dry in shade. The green 

pellets were then removed with the help of a cotton-tipped 
steel rod and placed in a silica crucible. The ceramic pellets 
were now fired in a muffle furnace and the temperature was 
raised in stages to reach 850°C. After heating, the furnace was 
turned off and pellets were left to cool overnight. Ceramic 
pellets made from clay, starch, and water are named clay-
starch ceramic pellets (Fig. 1b). The compressive strength 
was determined using EI Digital Tablet Hardness Tester, 
Model No. 3956 (range 2 mm to 28 mm).                             

Characterization of Starch-Clay Ceramics

XRF analysis was carried out by BRUKER WDXRF Model 
S8 Series 2, TIGER Spectrometer, IR using the Perkin Elmer 
4000 FTIR Spectrometer. Surface morphology by JEOL, IT 
500 SEM., determination of pore size, BET surface area, and 
pore volume of pellets was done with N2 adsorption/desorp-
tion isotherm at a temperature 77K using Quanta Chrome, 
Nova Surface Area Analyser (ver. 11.05). 

Water Adsorption Capacity 

To check water absorption capacity (Wad., eqn.1), of pellets, 

Table 1: Composition and compressive strength of prepared mesoporous pellets. 

S.No. Clay  [% ] Starch [%] Compressive Strength [N.m-2]

1 100 0 214

2 90 10 110

3 80 20 90

4 70 30 71

5 60 40 [crumbled on firing]                                -

 

 

mL of 1 ppm MB solution in tap water. The solution was then stirred at a speed of 20 rpm at room 

temperature to replicate the actual aquarium conditions.                                                                     

RESULTS AND DISCUSSION 

Temperature Selection and Preparation of Mesoporous Pellets  

 Firing is the most critical stage of the ceramic formation as any temperature variation can 

lead to unsatisfactory results in ceramic durability and color. If fired too high, clay can deform or 

even melt, if fired too low, ceramics will be dry, rough, and potentially unsolidified. Low fire clays 

reach maturity at lower temperatures as they need less energy during the firing process. The clay 

sintering process involves the bonding of clay minerals and the change of clay to ceramics. For 

making ceramic pellets, the temperature was raised at a rate of 1◦C.min-1 to reach 240◦C, 2◦C.min-

1 to reach 490◦C, and finally, 3◦C. min-1 to reach 850◦C 

                   

                  Fig. 1b: Formation of clay ceramic pellets using starch as a pore-forming agent.  
Fig. 1b: Formation of clay ceramic pellets using starch as a pore-forming agent. 
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dried pellets (3 Nos.) were weighed (W1) and immersed in 
boiling water for a time of 2 h, and then heating was turned 
off and the pellets remained immersed in water to cool for 4 h. 
The pellets were removed from the water, the extra moisture 
present on the surface of pellets surfaces was removed using 
a soft cloth, and was re-weighed (W2). 

	

 

 

5 60     40 [crumbled on 
firing] 

                               - 

Characterization of Starch-Clay Ceramics 

XRF analysis was carried out by BRUKER WDXRF Model S8 Series 2, TIGER 

Spectrometer, IR using the Perkin Elmer 4000 FTIR Spectrometer. Surface morphology by JEOL, 

IT 500 SEM., determination of pore size, BET surface area, and pore volume of pellets was done 

with N2 adsorption/desorption isotherm at a temperature 77K using Quanta Chrome, Nova Surface 

Area Analyser (ver. 11.05).  

Water Adsorption Capacity  

To check water absorption capacity (Wad., eqn.1), of pellets, dried pellets (3 Nos.) were 

weighed (W1) and immersed in boiling water for a time of 2 h, and then heating was turned off 

and the pellets remained immersed in water to cool for 4 h. The pellets were removed from the 

water, the extra moisture present on the surface of pellets surfaces was removed using a soft cloth, 

and was re-weighed (W2).  

𝑊𝑊𝑊𝑊𝑊𝑊. (%) = (𝑊𝑊2− 𝑊𝑊1)
𝑊𝑊1  𝑋𝑋100                 …(1) 

MB Adsorption Experiment 

MB adsorption experiment was done using batch mode studies. For this, 0.5 g of ceramic 

pellets were added to MB solution of different concentrations (0.25,0.5,1.0 ppm). The resultant 

solution was stirred at a speed of 200 rpm. All experiments were carried out at room temperature. 

The absorbance of the solution was then determined at a wavelength of 680 nm using a 

microprocessor-controlled colorimeter (D.S. Scientific Instruments). In this study ceramic pellets 

with initial starch content of 30% (sample no. 4, with the highest porosity) were used to analyze 

the MB adsorption process.  

Tap Water Trials of MB Removal Device  

Tap water was used to understand the MB adsorption behavior of ceramic pellets in water 

suitable for aquarium use. Analysis of different water quality parameters was done at Eco 

Laboratory Pvt. Ltd. (Mohali) (Table 5) by standard methods. The pellets in specified quantities 

(0.5, 0.75, 1.0 g) were taken in a stainless-steel tea ball wire mesh of   4 cm dia. and dipped in 100 
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MB Adsorption Experiment

MB adsorption experiment was done using batch mode 
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solution of different concentrations (0.25,0.5,1.0 ppm). The 
resultant solution was stirred at a speed of 200 rpm. All 
experiments were carried out at room temperature. The ab-
sorbance of the solution was then determined at a wavelength 
of 680 nm using a microprocessor-controlled colorimeter 
(D.S. Scientific Instruments). In this study ceramic pellets 
with initial starch content of 30% (sample no. 4, with the 
highest porosity) were used to analyze the MB adsorption  
process. 

Tap Water Trials of MB Removal Device	

Tap water was used to understand the MB adsorption be-
havior of ceramic pellets in water suitable for aquarium use. 
Analysis of different water quality parameters was done at 
Eco Laboratory Pvt. Ltd. (Mohali) (Table 5) by standard 
methods. The pellets in specified quantities (0.5, 0.75, 1.0 
g) were taken in a stainless-steel tea ball wire mesh of   4 
cm dia. and dipped in 100 mL of 1 ppm MB solution in 
tap water. The solution was then stirred at a speed of 20 
rpm at room temperature to replicate the actual aquarium  
conditions.                                                                    

RESULTS AND DISCUSSION

Temperature Selection and Preparation of Mesoporous 
Pellets 

Firing is the most critical stage of the ceramic formation as 
any temperature variation can lead to unsatisfactory results 
in ceramic durability and color. If fired too high, clay can 
deform or even melt, if fired too low, ceramics will be dry, 
rough, and potentially unsolidified. Low fire clays reach ma-
turity at lower temperatures as they need less energy during 
the firing process. The clay sintering process involves the 
bonding of clay minerals and the change of clay to ceramics. 
For making ceramic pellets, the temperature was raised at a 
rate of 1°C.min-1 to reach 240°C, 2°C.min-1 to reach 490°C, 
and finally, 3°C. min-1 to reach 850°C

Characterization of Pellets 

The spectrum of fired pellets shows bands at ≈1057 cm-1 are 
associated with stretching of Si-O bonds (Aroke et al. 2013). 
The doublet of quartz was observed at 778 cm-1 (Saikia et al. 
2008), and Si-O-Si bonds were observed at 685 cm-1 (Fig. 2). 

XRF analysis of clay showed that it is mainly composed 
of SiO2 (64.21%), Al2O3 (24.36%), CaO (4.70%) MgO 
(4.31%), K2O (1.22%). 

The surface morphology of pellets before and after MB 
is shown in Fig. 3a and 3b. The specific surface areas and 
pore diameters ceramic pellets as determined by the BET 
method and N2 adsorption/desorption isotherm are shown 
in Fig.4a and 4b. It was found that the specific surface area 
of the ceramics was 3.332 m2.g-1 with a density of 3.659 
g.cc-1. The pore volume was found to be 0.008 g.cc-1 and a 
pore diameter of 2.453 nm, showing the mesoporous nature 
of the ceramic pellets. The nitrogen adsorption-desorption 
isotherms of the samples were classified as a typical type IV 
isotherm characteristic (Yan et al. 2018, Ambroz et al. 2018) 
suggesting capillary condensation after multilayer adsorption 
at mesopores. Water adsorption capacity (Fig. 5) of ceramic 
pellets was found to increase with an increase in starch 
content due to an increase in porosity of the ceramic pellets.                                

Reaction Parameters and Their Effect on Adsorption 
Behavior of Pellets

Effect of Contact Time

Contact time studies correlate the amount of dye adsorbed onto 
a fixed mass of adsorbent. It is used to find out the equilibration 
time for adsorption. The effect of contact time was studied in 
a time range of 1500 min. Following equations (eqn. 2, 3, 4) 
were used to determine qt, qe, and percentage removal.         
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             Fig. 5: Water adsorption capacity of ceramic pellets with increased starch content in the 
green body. 
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𝑚𝑚 ×  𝑉𝑉    …(2) 
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𝑚𝑚 ×  𝑉𝑉                                  …(3)   

 %𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = (𝐶𝐶𝐶𝐶−𝐶𝐶𝐶𝐶)
𝐶𝐶𝐶𝐶 × 100                    …(4) 

The terms Co, Ct, and Ce indicate the MB concentration during the initial time, at time t and 

equilibrium, respectively. qt and qe (mg.g-1) indicate the amount of MB adsorbed at time t and 

equilibrium time.  

A quick increase in MB adsorption capacity was observed during the first 130 min of 

reaction time followed by a gradual increase in dye adsorption. Percentage removal was also found 

to increase with an increase in starch content.  

Effect of pellet dose 

Initial adsorbent dose controls adsorption via available surface area and binding sites. The 

adsorbent dose was varied from 5 to 40 g.L-1 and adsorption capacity was found to be reduced as 

the dosage increased (Fig. 6). This decrease in adsorption capacity with an increase in dose may 

be due to saturation of adsorption sites through the sorption process or due to aggregation resulting 

from a higher dose.  
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Fig. 2: FTIR Spectra of clay ceramic pellets (sample no.4). 
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Fig. 3a: SEM images of ceramic pellets (sample no.4) before MB adsorption.
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Fig. 3b: SEM images of ceramic pellets (sample no.4) after MB adsorption. 
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Fig. 4: a) BET surface area and b) pore size distribution of ceramic pellets (sample no.4).  
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Fig. 5: Water adsorption capacity of ceramic pellets with increased starch content in the green body.
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saturation of adsorption sites through the sorption process or 
due to aggregation resulting from a higher dose.                 

Effect of Initial Dye Concentration

Initial dye concentration plays a crucial role as it drives the 
solute transfer rate under a higher concentration gradient 
between MB solution and pellet surface. The adsorption 
capacity of pellets was shown to increase when the initial 
MB concentration increased (Fig. 7), as at lower concentra-
tion the ratio of the initial number of MB molecules to the 
available surface area is low, and subsequently, the fractional 
adsorption becomes independent of initial concentration. 
Similar results were also obtained for MB adsorption using 
natural clay (Bentahar et al. 2017).

Effect of pH  

The pH of the aqueous solution is an important parameter 
that controls the adsorption process. The effect of solution pH 
on the adsorption capacity of MB dye on the pellet surface 
was performed at different pH levels (pH 2–12) with a fixed 
dose of 1g.100 mL-1 at room temperature. 0.1M HCl/0.1M 
NaOH was used for pH adjustment. The pH-independent 
behavior of ceramic pellets makes them suitable to use over 
a wide pH range (2 to 12), (Fig. 8). Similar results were also 
noticed during the adsorption of MB on mesoporous Iraqi 
red Kaolin clay (Jawad & Abdulhameed 2020).                                    

Effect of Co-existing ions

The co-ions reduce the adsorption of MB marginally in the 
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Fig. 6:  Variation of MB adsorption with increasing pellet dose.

 

 

                    

                     Fig. 6:  Variation of MB adsorption with increasing pellet dose.    

Effect of initial dye concentration 

Initial dye concentration plays a crucial role as it drives the solute transfer rate under a 

higher concentration gradient between MB solution and pellet surface. The adsorption capacity of 

pellets was shown to increase when the initial MB concentration increased (Fig. 7), as at lower 

concentration the ratio of the initial number of MB molecules to the available surface area is low, 

and subsequently, the fractional adsorption becomes independent of initial concentration. Similar 

results were also obtained for MB adsorption using natural clay (Bentahar et al. 2017). 

                             
                           Fig. 7: Variation of MB adsorption with an increase in dye concentration.    

Effect of pH   

The pH of the aqueous solution is an important parameter that controls the adsorption 

process. The effect of solution pH on the adsorption capacity of MB dye on the pellet surface was 

performed at different pH levels (pH 2–12) with a fixed dose of 1g.100 mL-1 at room temperature. 

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20 25 30 35 40

q e
(m

g.
g-1

)

Mass (g.L-1)

0

0.05

0.1

0.15

0.2

0 0.2 0.4 0.6 0.8 1 1.2

q t
(m

g.
g-1

)

Co (mg.L-1) 

Fig. 7: Variation of MB adsorption with an increase in dye concentration.   



2047ECO-FRIENDLY ADSORBENT PELLETS FROM LOW FIRE CLAY AND POTATO STARCH

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

order of CO3
2- SO4

2-< HCO3
-<NO3

- < Cl- (Fig.9). This was 
accounted for by the competition for active sites between 
MB molecules and co-ions present in the solution. 

Adsorption Isotherm Studies

Langmuir Isotherm

The linearized Langmuir equation (eqn. 5, 6) was used to 
show the surface binding properties of MB with the meso-
porous ceramic pellets. 

	

 

 

The linearized Langmuir equation (eqn. 5, 6) was used to show the surface binding properties 

of MB with the mesoporous ceramic pellets.  
𝑐𝑐𝑒𝑒
𝑞𝑞𝑒𝑒

= ( 1
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) + 𝑐𝑐𝑒𝑒

𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄  …(5) 

𝑅𝑅𝐿𝐿 = 1
1+𝑏𝑏𝑐𝑐0

   …(6)     

Where b is the Langmuir isotherm constant representing affinity between adsorbate and adsorbent 

(Huang et al. 2020). Qmax is the maximum adsorption capacity.  Feasibility of isotherm can be 

calculated by using a dimensionless separation factor (Mckay et al. 1982), RL; RL > 1 is 

unfavorable; RL =1 is linear; 0 < RL < 1 is favorable; and RL = 0 is irreversible. The value of RL 

between 0-1 indicates the favorable nature of the adsorption process (Tahir et al. 2010) (Table 2).  

Freundlich isotherm  

The Freundlich equation (eqn. 7) is based upon the assumption that the logarithmic value 

of enthalpy of adsorption decreases with an increase in the number of occupied sites and it is used 

to describe the adsorption involving the heterogeneous surfaces. KF is the Freundlich constant 

corresponding to the binding energy (Akkaya & Ozer 2005) (Table 2). 

𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 𝑞𝑞𝑒𝑒  =𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 𝑘𝑘𝐹𝐹  + 1
𝑛𝑛 𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 𝑐𝑐𝑒𝑒    …(7) 

Temkin isotherm 

The Temkin model (eqn. 8) is used to explain the effect of adsorbate adsorbent interactions. 

It assumes that the heat of adsorption of all molecules in the adsorbent layers decreases linearly 

with coverage of the surface.  

𝑞𝑞𝑒𝑒 = 𝐵𝐵 𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 𝐴𝐴 + 𝐵𝐵 𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 𝐶𝐶𝑒𝑒  ,  (𝐵𝐵 = 𝑅𝑅𝑅𝑅
𝑏𝑏  )        …(8)  

Where R is the gas constant, (8.314 J.mol K-1), T is reaction temperature in kelvin. A plot between 

qe and lnce gives the values of constants A and B. The Temkin constant b is related to the heat of 

adsorption (Mohebali et al. 2018) (Table 2).  

          Table 2: Isotherm data for the MB adsorption by mesoporous pellets. 

 Langmuir                    Freundlich                          Temkin 
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0.1M HCl/0.1M NaOH was used for pH adjustment. The pH-independent behavior of ceramic 

pellets makes them suitable to use over a wide pH range (2 to 12), (Fig. 8). Similar results were 

also noticed during the adsorption of MB on mesoporous Iraqi red Kaolin clay (Jawad & 

Abdulhameed 2020). 

                          

         Fig. 8: Effect of initial pH on MB adsorption by pellets (initial MB conc.1ppm, pH:7).                      
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The co-ions reduce the adsorption of MB marginally in the order of CO3
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<NO3
- < Cl- (Fig.9). This was accounted for by the competition for active sites between MB 

molecules and co-ions present in the solution. 

                                                  

               Fig. 9: Effect of co-ions on MB adsorption (initial MB conc.1ppm, initial co-ion conc.1 

ppm, pH:7).  
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Table 2: Isotherm data for the MB adsorption by mesoporous pellets.

	 Langmuir                    Freundlich                          Temkin

R2 Q 
[mg.g-1]

B
[l.mg-1]

RL R2 1/n n Kf
[l.g-1]

R2 b 
[K.Cal.mol-1]

B A [l.g1]

0.99 0.2331 11.539 0.079 0.97 0.6017 1.661 2.117 0.99 11.4018 0.0519 1.235

Temkin Isotherm

The Temkin model (eqn. 8) is used to explain the effect of 
adsorbate adsorbent interactions. It assumes that the heat of 
adsorption of all molecules in the adsorbent layers decreases 
linearly with coverage of the surface. 
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Where R is the gas constant, (8.314 J.mol K-1), T is reaction temperature in kelvin. A plot between 

qe and lnce gives the values of constants A and B. The Temkin constant b is related to the heat of 

adsorption (Mohebali et al. 2018) (Table 2).  
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Where R is the gas constant, (8.314 J.mol K-1), T is 
reaction temperature in kelvin. A plot between qe and lnce 
gives the values of constants A and B. The Temkin constant 
b is related to the heat of adsorption (Mohebali et al. 2018) 
(Table 2). 

On comparing the R2 for different adsorption isotherms 
used, it was found that the Langmuir isotherm and Temkin 
model are best suited for the description of the adsorption 
mechanism.

Kinetic Study of MB Adsorption 

Kinetic models can give valuable insight into the adsorption 
rate and adsorption mechanism. To determine the rate-de-
termining step and to study the kinetics of MB adsorption 
by pellets, five kinetics models; pseudo-first-order,(PFO) 
(eqn.9), pseudo-second-order, (PSO) (eqn.10), Bangham 
(BKM) (eqn.11), Elovich (EKM) (eqn.12), and Intraparticle 
Diffusion (IPD), (eqn.13), models were applied. 
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isotherm and Temkin model are best suited for the description of the adsorption mechanism. 
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𝑙𝑙𝑙𝑙𝑙𝑙 (𝑞𝑞𝑒𝑒 − 𝑞𝑞𝑡𝑡)  = 𝑙𝑙𝑙𝑙𝑙𝑙 𝑞𝑞𝑒𝑒 − 𝐾𝐾1
2.303 𝑡𝑡     …(9) 

   𝑡𝑡
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= 1
𝐾𝐾2𝑞𝑞𝑒𝑒2

+ 𝑡𝑡
𝑞𝑞𝑡𝑡

    …(10) 

                                                                  𝑙𝑙𝑙𝑙𝑙𝑙. 𝑙𝑙𝑙𝑙𝑙𝑙 ( 𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶−𝑞𝑞𝑞𝑞.𝑚𝑚) = 𝑙𝑙𝑙𝑙𝑙𝑙 ( 𝐾𝐾.𝑚𝑚

2.303𝑉𝑉) + 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼(𝑡𝑡)   

…(11) 

𝑞𝑞𝑞𝑞 = 1
𝛽𝛽 𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙(𝛼𝛼𝛼𝛼) + 1
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𝑞𝑞𝑡𝑡 = 𝐾𝐾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡
1
2 + 𝐶𝐶                               …(13) 

K1 and K2 are PFO and PSO kinetic rate constants (Dang et al. 2015). Kdiff.1 and K diff.2 are the 

intra-particle rate constants (Balasubramaniam et al. 2018). α and 1
𝛽𝛽, the Elovich equation 

represents the rate of MB adsorption and available adsorption sites respectively (Sarma et al. 

2019). α (<1) and KO are Bangham’s constant (Junghare et al. 2020).  
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 	 …(13)

K1 and K2 are PFO and PSO kinetic rate constants (Dang 
et al. 2015). Kdiff.1 and K diff.2 are the intra-particle rate con-

stants (Balasubramaniam et al. 2018). α and 1

b
, the Elovich 

equation represents the rate of MB adsorption and available 
adsorption sites respectively (Sarma et al. 2019). α (<1) and 
KO are Bangham’s constant (Junghare et al. 2020). 

The kinetic parameters of both models are summarized 
in Table 3a-b. The R2 value obtained for second-order kinetic 
(R2=0.99) is higher than that of other kinetic models for MB 
adsorption on the pellet surface. For the intra-particle diffu-
sion model, a deviation of the straight line from the origin 
was observed which indicates involvement of the pore dif-
fusion during rate-controlling step along with intra-particle 
diffusion during adsorption of dye. Second-order kinetics 
along with pore and intraparticle diffusion is predominantly 
followed for MB adsorption by several clay-based adsorbents 
(Sharma & Qanungo 2021). Furthermore stastical analysis of 
experimental data (Table 4) using Mean Absolute Deviation 
(MAD), Mean Squared Error (MSE), Root Mean Square 
Error (RMSE) and Normalized Standard Deviation (NSD) 
also indicates second order kinetic model to be well followed. 

MB Removal Device Containing Pellets 

For MB removal from tap water, a stainless-steel tea ball 
wire mesh containing the mesoporous pellets was used and 
all experiments were carried in duplicate (three trials). To 
study the complete decolorization time using the MB removal 
device, three sets of experiments were carried out using 5 
g.L-1, 7.5 g. L-1, and 10 g.L-1 of pellet dose (Fig.10) using 
100 mL, 1ppm MB solution. The increase in MB removal 
by the increase in pellet dose is due to the increase in sur-
face area and the number of active sites. This leads to lower 
decolorization times. Further increase in pellet dose leads to 
higher decolorization times due to aggregation and reduction 
in active sites for adsorption. From this study, it is indicated 
that the MB removal device containing mesoporous ceramic 
pellets can be conveniently used in practical settings (post 
antifungal treatment, transport of fishes, and in aquariums). 

CONCLUSION 

Mesoporous porous clay-starch ceramic pellets from low 
fire clay and starch (up to 30 %) were successfully prepared. 
The mesoporous nature of the pellets was confirmed by BET 
surface area analysis. The absence of starch in prepared 
ceramics pellets was confirmed by IR studies. Analysis of 
the adsorption isotherm and the kinetic data was found to 
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Table 3a: Kinetic data for the MB adsorption by pellets.                                              

Conc. 
(ppm)

Pseudo1st order Pseudo 2nd order             Bhangham                      Elovich

R 
2 K1 [g.mg-1.

min-1]
R 

2 K2 [g.mg-1. 
min-1]

R2 K
[mL.g-1.L-1]

α
[min-1]

R2 β
[g.mg-1]

α   [mg.g-

1min-1]

0.25 0.967 0.0078 0.99 0.2829 0.941 198.437 0.463 0.917 125 0.00376

0.5 0.986 0.0087 0.99 0.0236 0.917 84.8641 0.35 0.943 58.823 0.00509

1.0 0.947 0.0055 0.99 0.0519 0.955 203.200 0.429 0.906 36.363 0.01402

Table 3b: Kinetic data intra-particle parameters for pellets.   

Conc.
[ppm]

R1
2 R2

2 Kdiff.1
[g.mg-1.min-1]

Kdiff.2
[g.mg-1.min-1]

C1x102

[mg.g-1]
C2 x102

[mg.g-1]

0.25 0.9926 0.6112 2.2 x10-4 1x10-4 6x10-4 3.64x10-2

0.5 0.9696 0.8292 4.9x10-3 2x10-4 1.2x10-2 9.12x10-2

1.0 0.9836 0.7276 6.6x10-3 1x10-4 3.4 x10-2 1.16x10-1

Table 4:  Statistical analysis for kinetic models.  

[Vol.100mL, dose: 
5 g.l-1]

MAD

Â -  qexp qcal

n

 MSE

Â -( )qexp qcal

n

2
RMSE

Â -( )qexp qcal

n

2

NSD(Δq%)

100
2

1
Â -( )ÈÎ ˘̊

-
qexpexp q qexp

n
Cal /

0.25 ppm PFO 0.0020 5.74E-06 0.0023 14.924

PSO 0.0018 4.87E-06 0.0022 10.680

BKM 0.0019 6.38E-06 0.0025 6.99

EKM 0.0026 0.00066 0.0258 164.111

IPD 0.0012 2.32E-06 0.0015 8.4798

0.5 ppm PFO 0.0178 0.00032 0.01813 34.3168

PSO 0.0030 1.4E-05 0.0037 7.1947

BKM 0.0025 7.49E-06 0.0027 4.0098

EKM 0.025 0.000656 0.0256 49.45

IPD 0.0029 1.987E-05 0.00445 6.8106

1.0 ppm PFO 0.0094 0.00012 0.01105 21.03

PSO 0.0069 7.262E-05 0.0085 13.003

BKM 0.0072 0.00011 0.0108 9.3193

EKM 0.07212 0.0053 0.073 131.35

IPD 0.0077 0.00016 0.0124 8.83

be of Langmuir type and the pseudo-second-order reaction, 
respectively. Processes like boundary layer and pore diffu-
sion were found to be involved during the rate-determining 
step of the adsorption. Error analysis of different kinetic 
models also favored pseudo-second-order reaction kinetics. 
The application of these ceramic pellets as a viable MB 
adsorbent at ultra-low concentrations in aquaculture has 
been demonstrated.
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Total hardness 96 
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CONCLUSION  

Mesoporous porous clay-starch ceramic pellets from low fire clay and starch (up to 30 %) 

were successfully prepared. The mesoporous nature of the pellets was confirmed by BET surface 

area analysis. The absence of starch in prepared ceramics pellets was confirmed by IR studies. 

Analysis of the adsorption isotherm and the kinetic data was found to be of Langmuir type and the 

pseudo-second-order reaction, respectively. Processes like boundary layer and pore diffusion were 

found to be involved during the rate-determining step of the adsorption. Error analysis of different 

kinetic models also favored pseudo-second-order reaction kinetics. The application of these 

ceramic pellets as a viable MB adsorbent at ultra-low concentrations in aquaculture has been 

demonstrated. 
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ABSTRACT

Ugii Lake is a freshwater lake located in the steppe region of Mongolia and is an important breeding 
and staging area for a wide variety of waterfowl. Remote sensing and geographic information system 
techniques were used to estimate fluctuations in the surface area and water balance of Ugii Lake. To 
estimate the changes in lake water balance, lake water fluctuations should be analyzed using the most 
accurate methods. A different water extraction technique was applied, and the results were compared 
with field surveys conducted in May, July, and September 2020. The lake surface area using both NDWI 
and MNDWI-1 showed a strong, positive correlation (R=0.93, R=0.94, p < 0.01) with the water level 
of Ugii Lake. A topographic map of Ugii Lake was provided by the project (P2018-3568) conducted in 
August 2019 and used to estimate the volume of Ugii Lake in ArcGIS 10.1. This result was consistent 
with that of a previous study by JICA in 2005. Finally, the water balance of Ugii Lake was estimated, 
and the results proved that the influence of both surface and groundwater on Ugii Lake are valuable 
parameters, which are completely dependent on hydrological regime changes mostly due to local 
climate change in steppe regions. This study provides valuable insight into the most suitable water 
extraction methods for lakes in semi-arid steppe regions in Mongolia.  

INTRODUCTION

Lakes are essential components of the hydrological cycle, 
affecting many aspects of ecosystems and human activity. 
Lakes remain sensitive to natural changes and serve as an 
important proxy of global climate change and regional 
environmental variations (Mason et al. 1994). Lake area 
is an important indicator of climate change and is related 
to climatic factors that are critical for understanding the 
mechanisms that control changes in water levels (Kang et 
al. 2015). The water of most inland lakes in arid regions is 
supplied by seasonal snowmelt water and rainfall. As a result, 
these lakes are sensitive to the volume of water flowing into 
the lake and evaporation loss from their surface (Bai et al. 
2011). In Mongolia, global warming occurs more rapidly 
than the global average. The time taken for the accumulat-
ed snow to disappear has advanced by approximately one 
month in our study area, which is evidence of the impact of 
climate change on hydrological processes. Due to changes 

in precipitation and temperature, the hydrological regime of 
the surface water body is likely to be affected, especially in 
semi-arid regions. Several studies have examined the dynam-
ics of climate and hydrological systems in semi-arid regions 
of Mongolia. Significant decreases in river discharges have 
occurred in the past three decades, while the annual precipi-
tation has remained relatively stable (Dorjsuren et al. 2018). 
Ugii Lake is surrounded by the small mountains of eastern 
Khangay, which is a steppe zone area in terms of climate 
and landscape. The water level of Ugii Lake is influenced 
by the surface and groundwater flow of the Orkhon, Tamir, 
and Khugshin Orkhon Rivers (Batchuluun 2021). Ugii Lake 
was first registered as an International Ramsar Convention 
site in 1998 and is an ecologically important lake located in 
the semi-arid region of Mongolia. 

In recent years, the water level of Ugii Lake has fluctu-
ated. Several environmental problems have occurred due to 
changes in the hydrological regime, local climate changes, 
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and increased human activities around the lake. Sumiya et 
al. (2020) concluded that the surface area of Ugii Lake has 
fluctuated by 10 percent in the last three decades because 
of global warming. 

Mapping lake areas using remote sensing (RS) images 
is key for detecting changes in the size of lakes and under-
standing the relationship between lake variations and climate 
change. RS is a rapidly growing technology that provides 
low-cost and reliable information for environmental changes 
at local, regional, and global scales, providing long-collected 
repeatable and even real-time data (Melesse et al. 2007). 
Various water indices have been applied to extract surface 
water bodies from the surrounding land using RS imagery 
based on their spectral characteristics (Acharya et al. 2019, 
Herndon et al. 2020, Liu et al. 2016, Zhai et al. 2015). The 
accuracy of the surface water extraction method is important 
for the estimation of lake water fluctuation and to under-
stand the impact of hydrometeorological factors on lakes in 
semi-arid regions. The objectives of this study were to apply 
the most common water index ratios in the multi-spectral RS 
water identification method, which includes the normalized 
difference vegetation index (NDVI), normalized difference 
water index (NDWI), modified normalized difference water 
index-1 (MNDWI-1), and modified normalized difference 
water index-2 (MNDWI-2), to extract the lake surface area, 
to verify with in-situ measured data, and to suggest the most 
suitable method for surface water extraction in semi-arid 
regions of Mongolia. Furthermore, the extracted surface area 
and topographic map of Ugii Lake are proposed to estimate 
the changes in the water balance of the lake.

MATERIALS AND METHODS

Study Area 

According to the climate zone classification by Jambaajamts 
(1989) in Mongolia, Ugii Lake is located in the sub-humid-
cool zone, 1332 m above sea level. Sumiya et al. (2020) 
reported that Ugii Lake was formed by the meandering of 
the Khugshin Orkhon River, which is a unique surface inflow 
into the Ugii Lake. The outlet is located northwest of the inlet 
and joins the Orkhon River after 7 km (Schwanghart et al. 
2008). For numerous years, the outflow river (Narini Gol) 
has been dry, and it only becomes an issue when the water 
level of Ugii Lake reaches a certain level. Ugii Lake is 7.4 
km long, 5.3 km wide (mean width 3.4 km), and covers an 
area of 25.7 km2 with a maximum depth of 15.3 m and a 
mean depth of 6.6 m (Tserensodnom 2000). More than half 
of the lake is less than 3 m deep. The lake has a shoreline of 
24.7 km and carries a water volume of approximately 0.171 
km3 (Fig. 1). The mean annual temperature is approximately 
−2°C, and the mean annual precipitation ranges from 250 to 

300 mm, with the majority of the precipitation occurring in 
June, July, and August.

MATERIALS AND METHODS

Field Survey 

The field survey was conducted three times in May, July, 
and September 2020 using a Garmin eTrex10 handy GPS. 
The measured coordinates were used to calculate the lake 
surface area using ArcMap 10.1. 

Data Collection

Hydrological station data: Discharge of Khugshin Orkhon 
River was obtained from the Ugii Lake gauging station 
between 2002 and 2019. Daily lake water level data was 
obtained from Ugii Lake Hydrological Station (~102.77°E, 
47.75°N) between 2002 and 2019. Global daily precipitation 
gridded data (102.71º-102.82º E, 47.74º-47.79º N) with a 
spatial resolution of 0.5º latitude by 0.5º longitude from 
the Global Precipitation Climatology Centre (GPCC) was 
obtained from the Physical Science Laboratory (PSL) at 
the National Oceanographic Atmospheric Administration 
(NOAA) from their website (https://psl.noaa.gov/). Daily 
evaporation data for Ugii Lake was compiled from previous 
research (Magsar et al. 2020) between 2002 and 2019 in order 
to estimate the water balance of Ugii Lake. A topographic 
map of Ugii Lake was provided by the literature.
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Study Area  

According to the climate zone classification by Jambaajamts (1989) in Mongolia, Ugii Lake is 
located in the sub-humid-cool zone, 1332 m above sea level. Sumiya et al. (2020) reported that 
Ugii Lake was formed by the meandering of the Khugshin Orkhon River, which is a unique 
surface inflow into the Ugii Lake. The outlet is located northwest of the inlet and joins the Orkhon 
River after 7 km (Schwanghart et al. 2008). For numerous years, the outflow river (Narini Gol) 
has been dry, and it only becomes an issue when the water level of Ugii Lake reaches a certain 
level. Ugii Lake is 7.4 km long, 5.3 km wide (mean width 3.4 km), and covers an area of 25.7 
km2 with a maximum depth of 15.3 m and a mean depth of 6.6 m (Tserensodnom 2000). More 
than half of the lake is less than 3 m deep. The lake has a shoreline of 24.7 km and carries a water 
volume of approximately 0.171 km3 (Fig. 1). The mean annual temperature is approximately −2°C, 
and the mean annual precipitation ranges from 250 to 300 mm, with the majority of the 
precipitation occurring in June, July, and August. 

 
Fig. 1: Location of the study area. 

MATERIALS AND METHODS 

Field Survey  

The field survey was conducted three times in May, July, and September 2020 using a Garmin eTrex10 
handy GPS. The measured coordinates were used to calculate the lake surface area using ArcMap 
10.1.  

Data Collection 

Hydrological station data: Discharge of Khugshin Orkhon River was obtained from the Ugii Lake 
gauging station between 2002 and 2019. Daily lake water level data was obtained from Ugii Lake 
Hydrological Station (~102.77°E, 47.75°N) between 2002 and 2019. Global daily precipitation 

Fig. 1: Location of the study area.
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Satellite remote sensing images: RS is an effective tech-
nology for the monitoring of water resources. Both Landsat 
5 TM and Landsat 8 OLI satellite RS imagery data was 
used to derive the surface area of the Ugii Lake. Since its 
inception on March 1, 1984, until its decommission on 
June 5, 2013, Landsat 5 has provided Earth-imaging data 
for approximately 29 years. Landsat-8 Operational Land 
Imager (OLI) and Thermal Infrared Sensor (TIRS) satellite 
were launched in February 2013. Satellite data (pixel size of 
30 m) was downloaded from the Earth Explorer at https://
earthexplorer.usgs.gov/, which was developed by the United 
States Geological Survey (USGS). The differences in band 
range and resolution between the OLI and TM sensors are 
listed in Table 1.

Satellite image processing and analysis: Satellite images 
were preprocessed before conducting any analyses because 
they contained noise and digital number value offsets that 
result from the viewing geometry of the satellite, and the 
atmospheric depth due to the viewing angle of the sun’s in-
coming radiation (Alparslan et al. 2007). Landsat 5 satellite 
images were preprocessed with the radiometric calibration 
tool in ENVI 4.7, which converted the digital number (DN) 
images to top of atmosphere (TOA) reflectance. 

The Landsat 8 images were also preprocessed using 
Equation (1) and Equation (2):
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gridded data (102.71º–102.82º E, 47.74º–47.79º N) with a spatial resolution of 0.5º latitude by 
0.5º longitude from the Global Precipitation Climatology Centre (GPCC) was obtained from the 
Physical Science Laboratory (PSL) at the National Oceanographic Atmospheric Administration 
(NOAA) from their website (https://psl.noaa.gov/). Daily evaporation data for Ugii Lake was 
compiled from previous research (Magsar et al. 2020) between 2002 and 2019 in order to estimate 
the water balance of Ugii Lake.  

A topographic map of Ugii Lake was provided by the literature. 

Satellite remote sensing images: RS is an effective technology for the monitoring of water 
resources. Both Landsat 5 TM and Landsat 8 OLI satellite RS imagery data was used to derive 
the surface area of the Ugii Lake. Since its inception on March 1, 1984, until its decommission 
on June 5, 2013, Landsat 5 has provided Earth-imaging data for approximately 29 years. Landsat-
8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) satellite were launched in 
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https://earthexplorer.usgs.gov/, which was developed by the United States Geological Survey 
(USGS). The differences in band range and resolution between the OLI and TM sensors are listed 
in Table 1. 

Satellite image processing and analysis: Satellite images were preprocessed before conducting 
any analyses because they contained noise and digital number value offsets that result from the 
viewing geometry of the satellite, and the atmospheric depth due to the viewing angle of the sun’s 
incoming radiation (Alparslan et al. 2007). Landsat 5 satellite images were preprocessed with the 
radiometric calibration tool in ENVI 4.7, which converted the digital number (DN) images to top 
of atmosphere (TOA) reflectance.  

The Landsat 8 images were also preprocessed using Equation (1) and Equation (2): 
𝜌𝜌𝜆𝜆′ = 𝑀𝑀𝜌𝜌 ∗ 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴𝜌𝜌 

 

… (1) 
where 
𝜌𝜌𝜆𝜆′ TOA planetary spectral reflectance, without correction for solar angle, 
𝑀𝑀𝜌𝜌 Reflectance multiplicative scaling factor for the band, 
𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 Quantized and calibrated standard product pixel value in DN,  
𝐴𝐴𝜌𝜌 Reflectance additive scaling factor for the band. 
      TOA reflectance with a correction for the sun angle was denoted by:  

𝜌𝜌𝜌𝜌 = 𝜌𝜌𝜆𝜆′

cos(𝜃𝜃𝑆𝑆𝑆𝑆) = 𝜌𝜌𝜆𝜆′

sin(𝜃𝜃𝑆𝑆𝑆𝑆)   
 

… (2) 

where 
𝜌𝜌𝜌𝜌   TOA planetary reflectance, 
𝜃𝜃𝑆𝑆𝑆𝑆  Local solar zenith angle,  
(𝜃𝜃𝑆𝑆𝑆𝑆 = 90◦ − 𝜃𝜃𝑆𝑆𝑆𝑆), 
𝜃𝜃𝑆𝑆𝑆𝑆  Local sun elevation angle (degrees). 
After the conversion of the scene center sun elevation angle provided in the metadata, the lake 
water surface was delineated using the most common water indices such as NDVI, NDWI, 
MNDWI-1, and MNDWI-2. Then, the surface area of Ugii Lake was calculated using ArcMap 
10.1.  

… (1)
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gridded data (102.71º–102.82º E, 47.74º–47.79º N) with a spatial resolution of 0.5º latitude by 
0.5º longitude from the Global Precipitation Climatology Centre (GPCC) was obtained from the 
Physical Science Laboratory (PSL) at the National Oceanographic Atmospheric Administration 
(NOAA) from their website (https://psl.noaa.gov/). Daily evaporation data for Ugii Lake was 
compiled from previous research (Magsar et al. 2020) between 2002 and 2019 in order to estimate 
the water balance of Ugii Lake.  

A topographic map of Ugii Lake was provided by the literature. 

Satellite remote sensing images: RS is an effective technology for the monitoring of water 
resources. Both Landsat 5 TM and Landsat 8 OLI satellite RS imagery data was used to derive 
the surface area of the Ugii Lake. Since its inception on March 1, 1984, until its decommission 
on June 5, 2013, Landsat 5 has provided Earth-imaging data for approximately 29 years. Landsat-
8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) satellite were launched in 
February 2013. Satellite data (pixel size of 30 m) was downloaded from the Earth Explorer at 
https://earthexplorer.usgs.gov/, which was developed by the United States Geological Survey 
(USGS). The differences in band range and resolution between the OLI and TM sensors are listed 
in Table 1. 

Satellite image processing and analysis: Satellite images were preprocessed before conducting 
any analyses because they contained noise and digital number value offsets that result from the 
viewing geometry of the satellite, and the atmospheric depth due to the viewing angle of the sun’s 
incoming radiation (Alparslan et al. 2007). Landsat 5 satellite images were preprocessed with the 
radiometric calibration tool in ENVI 4.7, which converted the digital number (DN) images to top 
of atmosphere (TOA) reflectance.  

The Landsat 8 images were also preprocessed using Equation (1) and Equation (2): 
𝜌𝜌𝜆𝜆′ = 𝑀𝑀𝜌𝜌 ∗ 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴𝜌𝜌 
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where 
𝜌𝜌𝜆𝜆′ TOA planetary spectral reflectance, without correction for solar angle, 
𝑀𝑀𝜌𝜌 Reflectance multiplicative scaling factor for the band, 
𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 Quantized and calibrated standard product pixel value in DN,  
𝐴𝐴𝜌𝜌 Reflectance additive scaling factor for the band. 
      TOA reflectance with a correction for the sun angle was denoted by:  
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where 
𝜌𝜌𝜌𝜌   TOA planetary reflectance, 
𝜃𝜃𝑆𝑆𝑆𝑆  Local solar zenith angle,  
(𝜃𝜃𝑆𝑆𝑆𝑆 = 90◦ − 𝜃𝜃𝑆𝑆𝑆𝑆), 
𝜃𝜃𝑆𝑆𝑆𝑆  Local sun elevation angle (degrees). 
After the conversion of the scene center sun elevation angle provided in the metadata, the lake 
water surface was delineated using the most common water indices such as NDVI, NDWI, 
MNDWI-1, and MNDWI-2. Then, the surface area of Ugii Lake was calculated using ArcMap 
10.1.  
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Physical Science Laboratory (PSL) at the National Oceanographic Atmospheric Administration 
(NOAA) from their website (https://psl.noaa.gov/). Daily evaporation data for Ugii Lake was 
compiled from previous research (Magsar et al. 2020) between 2002 and 2019 in order to estimate 
the water balance of Ugii Lake.  

A topographic map of Ugii Lake was provided by the literature. 

Satellite remote sensing images: RS is an effective technology for the monitoring of water 
resources. Both Landsat 5 TM and Landsat 8 OLI satellite RS imagery data was used to derive 
the surface area of the Ugii Lake. Since its inception on March 1, 1984, until its decommission 
on June 5, 2013, Landsat 5 has provided Earth-imaging data for approximately 29 years. Landsat-
8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) satellite were launched in 
February 2013. Satellite data (pixel size of 30 m) was downloaded from the Earth Explorer at 
https://earthexplorer.usgs.gov/, which was developed by the United States Geological Survey 
(USGS). The differences in band range and resolution between the OLI and TM sensors are listed 
in Table 1. 

Satellite image processing and analysis: Satellite images were preprocessed before conducting 
any analyses because they contained noise and digital number value offsets that result from the 
viewing geometry of the satellite, and the atmospheric depth due to the viewing angle of the sun’s 
incoming radiation (Alparslan et al. 2007). Landsat 5 satellite images were preprocessed with the 
radiometric calibration tool in ENVI 4.7, which converted the digital number (DN) images to top 
of atmosphere (TOA) reflectance.  

The Landsat 8 images were also preprocessed using Equation (1) and Equation (2): 
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where 
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(𝜃𝜃𝑆𝑆𝑆𝑆 = 90◦ − 𝜃𝜃𝑆𝑆𝑆𝑆), 
𝜃𝜃𝑆𝑆𝑆𝑆  Local sun elevation angle (degrees). 
After the conversion of the scene center sun elevation angle provided in the metadata, the lake 
water surface was delineated using the most common water indices such as NDVI, NDWI, 
MNDWI-1, and MNDWI-2. Then, the surface area of Ugii Lake was calculated using ArcMap 
10.1.  
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rl  TOA planetary reflectance,
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gridded data (102.71º–102.82º E, 47.74º–47.79º N) with a spatial resolution of 0.5º latitude by 
0.5º longitude from the Global Precipitation Climatology Centre (GPCC) was obtained from the 
Physical Science Laboratory (PSL) at the National Oceanographic Atmospheric Administration 
(NOAA) from their website (https://psl.noaa.gov/). Daily evaporation data for Ugii Lake was 
compiled from previous research (Magsar et al. 2020) between 2002 and 2019 in order to estimate 
the water balance of Ugii Lake.  

A topographic map of Ugii Lake was provided by the literature. 

Satellite remote sensing images: RS is an effective technology for the monitoring of water 
resources. Both Landsat 5 TM and Landsat 8 OLI satellite RS imagery data was used to derive 
the surface area of the Ugii Lake. Since its inception on March 1, 1984, until its decommission 
on June 5, 2013, Landsat 5 has provided Earth-imaging data for approximately 29 years. Landsat-
8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) satellite were launched in 
February 2013. Satellite data (pixel size of 30 m) was downloaded from the Earth Explorer at 
https://earthexplorer.usgs.gov/, which was developed by the United States Geological Survey 
(USGS). The differences in band range and resolution between the OLI and TM sensors are listed 
in Table 1. 

Satellite image processing and analysis: Satellite images were preprocessed before conducting 
any analyses because they contained noise and digital number value offsets that result from the 
viewing geometry of the satellite, and the atmospheric depth due to the viewing angle of the sun’s 
incoming radiation (Alparslan et al. 2007). Landsat 5 satellite images were preprocessed with the 
radiometric calibration tool in ENVI 4.7, which converted the digital number (DN) images to top 
of atmosphere (TOA) reflectance.  

The Landsat 8 images were also preprocessed using Equation (1) and Equation (2): 

𝜌𝜌𝜆𝜆′ = 𝑀𝑀� ∗ 𝑄𝑄��� + 𝐴𝐴� 
 

… (1) 
where 

𝜌𝜌𝜌𝜌′ TOA planetary spectral reflectance, without correction for solar angle, 
𝑀𝑀� Reflectance multiplicative scaling factor for the band, 
𝑄𝑄���  Quantized and calibrated standard product pixel value in DN,  
𝐴𝐴� Reflectance additive scaling factor for the band. 
      TOA reflectance with a correction for the sun angle was denoted by:  

𝜌𝜌𝜌𝜌 =
𝜌𝜌𝜆𝜆′

cos(𝜃𝜃��) =
𝜌𝜌𝜆𝜆′

sin(𝜃𝜃��)   
 

… (2) 

where 
𝜌𝜌𝜌𝜌   TOA planetary reflectance, 
𝜃𝜃��  Local solar zenith angle,  
(𝜃𝜃�� = 90° − 𝜃𝜃��), 
𝜃𝜃��   Local sun elevation angle (degrees). 
After the conversion of the scene center sun elevation angle provided in the metadata, the lake 
water surface was delineated using the most common water indices such as NDVI, NDWI, 
MNDWI-1, and MNDWI-2. Then, the surface area of Ugii Lake was calculated using ArcMap 

qSE  Local sun elevation angle (degrees).

After the conversion of the scene center sun elevation 
angle provided in the metadata, the lake water surface was 
delineated using the most common water indices such as 
NDVI, NDWI, MNDWI-1, and MNDWI-2. Then, the surface 
area of Ugii Lake was calculated using ArcMap 10.1. 

Table 2 shows the multiband indices used for water 
feature extraction in this study. NDVI is an index of plant 
greenness since plants absorb red light and reflect NIR. Its 
value ranges from −1 to +1. By contrast, water absorbed 
the majority of the NIR light; hence, NDVI could be used 
to delineate surface water features (Acharya et al. 2019). 
NDWI is one of the most commonly used water indices 
to detect surface water bodies and was first created by the 
green and near-infrared (NIR) spectral bands of Landsat 
TM, introduced by McFeeters in 1994. NDWI is designed 

Table 1: Differences in band ranges and resolutions between the OLI and TM sensor.

№
Landsat 8 OLI (Gabr et al. 2020) Landsat 5 TM/ETM+ (Zhai et al. 2015)

Band Wavelength 
(µm)

Resolution (m) № Band Wavelength 
 [µm]

Resolution [m]

1 Coastal aerosol (CA) 0.435–0.451

30 m

1 Blue 0.450–0.515

30 m

2 Blue 0.452–0.512 2 Green 0.525–0.605

3 Green 0.513–0.590 3 Red 0.630–0.690

4 Red 0.636–0.673 4 NIR 0.775–0.900

5 Near Infrared (NIR) 0.851–0.879 5 Mid Infrared (MIR) 1.550–1.750

6 Shortwave NIR1 
(SWIR1)

1.566–1.651 6 Thermal Infrared 
Sensor (TIRS)

10.40–12.50 60 m

7 Shortwave NIR2 
(SWIR2)

2.107–2.294 7 MIR 2.080–2.350 30 m

8 Pan 0.500–0.680 15 m 8 Pan 0.520–0.900 15 m

9 Panchromatic 1.363–1.384 15 m
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to: (1) maximize the reflectance of water by using green 
wavelengths, (2) minimize the low reflectance of NIR by 
water features, and (3) take advantage of the high reflectance 
of NIR by vegetation and soil features (Xu 2006). Xu noted 
that the threshold 0 was not an appropriate distinguishing 
feature and proposed the MNDWIs (Zhai et al. 2015). 

Lake water fluctuations provide important information 
regarding the water balance of lakes in arid and semi-arid 
regions and are necessary to understand the conditions of 
local climate change, the hydrological regime, and the eco-
logical status of important lakes. 

The water balance of Ugii Lake can be expressed by 
Equation (3):
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Table 2 shows the multiband indices used for water feature extraction in this study. NDVI is an 
index of plant greenness since plants absorb red light and reflect NIR. Its value ranges from −1 to 
+1. By contrast, water absorbed the majority of the NIR light; hence, NDVI could be used to 
delineate surface water features (Acharya et al. 2019). NDWI is one of the most commonly used 
water indices to detect surface water bodies and was first created by the green and near-infrared 
(NIR) spectral bands of Landsat TM, introduced by McFeeters in 1994. NDWI is designed to: (1) 
maximize the reflectance of water by using green wavelengths, (2) minimize the low reflectance 
of NIR by water features, and (3) take advantage of the high reflectance of NIR by vegetation and 
soil features (Xu 2006). Xu noted that the threshold 0 was not an appropriate distinguishing 
feature and proposed the MNDWIs (Zhai et al. 2015).  

Lake water fluctuations provide important information regarding the water balance of lakes in 
arid and semi-arid regions and are necessary to understand the conditions of local climate change, 
the hydrological regime, and the ecological status of important lakes.  

The water balance of Ugii Lake can be expressed by Equation (3): 

P − E + Y𝑆𝑆𝑆𝑆 ± ∆𝑉𝑉 − 𝑌𝑌𝑆𝑆𝑆𝑆 = ∆𝑌𝑌𝐺𝐺𝐺𝐺  … (3) 

where,  
∆𝑉𝑉 Changes of the lake volume, 
P Precipitation over the lake, 
E Evaporation over the lake, 
Y𝑆𝑆𝑆𝑆 Surface inflow, 
𝑌𝑌𝑆𝑆𝑆𝑆 Surface outflow,  
∆𝑌𝑌𝐺𝐺𝐺𝐺 Groundwater change, 

The topographic map of Ugii Lake and the lake depth measurement results were provided by 
the implemented project (P2018-3568) at Ugii Lake in August 2019 and used to estimate the 
changes in lake volume. The surface area of each depth was calculated using ArcGIS, and the 
volume of the lake was calculated using Equation (4): 

𝑉𝑉 = ∑[(𝐴𝐴𝑖𝑖 − 𝐴𝐴𝑖𝑖+1) × 𝑑𝑑𝑖𝑖] 
𝑛𝑛

𝑖𝑖=1
 

 

… (4) 

where 
𝑉𝑉 Volume of the lake,  
𝐴𝐴 Surface area,  
𝑑𝑑 Depth of the lake level, 
𝑛𝑛 Number of each water depth,   
𝑖𝑖 = 1, 2, . . 𝑛𝑛. 

Table 1: Differences in band ranges and resolutions between the OLI and TM sensor.
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1 Coastal aerosol 
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0.435–0.451  

 
 
 

1 Blue 0.450–0.515  
 
 
 

2 Blue 0.452–0.512 2 Green  0.525–0.605 
3 Green 0.513–0.590 3 Red 0.630–0.690 

    … (3)

Where, 

DV - Changes of the lake volume,

P - Precipitation over the lake,

E - Evaporation over the lake,

YSI - Surface inflow,

YSO - Surface outflow, 

DYGW - Groundwater change,

The topographic map of Ugii Lake and the lake depth 
measurement results were provided by the implemented 
project (P2018-3568) at Ugii Lake in August 2019 and used 
to estimate the changes in lake volume. The surface area of 
each depth was calculated using ArcGIS, and the volume of 
the lake was calculated using Equation (4):

	

 

 

 

 

 

 

5 

Table 2 shows the multiband indices used for water feature extraction in this study. NDVI is an 
index of plant greenness since plants absorb red light and reflect NIR. Its value ranges from −1 to 
+1. By contrast, water absorbed the majority of the NIR light; hence, NDVI could be used to 
delineate surface water features (Acharya et al. 2019). NDWI is one of the most commonly used 
water indices to detect surface water bodies and was first created by the green and near-infrared 
(NIR) spectral bands of Landsat TM, introduced by McFeeters in 1994. NDWI is designed to: (1) 
maximize the reflectance of water by using green wavelengths, (2) minimize the low reflectance 
of NIR by water features, and (3) take advantage of the high reflectance of NIR by vegetation and 
soil features (Xu 2006). Xu noted that the threshold 0 was not an appropriate distinguishing 
feature and proposed the MNDWIs (Zhai et al. 2015).  

Lake water fluctuations provide important information regarding the water balance of lakes in 
arid and semi-arid regions and are necessary to understand the conditions of local climate change, 
the hydrological regime, and the ecological status of important lakes.  

The water balance of Ugii Lake can be expressed by Equation (3): 
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where,  
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Y𝑆𝑆𝑆𝑆 Surface inflow, 
𝑌𝑌𝑆𝑆𝑆𝑆 Surface outflow,  
∆𝑌𝑌𝐺𝐺𝐺𝐺 Groundwater change, 

The topographic map of Ugii Lake and the lake depth measurement results were provided by 
the implemented project (P2018-3568) at Ugii Lake in August 2019 and used to estimate the 
changes in lake volume. The surface area of each depth was calculated using ArcGIS, and the 
volume of the lake was calculated using Equation (4): 

𝑉𝑉 = ∑[(𝐴𝐴𝑖𝑖 − 𝐴𝐴𝑖𝑖+1) × 𝑑𝑑𝑖𝑖] 
𝑛𝑛

𝑖𝑖=1
 

 

… (4) 

where 
𝑉𝑉 Volume of the lake,  
𝐴𝐴 Surface area,  
𝑑𝑑 Depth of the lake level, 
𝑛𝑛 Number of each water depth,   
𝑖𝑖 = 1, 2, . . 𝑛𝑛. 

Table 1: Differences in band ranges and resolutions between the OLI and TM sensor.

 
№ 

Landsat 8 OLI (Gabr et al. 2020) Landsat 5 TM/ETM+ (Zhai et al. 2015) 
Band Wavelength  

(µm) 
Resolution 

(m) 
№ Band Wavelength  

 [µm] 
Resolution 

[m] 
1 Coastal aerosol 

(CA) 
0.435–0.451  

 
 
 

1 Blue 0.450–0.515  
 
 
 

2 Blue 0.452–0.512 2 Green  0.525–0.605 
3 Green 0.513–0.590 3 Red 0.630–0.690 

     …(4)

Where,

V - Volume of the lake, 

A - Surface area, 

d - Depth of the lake level,

n - Number of each water depth,  

i = 1, 2, … n

RESULTS AND DISCUSSION

According to the station data, the average annual water level 
of Ugii Lake fluctuated. The highest water level was observed 
in 2004 (3.53 m); however, the lake water level decreased 
gradually between 2004 and 2011. The lowest water level 
was observed in 2011 (1.79 m), which increased steadily 
until 2017 (3.23 m) and decreased by 0.63 m in 2018. Ugii 

Lake has only one surface inflow to lake. The annual average 
discharge of the Khugshin Orkhon River was 0.5 m3.s–1 in 
2003, which was the highest level during the study period. 
Since 2003, the annual average discharge decreased gradu-
ally until 2011 (0.079 m3.s–1) and increased in 2016 (0.463 
m3.s–1). The changes in discharge of the Khugshin Orkhon 
River are relevant to the fluctuation of the Ugii Lake water 
level (Fig. 2). In the case of Ugii Lake, water flows out from 
the lake on the northwestern side and joins the Orkhon River 
when the water level of the lake increases. However, due to 
fluctuations in the water level in recent decades, outflow 
rivers from lakes have dried out.   Therefore, the amount of 
surface outflow from the lake could be excluded from further 
lake water balance calculations.
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Table 2: Multiband indices used for water feature extraction. 

1 

 
Fig. 2: Comparison of annual average discharge and monthly water level of Ugii Lake. 

Estimation of Changes in the Surface Area of Ugii Lake Using Satellite Remote Sensing 

Field survey result: Surface area and water level are interrelated parameters of lake morphometry. 
As mentioned above, data on the water level of Ugii Lake was available between 2002 and 2019. 
Therefore, above mentioned water indices were applied to estimate the lake surface area using 
the monthly RS images of both Landsat 5 TM and Landsat 8 OLI. To assess the extraction 
accuracy of the water indices, the length of the lake shoreline was measured three times between 
May and September 2020. Table 3 provides detailed information on satellite images and field 
survey dates. Cloudless satellite images from paths 134 and 27 with 30 m resolution were 
collected, and each water index was estimated accordingly. The comparison between the water 
indices and in-situ measurements are shown in Table 4 and Fig. 3. 
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Equation Water 
value 

Reference 

NDVI NDVI=(NIR-Red)/(NIR+Red) … (5) - (Rouse et al. 1974) 

NDWI NDWI=(Green-NIR)/(Green+NIR) … (6) + (McFeeters 1996) 

MNDWI MNDWI1=(Green-SWIR1)/(Green+SWIR1) … (7) 
MNDWI2=(Green-SWIR2)/(Green+SWIR2) … (8) 

+ 
+ 

(Xu 2006) 

Fig. 2: Comparison of annual average discharge and monthly water level 
of Ugii Lake.

Estimation of Changes in the Surface Area of Ugii 
Lake Using Satellite Remote Sensing

Field survey result: Surface area and water level are in-
terrelated parameters of lake morphometry. As mentioned 
above, data on the water level of Ugii Lake was available 
between 2002 and 2019. Therefore, above mentioned water 
indices were applied to estimate the lake surface area using 
the monthly RS images of both Landsat 5 TM and Landsat 8 
OLI. To assess the extraction accuracy of the water indices, 
the length of the lake shoreline was measured three times 
between May and September 2020. Table 3 provides de-
tailed information on satellite images and field survey dates. 
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Cloudless satellite images from paths 134 and 27 with 30 m 
resolution were collected, and each water index was estimat-
ed accordingly. The comparison between the water indices 
and in-situ measurements are shown in Table 4 and Fig. 3.

According to the estimated lake water surface area, both 
NDWI and MNDWI-1 had closer estimates than NDVI and 
MNDWI-2.  A total of 68 satellite images were used to esti-
mate the monthly lake water surface area using both NDWI 
and MNDWI-1 within the study period from May to October 
(2002-2019). The results of the estimated lake water surface 
area were compared with the water level data from the Ugii 
Lake station. Fig. 4 shows that the estimated surface area of 
the lake had a strong, positive correlation (R=0.93, R=0.94, 
p < 0.01) with the water level of the lake. Therefore, the 
NDWI and MNDWI-1 methods are recommended for lake 
water extraction in steppe regions. 

As shown in Fig. 5, the surface area of the lake changed 
slightly each month during the study period, increasing in 
August and September each year, which may contribute to the 
increases in both surface and groundwater discharge during 
the summer (rainy) season. From the beginning of November, 
the lake surface area was covered by ice with a thickness of 
1–1.5 m during the winter season until mid-April. Once the 
snow and ice cover melted, the surface water discharge and 
lake water level increased depending on the amount of snow 
accumulated during the winter months. 

Since 2016, changes in the surface area of the lake have 
steadily increased. The highest value of lake surface area 
was estimated in September of each year. Fig. 6 shows the 
difference between each year in September. Water flowed out 
from the lake when the lake surface area increased. Magsar 
et al. (2020) concluded that annual total evaporation from the 
lake mostly exceeds the total amount of precipitation since 
1995. The summer precipitation consisted predominantly of 
total annual precipitation, the majority of which occurred 
during the months of July and August each year during the 
study period. The highest recorded monthly precipitation 

was in July 2018 (113.25), which may have contributed 
to an increase in the lake’s surface area by 0.95 km2 in the 
following month (August 27, 2018). The lowest recorded 
monthly precipitation was in July 2017 (26.45 mm), which 
may have contributed to a decrease in the lake surface area 
by 0.04 km2 in the following month (August 01, 2017). As 
seen in Table 5, the surface area of Ugii Lake fluctuates each 
month. Depending on the weather condition, the surface area 
increases mostly in August and September.  

Estimation of the Water Balance of the Ugii Lake

According to the results described in the previous section, 
the surface area of Ugii Lake had fluctuated, which is an 
indicator of changes in the local hydrological regime as a 
result of several factors, including local climate change. In 

Table 2: Multiband indices used for water feature extraction.

Multib-
and index

Equation Water 
value

Refer-
ence

NDVI NDVI=(NIR-Red)/(NIR+Red) … (5) - (Rouse et 
al. 1974)

NDWI NDWI=(Green-NIR)/(Green+NIR) 
… (6)

+ (Mc-
Feeters 
1996)

MNDWI M N D W I 1 = ( G r e e n - S W I R 1 ) /
(Green+SWIR1) … (7)
M N D W I 2 = ( G r e e n - S W I R 2 ) /
(Green+SWIR2) … (8)

+
+

(Xu 
2006)
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Fig. 3: Comparison of different water indices. 

According to the estimated lake water surface area, both NDWI and MNDWI-1 had closer 
estimates than NDVI and MNDWI-2.  A total of 65 satellite images were used to estimate the 
monthly lake water surface area using both NDWI and MNDWI-1 within the study period from 
May to October (2002–2019). The results of the estimated lake water surface area were compared 
with the water level data from the Ugii Lake station. Fig. 4 shows that the estimated surface area 
of the lake had a strong, positive correlation (R=0.93, R=0.94, p < 0.01) with the water level of 
the lake. Therefore, the NDWI and MNDWI-1 methods are recommended for lake water 
extraction in steppe regions.  

1 
Table 3: Details of Landsat 8 OLI images and field survey dates. 

Field survey 
Acquisition 

date 
Landsat product ID Path Row Resolution 

[m] 
2020.05.16 2020.05.12 LC08_L1TP_134027_20200512_20200526_01_T1 134 27 30 

2020.07.11 2020.07.15 LC08_L1TP_134027_20200715_20200715_01_RT 134 27 30 

2020.09.19 2020.09.17 LC08_L1TP_134027_20200917_20201006_01_T1 134 27 30 

Table 4: Comparison between in situ measurements and different water indices 
for estimating the surface area of Ugii Lake. 

Field survey date Area 
[km2] 
  

Satellite 
name  

Acquisition 
date 

Area [km2] 
NDVI NDWI MNDWI1 MNDWI2 

2020.05.16 25.099  
Landsat 8 

OLI 

2020.05.12 24.818 24.837 24.905 25.072 

2020.07.11 25.103 2020.07.15 24.647 24.767 24.984 25.528 

2020.09.19 25.058 2020.09.17 24.65 24.75 24.95 25.27 

25.099 25.103 25.058

24.2
24.4
24.6
24.8

25
25.2
25.4
25.6

2020.05.16 2020.07.11 2020.09.19

A
re

a 
(k

m
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Dates

NDVI NDWI
MNDWI1 MNDWI2
Field survey

Fig. 3: Comparison of different water indices.
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Fig. 4: Correlation between lake level and surface area (a) NDWI, (b) MNDWI-1. 

As shown in Fig. 5, the surface area of the lake changed slightly each month during the study 
period, increasing in August and September each year, which may contribute to the increases in 
both surface and groundwater discharge during the summer (rainy) season. From the beginning 
of November, the lake surface area was covered by ice with a thickness of 1–1.5 m during the 
winter season until mid-April. Once the snow and ice cover melted, the surface water discharge 
and lake water level increased depending on the amount of snow accumulated during the winter 
months.  

 
Fig. 5: Monthly fluctuations in surface area of the lake between 2002 and 2019. 
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Fig. 4: Correlation between lake level and surface area (a) NDWI, (b) 
MNDWI-1.
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addition, the changes in lake water volume are interdependent 
on the hydrometeorological conditions. 

As shown in Fig. 7, the lake water depth increased while 
the surface area of the lake decreased. For instance, the esti-
mated lake surface area was 25.49 km2, 23.59 km2, and 21.71 
km2 at a depth of 0.5 m, 1 m, and 2 m, respectively (Table 6). 

Based on the morphometric parameters of the lake, the 
volume of the lake in August, 2019 was estimated using 
Equation (4); (Table 6), the results of which were similar to 
those reported by JICA in 2005. The estimated surface area 
(2002-2019) and topographic map (August 2019) of Ugii 

Lake were used to calculate the volume of the lake. During 
the study period, the volume of the lake decreased by 0.6 × 
10-3 km3, 1.4 × 10-3 km3, and 1.5 × 10-3 km3 in 2009, 2010, 
and 2011, respectively, compared to the data reported by 
JICA in 2005. Since 2013, the volume of the lake steadily 
increased until 2018, and then decreased by 0.4 × 10-3 km3 
in 2019, compared to the previous year (Table 7).

As mentioned above, fluctuations in lake water are related 
to the hydrological regime. This is a primary indicator of local 
climate change, which results in the ecological condition of 
shallow lakes in the steppe region. As described earlier, the 

Table 3: Details of Landsat 8 OLI images and field survey dates.

Field survey Acquisition date Landsat product ID Path Row Resolution [m]

2020.05.16 2020.05.12 LC08_L1TP_134027_20200512_20200526_01_T1 134 27 30

2020.07.11 2020.07.15 LC08_L1TP_134027_20200715_20200715_01_RT 134 27 30

2020.09.19 2020.09.17 LC08_L1TP_134027_20200917_20201006_01_T1 134 27 30

Table 4: Comparison between in situ measurements and different water indices for estimating the surface area of Ugii Lake.

Field survey date Area [km2]
 

Satellite name A c q u i s i t i o n 
date

Area [km2]

NDVI NDWI MNDWI1 MNDWI2

2020.05.16 25.099
Landsat 8 OLI

2020.05.12 24.818 24.837 24.905 25.072

2020.07.11 25.103 2020.07.15 24.647 24.767 24.984 25.528

2020.09.19 25.058 2020.09.17 24.65 24.75 24.95 25.27

Table 5: Monthly average lake surface area fluctuation (km2) using MNDWI-1.

Years
Months

May Jun Jul Aug Sep Oct

2002 - 25.79 - 25.04 24.83 24.61

2003 - - 25.27 25.86 25.98 25.89

2004 - - - 25.81 25.55 25.51

2005 - - - 24.95 24.88 24.77

2006 - - - 24.83 24.69 24.78

2007 - - 24.45 - 24.22 -

2008 - - - 23.88 23.73 24.38

2009 - - - 23.22 22.89 22.58

2010 - - - 22.67 22.12 22.08

2011 - - - 22.37 22.00 21.94

2012 - - 23.34 23.38 23.46 -

2013 - 23.23 23.18 23.69 23.54 23.74

2014 - 23.89 23.96 23.86 23.68 23.73

2015 23.70 23.76 24.00 24.05 23.96 23.85

2016 24.29 - 24.65 24.76 24.76 -

2017 25.02 25.01 24.88 24.92 24.9 -

2018 24.82 24.76 24.98 25.93 25.93 -

2019 25.93 25.83 - 25.59 25.11 -
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Table 6: The morphometric parameters of Ugii Lake (August 2019).

No Reference lake depth [m] Surface area of each depth [km2] Lake volume [km3]

1 0.5 25.49 0.00095

2 1 23.59 0.00188

3 2 21.71 0.00362

4 3 19.90 0.00474

5 4 18.32 0.0056

6 5 16.92 0.0081

7 6 15.30 0.0141

8 7 12.95 0.01645

9 8 10.60 0.01248

10 9 9.04 0.01602

11 10 7.26 0.0196

12 11 5.30 0.01188

13 12 4.22 0.012

14 13 3.22 0.01833

15 14 1.81 0.0126

16 15 0.91 0.00825

17 15.3 0.36 0.00551

Total volume of the lake [km3]
0.1721
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Fig. 4: Correlation between lake level and surface area (a) NDWI, (b) MNDWI-1. 

As shown in Fig. 5, the surface area of the lake changed slightly each month during the study 
period, increasing in August and September each year, which may contribute to the increases in 
both surface and groundwater discharge during the summer (rainy) season. From the beginning 
of November, the lake surface area was covered by ice with a thickness of 1–1.5 m during the 
winter season until mid-April. Once the snow and ice cover melted, the surface water discharge 
and lake water level increased depending on the amount of snow accumulated during the winter 
months.  

 
Fig. 5: Monthly fluctuations in surface area of the lake between 2002 and 2019. 
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Fig. 5: Monthly fluctuations in surface area of the lake between  
2002 and 2019.
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Since 2016, changes in the surface area of the lake 
have steadily increased. The highest value of lake 
surface area was estimated in September of each 
year. Fig. 6 shows the difference between each 
year in September. Water flowed out from the lake 
when the lake surface area increased. Magsar et al. 
(2020) concluded that annual total evaporation 
from the lake mostly exceeds the total amount of 
precipitation since 1995. The summer 
precipitation consisted predominantly of total 
annual precipitation, the majority of which occurred during the months of July and August each 
year during the study period. The highest recorded monthly precipitation was in July 2018 
(113.25), which may have contributed to an increase in the lake’s surface area by 0.95 km2 in the 
following month (August 27, 2018). The lowest recorded monthly precipitation was in July 2017 
(26.45 mm), which may have contributed to a decrease in the lake surface area by 0.04 km2 in the 
following month (August 01, 2017). As seen in Table 5, the surface area of Ugii Lake fluctuates 
each month. Depending on the weather condition, the surface area increases mostly in August and 
September.  

Table 5: Monthly average lake surface area fluctuation (km2) using MNDWI-1. 

  
Fig. 6: Mapping of the surface area of Ugii Lake in 
September of every year between 2002 and 2019. 

Estimation of the water balance of the Ugii Lake 

According to the results described in the previous 
section, the surface area of Ugii Lake had fluctuated, 
which is an indicator of changes in the local 
hydrological regime as a result of several factors, 
including local climate change. In addition, the 
changes in lake water volume are interdependent on 
the hydrometeorological conditions.  

As shown in Fig. 7, the lake water depth 
increased while the surface area of the lake 
decreased. For instance, the estimated lake surface 

area was 25.49 km2, 23.59 km2, and 21.71 km2 at a depth of 0.5 m, 1 m, and 2 m, respectively 
(Table 6).  

 
Years 

Months 
May Jun Jul Aug Sep Oct 

2002 - 25.79 - 25.04 24.83 24.61 
2003 - - 25.27 25.86 25.98 25.89 
2004 - - - 25.81 25.55 25.51 
2005 - - - 24.95 24.88 24.77 
2006 - - - 24.83 24.69 24.78 
2007 - - 24.45 - 24.22 - 
2008 - - - 23.88 23.73 24.38 
2009 - - - 23.22 22.89 22.58 
2010 - - - 22.67 22.12 22.08 
2011 - - - 22.37 22.00 21.94 
2012 - - 23.34 23.38 23.46 - 
2013 - 23.23 23.18 23.69 23.54 23.74 
2014 - 23.89 23.96 23.86 23.68 23.73 
2015 23.70 23.76 24.00 24.05 23.96 23.85 
2016 24.29 - 24.65 24.76 24.76 - 
2017 25.02 25.01 24.88 24.92 24.9 - 
2018 24.82 24.76 24.98 25.93 25.93 - 
2019 25.93 25.83 - 25.59 25.11 - 

Fig. 6: Mapping of the surface area of Ugii Lake in September of every 
year between 2002 and 2019.

water balance of Ugii Lake can be expressed by Equation 
(3). Based on available hydro-meteorological data, changes 
in the main parameters relating to Ugii Lake’s water balance 
were investigated, and it was estimated how these factors are 
linked to changes in the lake’s water volume. 

The total amount of evaporation, precipitation, and sur-
face inflow to the lake between the satellite acquisition dates 
of each September between 2002 and 2019, were compiled 
and used to derive the water balance of Ugii Lake (Table 8).

The volume of the lake was estimated at 172.3 × 3-10 km3 
in 2003 and 2018, which is the highest volume during the 
study period. As shown in Table 8, the annual total surface 
inflow was high, when the total amount of precipitation was 
closer to the amount of water evaporated from the lake.

For instance, the surface inflow was 15.77 × 10-3 km3.
year-1, 14.02 × 3-10 km3.year-1, and 11.34 × 3-10 km3.year-1 
in 2003, 2016, and 2018, respectively, which resulted in an 
increase in the volume of the lake at the highest value. The 
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volume of the lake remained higher for the following year 
after increasing, and it was decreased because of the high 
amount of evaporation and decreased surface inflow to the 
lake for the following years. According to the estimated 
lake volume and Equation (4), it can be concluded that the 
fluctuation of Ugii Lake contributes to hydrometeorological 
parameters and groundwater flow. For instance, the surface 
inflow to the lake gradually decreased, and evaporation from 
the lake was higher than the precipitation between 2008 and 
2010. However, the volume of the lake decreased slightly, 
which was not balanced. This imbalance was because the 
remaining changes in lake volume are fed by groundwater. 
Therefore, there is a need to study the potential groundwater 
of the Ugii Lake Basin in further studies. 

CONCLUSION

The lake water surface area calculated using both NDWI and 
MNDWI-1 showed a strong, positive correlation (R=0.93, 
R=0.94, p < 0.01) with the water level of Ugii Lake. The 
accuracy of both NDWI and MNDWI-1 methods makes 
them feasible for lake water extraction in steppe regions. 
The estimated volume of Ugii Lake was consistent with that 
reported in a previous study by JICA in 2005. The water 

balance of Ugii Lake was calculated, and the results proved 
that the influence of both surface and groundwater on the 
water balance of the lake are valuable parameters, which 
can be seen from the difference between the estimated lake 
volume and the total inflow and outflow to the lake. This 
study provides valuable information on water extraction 
methods using satellite images that can be used for further 
studies, on the influence of climate change on the lakes of 
the steppe region in Mongolia. 
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Fig. 7: Topographic map of Ugii Lake. 

Based on the morphometric parameters of the lake, the volume of the lake in August, 2019 
was estimated using Equation (4); (Table 6), the results of which were similar to those reported 
by JICA in 2005. The estimated surface area (2002–2019) and topographic map (August 2019) 
of Ugii Lake were used to calculate the volume of the lake. During the study period, the volume 
of the lake decreased by 0.6 × 10-3 km3, 1.4 × 10-3 km3, and 1.5 × 10-3 km3 in 2009, 2010, and 
2011, respectively, compared to the data reported by JICA in 2005. Since 2013, the volume of the 
lake steadily increased until 2018, and then decreased by 0.4 × 10-3 km3 in 2019, compared to the 
previous year (Table 7). 

As mentioned above, fluctuations in lake water are related to the hydrological regime. This is 
a primary indicator of local climate change, which results in the ecological condition of shallow 
lakes in the steppe region. As described earlier, the water balance of Ugii Lake can be expressed 
by Equation (3). Based on available hydro-meteorological data, changes in the main parameters 
relating to Ugii Lake's water balance were investigated, and it was estimated how these factors 
are linked to changes in the lake's water volume.  

The total amount of evaporation, precipitation, and surface inflow to the lake between the 
satellite acquisition dates of each September between 2002 and 2019, were compiled and used to 
derive the water balance of Ugii Lake (Table 8). 

The volume of the lake was estimated at 172.3 × 10-3 km3 in 2003 and 2018, which is the 
highest volume during the study period. As shown in Table 8, the annual total surface inflow was 
high, when the total amount of precipitation was closer to the amount of water evaporated from 
the lake. 

Fig. 7: Topographic map of Ugii Lake.

Table 7: Changes on volume of Ugii Lake in September between 2002 
and 2019.

Years [km2]  [km3]  [10-3 km3] 

2002 24.83 0.1717

0.171*

**

2003 25.98 0.1723 1.3

2004 25.55 0.1721 1.1

2005 24.88 0.1718 0.8

2006 24.69 0.1717 0. 7

2007 24.22 0.1715 0. 5

2008 23.73 0.1712 0. 2

2009 22.89 0.1704 -0. 6

2010 22.12 0.1696 -1.4

2011 22.0 0.1695 -1.5

2012 23.46 0.1710 0

2013 23.54 0.1711 0. 1

2014 23.68 0.1712 0. 2

2015 23.96 0.1713 0. 3

2016 24.76 0.1717 0. 7

2017 24.90 0.1718 0. 8

2018 25.93 0.1723 1.3

2019 25.11 0.1719 0. 9

Note: * Reference value by JICA in 2005
 ** Indicates no value

Table 8: Characteristics of the water balance of Ugii Lake.

Years P E YSI DYGW V ∆DV

[10-3 km3.year-1] [10-3 km3]

2002 2.87 6.67 1.90 ** 171.7 **

2003 7.07 7.97 15.77 14.27 172.3 0.6

2004 4.59 7.88 5.39 2.31 172.1 -0.2

2005 4.76 7.50 8.25 5.81 171.8 -0.3

2006 6.46 8.17 7.86 6.25 171.7 -0.1

2007 6.23 8.79 4.22 1.85 171.5 -0.2

2008 5.54 8.04 1.59 -0.62 171.2 -0.3

2009 3.99 7.85 0.88 -2.18 170.4 -0.8

2010 5.41 8.41 0.17 -2.03 169.6 -0.8

2011 6.49 7.31 2.50 1.78 169.5 -0.1

2012 6.97 7.83 5.01 2.65 171 1.5

2013 6.10 6.68 1.07 0.39 171.1 0.1

2014 6.40 8.33 5.34 3.31 171.2 0.1

2015 6.32 7.92 0.43 -1.27 171.3 0.1

2016 8.54 7.52 14.02 14.65 171.7 0.4

2017 6.38 8.61 9.15 6.82 171.8 0.1

2018 8.26 8.71 11.34 10.38 172.3 0.5

2019 6.08 8.29 7.31 5.50 171.9 -0.4
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ABSTRACT

In the present study, the three main process parameters in the Fenton process for the removal of 
pharmaceutical compound Mefenamic acid from an aqueous solution were optimized using response 
surface methodology (RSM). Central composite design (CCD) was used for process optimization. The 
primary and secondary interaction effects of the selected parameters such as H2O2, Fe2+ and pH on 
the removal of mefenamic acid were examined. A mathematical model for the removal process based 
on the selected variables was developed. The interaction effect between the chosen parameters shows 
that the removal of mefenamic acid was enhanced in the acidic pH range at a high concentration of 
H2O2 and in a medium concentration level of the catalyst Fe2+. The removal efficiency of 81.24% was 
obtained for mefenamic acid at the optimized condition of variables such as 9.36 mM H2O2, 0.058 mM 
Fe2+and at a pH value of 2.1. 

INTRODUCTION

Pharmaceuticals compounds are one of the emerging con-
taminants, the presence of which even in trace levels in 
water sources can cause lethal effects on human beings and 
aquatic organisms. By the development of modern analytical 
techniques, various categories of pharmaceutical compounds 
such as analgesics/anti-inflammatory, β-blockers, psychi-
atric drugs, antibiotics, lipid regulators, contrast agents, 
anti-cancer agents, and hormones have been identified in 
municipal and hospital wastewaters and even in surface and 
groundwater sources  (Wang et al. 2014, Bu et al. 2016). To 
remove these non-biodegradable and persistent compounds, 
in addition to the conventional treatment methods, various 
advanced treatment techniques such as adsorption, reverse 
osmosis, microfiltration, advanced oxidation, and nano 
filtration techniques are under research (Rivera-Utrilla et 
al. 2013). 

Among the advanced treatment techniques, advanced oxi-
dation processes (AOPs) are found to be promising. AOPs are 
based on the formation of highly reactive and non-selective 
oxidants such as hydroxyl radical (·OH), superoxide radical 
(·O2), hydroperoxyl radicals (·HO2), sulfate radicals (•SO4

-) 
and peroxyl radical (•ROO) generated under atmospheric or 
subcritical conditions of temperature and pressure, with or 

without catalyst and/or energy. These oxidants degrade the 
persistent organic compounds into carbon dioxide and water 
or convert them into metabolite forms (Deng & Zhao 2015). 
There are several types of AOPs based on the techniques used 
for the in situ formation of oxidant radicals such as chemical, 
photochemical, sonochemical, microwave-assisted, and elec-
trochemical AOPs (Andreozzi et al. 1999). Fenton process is 
a chemical AOP method in which •OH radicals are produced 
by the catalytic decomposition of H2O2 by iron salts in an 
acidic medium (Oturan & Aaron 2014). The advantage of this 
process is its simple operation principle, environmentally safe 
nature, short reaction time, and the absence of mass transfer 
limitation (Naveed et al. 2017). The removal efficiency of 
the Fenton process depends on various factors such as initial 
pH, reaction time, initial pollutant concentration, the dosage 
of Fenton reagent, reagent mole ratio, mode of addition of 
H2O2, and temperature (Roudi et al.2018).

Mefenamic acid (MEF) is a nonsteroidal analgesic and 
anti-inflammatory drug (NSAID). It is commonly used to 
reduce pain, menstrual pain, dysmenorrhea, migraine and is 
also used in the treatment of rheumatoid arthritis and other 
muscular-skeletal diseases (Idrees 2015). In European Union 
(EU), mefenamic acid is considered a third-class priority 
pollutant as its concentration in various environmental com-
partments has been detected larger than the no-effect concen-
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tration value of 0.428µg.L-1 (Chang et al.2012). The removal 
of mefenamic acid by photolysis, adsorption on activated 
carbon, and ozonation showed that 60% removal efficiency 
in 120 min was achieved by applying a combination of UV 
and ozone. Also, it reveals that the activated carbon addition 
did not enhance the removal of the compound (Gimeno et al. 
2010). Nitrite-induced photo transformation studies of MEF 
showed that intermediate photo transformation products are 
formed and they were found more toxic than mefenamic acid 
(Chen et al. 2016).  Different oxidative processes such as UV, 
UV/H2O2, Fenton, and photo Fenton were investigated and 
optimized using fractional factorial design and found photo 
Fenton process using ferric oxalate and hydrogen peroxide 
at a pH of 6.1 gives a maximum removal of 95.95% in 60 
min (Colombo et al. 2016).

Polyurea formaldehyde-Bentonite was tested as an ad-
sorbent for mefenamic acid from water and found maximum 
adsorption of 16mg.g-1 achieved at 47°C at pH 1.5 (Majeed et 
al. 2017). For practical application of the removal process, it 
is necessary to optimize the various important factors using 
experimental design techniques.

The aim of this study is to apply a statistically based 
technique named the central composite design method to 
optimize the Fenton process for removal of mefenamic acid 
from aqueous solutions by varying the selected three main 
experimental variables such as concentration of oxidant 
H2O2, catalyst Fe2+, and pH, and to develop a model to ex-
amine the single and combined effect of these variables on 
the removal process of the compound.

MATERIALS AND METHODS

Materials

Mefenamic acid (C15H15NO2, 2-[(2,3dimethyl phenyl) 
amino] benzoic acid, 99%, (Sigma -Aldrich, India), H2O2 
(30.0% w/v), ferrous sulfate heptahydrate FeSO4.7H2O (FS), 
NaOH, Na2S2O3, and sulphuric acid from Merk (India) were 
used as such without further purification. All chemicals used 
were of analytical grade unless indicated otherwise. HPLC 
grade acetonitrile (ACN), 98% formic acid, and isopropanol 
(Merck) were used for the analysis. 

Experiments

In a typical Fenton experiment, an aqueous solution of me-
fenamic acid having a concentration of 15 ppm was prepared 
using Milli Q water and mixed with appropriate concentra-
tions of FeSO4.7H2O and H2O2 in liquid form in a 250 mL 
closed pyrex glass reactor. The reactor was placed in a dark 
chamber to avoid any photochemical reaction. The reaction 
volume was maintained as 100 mL and stirred continuously 

using a magnetic stirrer at 500 RPM. The pH of the sample 
was maintained by using NaOH and H2SO4 solutions as 
necessary. One drop of 0.1 N sodium sulfite solution was 
added to each sample taken to quench the action of any 
excess H2O2 present in the sample. All samples taken were 
filtered through 0.45µm syringe filters before the analysis. 
The removal of the compound was monitored by analyzing 
the initial samples and samples taken after 60 min of the 
interval by using HPLC.

HPLC Analysis

The quantitative determination of mefenamic acid was car-
ried out with an HPLC-UV system on LC2030 plus liquid 
chromatograph (Shimadzu, Prominence i) equipped with 
a binary solvent gradient pump and an automatic injection 
system. The compounds were eluted off the C-18 column 
(250 mm x 4.6 mm packed with 5 µm particle size) with 
two solvents as mobile phases. The mobile phase consists 
of solvent A 0.1% formic acid in milliQ water and solvent 
B 100% acetonitrile. The elution started at 0% B and was 
then linearly increased to 100% B over 10 minutes at a flow 
rate of 1.0 mL.min-1 then kept isocratic for 3minutes and B 
concentration reached to initial level in the last 2 min. The 
total run time of the gradient flow method was 15 min. The 
injection volume was 20 μL and the UV detection wavelength 
was at 275 nm. The signal acquired from the detector was 
recorded by Lab Solution software. 

Experimental Design

Central Composite Design (CCD)
The CCD was used to optimize the pH, the concentration of 
H2O2 and Fe2+ and to evaluate the interaction among these 
three variables on the removal of Mefenamic acid. CCD is 
a very efficient design tool for fitting second-order models 
and optimizing the effective parameters with a minimum 
number of experimental runs (Bezerra et al. 2008). A CCD 
consists of cube points made up of design points from a 2k 
factorial or 2(k-1) fractional factorial design with 2k axial or 
“star” points, and nc center points (where k is the number of 
factors) (Im et al. 2012).

 In this work, the CCD design consists of 8 cube points 
(all possible combinations of +1 and -1 for the 3 factors), 5 
replicates of central points (coded as 0 for all 3 factors), and 
6 axial points (+1.68,-1.68, and 0 for three factors). Thus 
there is a total of nineteen experiments with three factors 
coded at five levels. 

A regression design is used to mathematically model 
the response as a function of the independent factors. The 
following general model equation is used to obtain the op-
timal response.
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surface and contour plots of the response model.

RESULTS AND DISCUSSION

Preliminary experiments were conducted by univariate meth-
od to fix the range of variables and the time interval for the 
process. The variables X1 X2 and X3 were the concentration 
of added H2O2, Fe2+ and the pH maintained at the start of 

 Table 1: Experimental range and levels of selected independent factors.

Independent factors Range and Levels 

-a -1 0 1 a

H2O2 concentration (mM)
(X1)

2.64 4 6 8 9.36

Fe 2+ concentration (mM) 
(X2)

6.4x10-3 2.0x10-2 4.0x10-2 6.00x10-2 7.36x10-2

pH
(X3)

0.96 3 6 9 11.04

Table 2: CCD matrix in terms of coded units along with the observed and predicted removal values of the compound after 1 hour Fenton process.  

Run Coded variables % Removal of Mefenamic acid

X1 X2 X3 Observed values Predicted values

1 0.00 -1.68 0.00 27.31 29.38

2 -1.00 -1.00 -1.00 58.65 56.32

3 0.00 0.00 0.00 60.65 60.54

4 1.00 -1.00 -1.00 61.43 59.16

5 -1.00 1.00 -1.00 52.75 51.66

6 -1.00 1.00 1.00 22.70 23.82

7 -1.68 0.00 0.00 36.43 37.09

8 1.68 0.00 0.00 64.50 65.47

9 0.00 0.00 0.00 60.80 60.54

10 0.00 0.00 0.00 60.46 60.54

11 0.00 0.00 1.68 23.41 21.38

12 1.00 1.00 1.00 53.57 54.75

13 -1.00 -1.00 1.00 16.84 17.09

14 0.00 0.00 0.00 60.52 60.54

15 0.00 0.00 -1.68 70.82 74.49

16 1.00 1.00 -1.00 80.16 78.75

17 0.00 0.00 0.00 60.54 60.54

18 1.00 -1.00 1.00 23.85 23.78

19 0.00 1.68 0.00 51.92 51.48
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the reaction. The range of variables H2O2 (4 - 8 mM), Fe2+ (2 

×10-2 - 6×10-2 mM), and pH (3 to 9) was fixed based on pre-
liminary studies and the five different levels of each variable 
were selected based on the central composite design. Table 
1 shows the various levels of selected independent factors 
and Table 2 is the list of coded variables and the observed 
and predicted removal values of the response.

The model equation obtained for the removal of me-
fenamic acid in terms of coded variables was as follows: 
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Where: Y is the percentage removal of mefenamic acid and X1 and X2 were the initial 
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adjusted R2. The coefficient of determination (R2) indicates the proportion of variation in the 
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statistical significance was assessed by the lack of fit test. The result of the analysis of variance 

(ANOVA) was presented in Table 3. 
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Where: Y is the percentage removal of mefenamic acid 
and X1 and X2 were the initial concentration of H2O2 and 
Fe2+ in mM and X3 is the initial pH value. 

Statistical Analysis

The quality of the proposed model was checked by the coeffi-
cient of determination (R2) and adjusted R2. The coefficient of 

determination (R2) indicates the proportion of variation in the 
response described by the model. If the value of R2 is closer to 
1, it indicates that the model is good to describe the variation 
in response as a function of independent variables (Ishak & 
Malakahmad 2013). Adjusted R2 is another useful statistical 
tool to evaluate the model adequacy; it is a modified R2 value 
by taking into account the number of covariates or predictors 
in the model. The ‘F value’ was the ratio of the mean sum of 
square due to the model variance and error variance, and is used 
to test the null hypothesis (Chauhan et al. 2013). The statistical 
significance was assessed by the lack of fit test. The result of 
the analysis of variance (ANOVA) was presented in Table 3.

The ANOVA result shows that the linear, quadratic, and 
interaction terms are significant since the corresponding 
p-values are <0.05. A high R2 value of 0.9936 and an ad-
justed R2 value of 0.9873 indicates the significance of the 
model and its adequacy to predict the response. A normal 
probability plot of residuals versus response is shown in 
Fig. 1. The normal probability plot is a graphical method 
for determining residuals’ normality. Fig. 1 shows that the 
points are close to the straight line and the model is sufficient 
to describe the response. 

Table 3: ANOVA result of the quadratic model for percentage removal of Mefenamic acid.

Source Sum of squares Df Square mean F value P value Remarks

Regression       6238.4 9 693.16 156.08 0.000 Significant

Linear    
Square
Interaction        Residual 
Error
Lack-of-Fit
Pure Error     
Total  

4972.64
899.77
366.00
39.97
39.90
0.07
6278.37

3
3
3
9
5
4 
18  

1657.55
299.92
122.00
4.44
7.98
0.02

373.23
67.53
27.47

0.000
0.000
0.000

R2 = 0.9936, R2 (adjusted) = 0.9873
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Effect of Independent Variables on the Removal of the 
Compound 

The plot in Fig. 2. shows the effect of independent variables 
H2O2, Fe2+ and pH on the mean removal of mefenamic acid 
in 19 experiments conducted based on the central composite 
design. Fig. 2 shows a sharp increase in the average removal 
value from 4 to 9.36 mM concentration of H2O2. This may 
be due to the more ·OH radicals produced during the more 
concentration of H2O2 and thus enhancing the removal of 
the compound (Rezaee et al. 2014). The second curve shows 
that the mean removal value of mefenamic acid increases up 
to 55% when the iron concentration changes from 0.0064 to 
0.040. Further increase in iron concentration did not show 
an increase in the removal efficiency. This shows that a high 
concentration of metal ions was not favoring the removal of 
this compound. This may be due to the ferrous ion inhibition 
that occurs at a high concentration of Fe2+ in the system. The 
excess metal ion increases the yield of Fe2+ ions which act as 
a scavenger by quenching the hydroxyl ions formed (Wang 
et al. 2014). The higher concentration of Fe2+ in the system 
can also result in the production of hydroperoxyl radical 
(·HO ) which has less oxidation potential than hydroxyl 
radicals (Karale et al. 2014). Effect of pH indicates that the 
mean removal of mefenamic acid was more favorable at the 
acidic pH range than at alkaline pH. Mefenamic acid shows 
more than 50 % average removal efficiency in neutral pH but 
the removal was less than 30% in alkaline pH.

Combined Effect Among the Independent 
Variables on the Removal Efficiency

To understand the interaction effect among the independent 
variable, contour plots and 3D response surface curves 

were considered. Fig. 3. shows the profile for the quad-
ratic response surface and the contour plots of % removal 
of mefenamic acid versus various coded independent  
variables. 

From the contour plot Fig. 3(a), it was evident that more 
than 70% removal of mefenamic acid was obtained at a 
higher concentration of added H2O2 and Fe 2+ at a neutral 
pH range. Fig. 3(b) indicates that a removal value above 
60% was obtained at medium concentration levels of H2O2 
with varying Fe2+ concentrations in the acidic pH range of 
the solution. Interaction between pH and H2O2 at medium 
Fe2+ concentration was shown in Fig. 3(c). It shows that 
removal of mefenamic acid was more than 75% at medium 
to high levels of H2O2 concentration in acidic pH values. 
This was due to more production of ·OH radicals from 
added oxidants resulting in the degradation of the compound  
(Im et al. 2012). 

Optimization of Operating Parameters

The optimal value of the independent variable for maximiz-
ing the response was obtained by using the Minitab Response 
optimizer. The value of the process variable obtained cor-
responding to the optimum response is presented in Table 
4. Accordingly, the maximum removal of 82.36% for the 
mefenamic acid was obtained at optimum conditions of 
9.36 mM of H2O2, 0.058 mM Fe2+ and at a pH of 2.08. The 
experimental test was conducted in triplet using the predicted 
value of independent variables and it shows that the average 
experimentally observed removal value of 81.24% is very 
close to the predicted value using the model. It implies that 
the RSM is a good tool for optimizing the operating parame-
ters in this Fenton process for the removal of mefenamic acid. 
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Fig. 2: Primary effect of independent variables H2O2, Fe2+ and pH on the removal of mefenamic acid. 

Table 4: Optimum value of process variables for maximum removal of Mefenamic acid and its predicted and observed values.

Response H2O2 
(mM)

Fe2+ 

(mM)
pH Predicted Removal  

(%)
Observed Removal 
(%)

Removal of  
Mefenamic acid

9.36 0.058 2.1 82.36 81.24
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CONCLUSION

In this work, RSM was used to optimize the removal of me-
fenamic acid by using the Fenton process. By using the cen-
tral composite method, three main operating parameters in 
the Fenton process including the pH, the initial H2O2, and Fe 
2+ concentration were examined. Based on the experimental 
results and the relationship between the selected independ-
ent variables, a quadratic model was obtained. Statistical 
test by ANOVA showed a high coefficient of determination 
value (R2= 0.9936) which indicates a good agreement of 
the model with experimental data.  The interaction effect of 
experimental parameters on the response was established by 
response surface curves and contour plots. A high percentage 
removal value of 82.36% was obtained under the optimal 
value of variables in the process. Further confirmation exper-
iment under the optimized condition results in a maximum 
removal value of 81.24%. This indicates that the model is 
in accordance with the experimental data. Our study implies 
that RSM based on the central composite method is a useful 
tool for optimizing the operating parameters for the Fenton 
removal process of mefenamic acid.
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ABSTRACT

The assessment of groundwater quality is essential for the conservation of natural resources. Hence, 
this study aims to assess the hydrochemistry of groundwater in and around the Nagalapura Taluk in 
Bellary district, Karnataka, India. The groundwater quality variables are mapped using a Geographic 
Information System (GIS). For the hypothesis, the mean value of ten groundwater quality variables 
was obtained from 50 bore well samples (2016-2018). To assess the lead ions and type of water, the 
USSL, SAR, and Na% were measured. Ionic ratio and Gibbs graphs were used to demonstrate the 
chemical reactions in the water samples. ArcGIS was used for spatial analysis of the quality variables. 
The results showed the order of Cl- > SO4

2- > HCO3
- with water types Na+-Cl- and Cl-, and the order 

of Na+ > Mg++ > Ca++ > K+ with Na+ and Mg++ as the dominant anion and cation, respectively. The 
hydrochemistry of groundwater is determined by the geological structure in 64 percent of the water 
samples examined. The Wilcox diagram shows that no-alkali exposure to the crops is expected. Forty 
one samples (82%) fit within the C3-S1 group; this category is fit for irrigational needs. Only 01 and 03 
samples showed maximum SAR during two seasons like pre-monsoon and post-monsoon periods. The 
maps showed that groundwater in the selected sites is usually of higher quality, whereas the presence 
of dolomite indicates a reduction in water quality. 

INTRODUCTION

Groundwater is the water present beneath Earth’s surface 
in rock and soil pore spaces and the fractures of rock 
formations (Freeze 1979). Water enters the ground in the 
lower layer where the discharge ends, which contains wells, 
springs, rivers, lakes, and the ocean. The world’s freshwater 
supply contains 62% groundwater, which is 0.65% of the 
total amount of water on Earth (EPA 2009). Man-made 
activities on land, land use, changes in the soil layer, and 
ground-water percolation impact the quality of ground-
water. Although groundwater testing and drilling, which 
includes strata analysis, are good methods for determining 
the depth of the aquifer and the ideal site for a bore-well, 
they take time and often require skilled manpower (Madan 
et al. 2010, Mukherjee et al. 2012, Mallick et al. 2015). On 
the other hand, using GIS, remote sensing, and satellite 
images to assess groundwater resources is beneficial and 
cost-effective (Adiat et al. 2012, Verma & Singh 2013). 
Honarbakhsh et al. (2019) used a GIS-based approach with 
the Groundwater Quality Index (GWQI) to analyze ground-
water quality in Marvdasht located in the semi-arid region 

of Iran. For this purpose, they used groundwater quality data 
that were collected in a five-year period (2010-2015). Dur-
ing the study period, the groundwater quality index (GWQI) 
indicated that only 3% of the total area (10km2) was of low 
quality. Mg++, total hardness (TH), and Na+ were predicted 
to be the most sensitive water quality variables. Elubid et 
al. (2019) reported the spatial distribution of groundwater 
quality parameters in some parts of Gedare State by using 
GIS and the total water quality index (TWQI). Major cations 
and anions were found in 38 bore wells identified in this 
study. Furthermore, the groundwater quality is controlled by 
sodium and bicarbonate ions that defined the composition 
of the water type to be Na-HCO3. 

Furthermore, as reported by Hemant and Limaye (2012), 
Kesari et al. (2016), and Madan et al. (2010) in several parts 
of India, groundwater quality is deteriorating due to massive 
industrial effluent dumping and mining activities. The reduc-
tion in precipitation in arid places leads to an increase in the 
public’s use of water for drinking and irrigation purposes 
(Mallick et al. 2015). Groundwater resources can be defined 
as the only vital and alternative resource for the people in dry 
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areas, particularly to encourage human life through agricul-
ture activities. With the above literature review, the present 
work is undertaken to generate groundwater level zonation 
image-based thematic maps utilizing remote sensing and GIS 
for improved groundwater resource utilization, planning, 
and management. 

Seasonal maps are used to evaluate field experts’ opinions 
and data analysis. Several experiments to assess the quality 
and hydrochemistry of groundwater were conducted in 
and around Nagalapura Taluk, Bellary district, using Pie, 
Schoeller, and Piper diagrams, as well as maps, to assess 
groundwater quality in and around Nagalapura Taluk.

MATERIALS AND METHODS

Geology of Hospet, India

Geologically, rocks of granodiorite and granite are associated 
with iron and manganese ore bands. These rocks are joined 
and intruded by doleritic dykes. Unlike hard rocks, which are 
partially weathered up to 5 meters below the surface, schist 
and phyllite can weather up to 20 meters deep. 

Experimental Work 

The groundwater samples obtained from twenty-five dif-
ferent locations in and around the Nagalapura taluk were 
examined and analyzed and interpreted for this study. The 
sampling locations in this study were identified in five 
different zones of the city, and groundwater samples were 
taken. In a GIS model, interpretation strategies that inte-
grate ground-based and remote sensing data are developed. 
Critical steps include acquiring all relevant data, processing, 
and constructing the database. Capacity levels and data 
are required in assessing the study area to generate GIS 
data. Geologic, hydrologic, topographic, vegetation, and 
soil maps are among the data types available, and so are 
satellite imagery, geological logs, bore well locations 
with latitude and longitude, and hydrological data such as 
water quality, aquifer test data, and reports from local and 
regional study areas.  

Collection of Samples 

Groundwater samples are collected in five-liter plastic cans 
that have been washed and rinsed twice with distilled water. 
All samples were carried to the laboratory using ice-boxes 
and kept refrigerated at 4°C APHA, 2005. The Fig. 1 gives the 
sampling location map and details of the locations are given 
in Table 1. Samples were analyzed for physico-chemical 
variables, using respective methods as per APHA, 2005. Sta-
tistical analysis was also applied to the results and tabulated. 

RESULTS AND DISCUSSION

According to preliminary research, Nagaralapura district 
provided the best opportunity to collect the most relevant 
data across the study area. 50 bore wells were chosen from 
a GPS field survey of the study area, and water samples were 
collected from these 50 locations. Hydrochemistry and all 
other data have been entered into the GIS.  The spatial pattern 
of various water quality variables is discussed in this paper. 
During the present investigation, thematic map hardness of 
groundwater revealed that 80% of the groundwater samples 
in the pre-monsoon period, 76% of the groundwater samples 
during the monsoon period, and 75% of the groundwater 
samples during the post-monsoon period had hardness in 
the range of 300 to 600 mg.L-1. During the pre-monsoon 
season, 6% of the groundwater samples  (Fig. 2(a)), 5% of 
the groundwater samples during monsoon (Fig. 2(b)) and 
4% of the groundwater samples during the post-monsoon 
period (Fig. 2(c)) had hardness less than 300 mg.L-1 (Hemant 
& Limaye 2012). It was observed that 28% and 22% of the 
groundwater samples during pre- and post-monsoon periods 
had hardness above 600 mg.L-1. In both seasons, it was evi-
dent that more than 20% of the groundwater samples exceed-
ed the permissible limit set by BIS and WHO drinking water 
standards. The hardness of water is caused due to occurrence 
of carbonates and bi-carbonates of Ca++ and Mg++, Cl‑, NO3

-, 
and SO4

2- of Ca++ and Mg++. The maximum content of TH 
was found in HW-41 (M.M.Halli near Anjinappa home), 
which is above the permissible limit. Most of the selected 
locations had TH content within the permissible limit. Spatial 
distribution of TH during pre- and post-monsoon periods, 
and monsoon periods are given in Fig. 2(a), 2(b), and 2(c)  
respectively. 

Maximum hardness was observed at HW-41 (M.M.Hal-
li near Anjinappa home) (1280 mg.L-1) in all the seasons 
during the study period, while it was 143 mg.L-1 in HW-43 
(D.N.Keri Devalapura near Shayari Durugamma Temple) 
during post-monsoon and monsoon periods. However, it 
was 195 mg.L-1 in HW-42 (D.N.Keri near Nandibanda) 
during the pre-monsoon season. Pujari, et al. (2012) record-
ed TH of 808 mg.L-1 during the rainy season in Kovaya, 
the coastal area of Gujarat whereas Champidi et al. (2011) 
recorded 1685 mg.L-1 of TH in the Erasinos area of eastern  
Attica.

The perusal map of the Ca++ content showed that 
82% and 81% of groundwater samples have calcium 
concentrations in the range of 75 mg.L-1 to 200 mg.L-1 
during pre- and post-monsoon periods, and monsoon  
periods. 
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Table 1: Location of the bore-well samples in the Hospet Taluk, Bellary District.

Sl. No. Village location Latitude and 
Longitude

Sl. No. Village Location Latitude and 
Longitude

HW-1 Hossur Kichadi Net 15016’08.20N  
76023’26.82E

HW-26 Bylavaddigeri Dharmasagara 15014’55.55N  
76031’53.64E

HW-2 Hossur Near Railway 
Gate

15016’08.10N  
76023’26.50E

HW-27 Bylavaddigeri Kakubalu 15014’55.43N  
76031’53.60E

HW-3 Nagenahalli Nagenahalli 15017’50.23N  
76024’12.59E

HW-28 P K Halli Ganesh Tample 15016’22.58N  
76028’37.77E

HW-4 Nagenahalli Basavadurga 15017’50.17N  
76024’12.30E

HW-29 P K Halli Ingalagiri 15016’22.17N  
76028’37.41E

HW-5 Kamalapaura Opp SriKari 
College

15018’21.53N  
76028’27.34E

HW-30 P K Halli P K Halli 15016’22.38N  
76028’37.52E

HW-6 Seetharam 
Tanda 

Seetharam 
Tanda Cross

15016’30.48N  
76024’15.63E

HW-31 Hosapete (T B 
Dam)

Muttumariyamma 
Temple

15016’27.64N  
76021’10.28E

HW-7 Seetharam 
Tanda 

Mustafa Darga 15016’30.17N  
76024’15.10E

HW-32 Hosapate Industrial Area 15016’27.81N  
76021’10.40E

HW-8 Seetharam 
Tanda 

N R Camp 15016’30.22N  
76024’15.30E

HW-33 Hosapete Sanaki veerabadra 
temple

15016’27.79N  
76021’10.38E

HW-9 Bukkasagara 76 Venkarta-
pura

15021’03.28N  
76031’50.64E

HW-34 Hosapete Chittavadigeppa 
temple

15016’27.75N  
76021’10.26E

HW-10 Bukkasagara Near Anjaneya 
Temple

15021’03.36N  
76031’50.22E

HW-35 Kallahalli Vyasanakere Station 15013’05.08N  
76024’14.94E

HW-11 Bukkadagara SC-ST Keri 15021’03.14N  
76031’50.10E

HW-36 Kallahalli Kaniverayan Gudi 15013’05.29N  
76024’14.82E

HW-12 Ramasagara near Renu-
kamma House

15016’03.02N  
76023’04.68E

HW-37 Kallhalli Jambaiah Hola 15013’05.31N  
76024’14.41E

HW-13 Ramasagara near Shi-
vamurthy 
House)

15016’03.20N  
76023’04.41E

HW-38 Danaapura Galemma temple 
Hola

15019’29.73N  
76035’32.63E

HW-14 Sanaapura near Narasim-
ha House

15016’03.36N  
76023’04.22E

HW-39 Danaapura Hampinkatte 15019’29.52N  
76035’32.38E

HW-15 Sanaapura near Kurugo-
su Basappa 
House

15016’03.08N  
76023’04.12E

HW-40 Danaapura Ayyanhalli 15019’29.81N  
76035’32.42E

HW-16 Devasamudra near Health 
Centre

15020’49.07N  
76038’07.89E

HW-41 M M Halli Anjinappa Home 15009’29.33N  
76020’48.93E

HW-17 Devasamudra Krishna Naga-
ra Camp

15020’49.28N  
76038’07.52E

HW-42 D N Kere Nandi Banda 15035’41.24N  
76053’52.60E

HW-18 Devasamudra Harejayagnuru 15020’49.32N  
76038’07.49E

HW-43 D N Kere (De-
valapura)

Shyari Durgammana 
Gudi

15035’41.48N  
76053’52.77E

HW-19 Hampadevan-
ahalli 

Chikka Jaya-
ganuru

15019’38.45N  
76041’35.41E

HW-44 D N Kere (Gol-
larahalli) 

near Gowdru Ven-
katesh House

15006’67.54N  
76022’20.30E

HW-20 Hampadevan-
ahalli 

Near Dugu-
lamma Temple

15019’38.45N  
76041’35.34E

HW-45 Nagalapura Hullinamane 15008’36.55N  
76023’54.98E

HW-21 Devalapura opp Ma-
hadevana 
House

15035’42.10N  
76053’52.99E

HW-46 Nagalapura Byalakundi 15008’36.17N  
76023’54.60E

HW-22 Devalapura Nallapur 15035’42.26N  
76053’52.54E

HW-47 Nagalapura 
(Gunda)

Near gowri Swami 15008’36.24N  
76023’54.76E

HW-23 Gadiganuru Opp Mallikar-
juna House

15012’24.40N  
76035’21.35E

HW-48 Chilakanahatti Thimlapura 15004’33.23N  
76021’02.73E

HW-24 Gadiganuru Opp Hospital 15012’24.20N  
76035’21.41E

HW-49 Chilakanahatti Pootalakatte 15004’33.17N  
76021’02.51E

HW-25 Bylavaddigeri Opp Hospital 15014’55.68N  
76031’53.66E

HW-50 Chilakanahatti Ajanta Nagalinga 
mata

15004’33.29N  
76021’02.61E
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Fig. 1: Showing Location Map of the North East of the Hospet Taluk, Bellary Region. 

   

 

Fig. 1: Location map of the north-east of the Hospet Taluk, Bellary region.

Calcium content in the groundwater samples (Fig. 3(c)) 
ranged from a minimum of 40 mg.L-1 in HW-17 (Ramasagara 
near Sugandi Renukamma House) to a maximum of 412 
mg.L-1 in HW-27 (Byluvaddigere near Kakubaal) during 
post-monsoon season. In the monsoon period (Fig. 3(b)), 
the calcium content ranged from a minimum of 42 mg.L-1 
in HW-42 (D.N.Keri near Nandibanda) to a maximum of 
412 mg.L-1 in HW-50 (Chilakanahatti near Ajatha Nagalinga 
Mata). In the pre-monsoon season (Fig. 3(a)), the calcium 
content ranged from  a minimum of 20 mg.L-1 in HW-48 
(Chilakanahatti near Thimmalapura)) to a maximum of 421 
mg.L-1 in HW-27 (Byluvaddigere near Kakubaal).

The BIS permissible limit for calcium is 200 mg.L-1. 
However, in the current work, 81% of the groundwater 
samples were within the permissible limit of drinking water 
guidelines of BIS. The remaining 18% of the groundwater 
samples in the pre-monsoon period and 17% of ground-
water samples in the post-monsoon period are above the 
prescribed limit. The calcium content of 1% of water 
samples is below 75 mg.L-1 during three seasons (Fig. 
3(a), 3(b), and 3(c)). In the present study, thematic maps of 
Mg++ of the study area showed that 67% of pre-monsoon 

and 74% of post-monsoon seasons groundwater samples 
have magnesium concentration below 30 mg.L-1. 19% of 
the groundwater samples have magnesium content above 
50 mg.L-1 in both seasons. The remaining samples were in 
the range of 30 mg.L-1 to 50 mg.L-1. This study revealed 
that during both seasons almost all the groundwater samples 
were within the permissible level and suitable for drinking 
purposes owing to low magnesium content. Mg++ content 
in the assessed groundwater samples (Fig. 4(c)) ranged 
from a minimum of 12.6 mg.L-1 in HW-17 (Ramasaga-
ra (Sugandi Renukamma House) to a maximum of 153 
mg.L-1 in HW-27 (Byluvaddigere near Kakubaal) during 
post-monsoon season. In the monsoon period in Fig. 4(b), 
magnesium content ranged from a minimum of 7.0 mg.L-1 
in HW-2 (Hosuru Near Railway gate) and a maximum of 68 
mg.L-1 in HW-41 (M.M.Halli near Anjinappa home). In the 
pre-monsoon season (Fig. 4(a)), magnesium content ranged 
from  a minimum of 11.4 mg.L-1 in HW-48 (Chilakanahatti 
near Thimmalapura) and a maximum of 78 mg.L-1 in HW-
27 (Byluvaddigere near Kakubaal).

The spatial values in the map of the study area revealed 
that 1% of the groundwater samples in the pre-monsoon peri-



2073HYDROCHEMISTRY AND APPLICATION OF GIS IN GROUNDWATER QUALITY

Nature Environment and Pollution Technology • Vol. 20, No. 5 (Suppl), 2021

od and 6% of the groundwater samples in the post-monsoon 
period have SO4

2- content less than 50 mg.L-1. 87% of the 
groundwater samples in the pre-monsoon period and 81% of 
the groundwater samples in the post-monsoon period have 
sulfate content in the range of 50-100 mg.L-1. 12% of the 
groundwater samples in the pre-monsoon period and 13% 
of the groundwater samples in the post-monsoon season 
have SO4

2- content more than 100 mg.L-1. Swarna Latha 
(2010) also found the same trend of SO4

2- concentration in 
her studies.

In the present study, the SO4
2- concentration varied 

between a minimum of 10.9 mg.L-1 in HW-40 (Danapura 
near Iyyanahalli) to a maximum of 82 mg.L-1 in HW-10 
(Bukkasagara (76 Venkatapura Main road near Hanuman 
Temple) during the post-monsoon season (Fig. 5(c)). In 
the monsoon season (Fig. 5(b)), the SO4

2- content in the 
groundwater samples ranged from a minimum of 9.3 mg.L-1 
in HW-40 (Danapura near Iyyanahalli) and a maximum of 84 
mg.L-1 in HW-10 (Bukkasagara (76 Venkatapura Main road 
near Hanuman Temple). In the post-monsoon period (Fig. 
5(a)), the SO4

2- content in the groundwater samples ranged 

from a minimum of 8.9 mg.L-1 in HW-40 (Danapura near 
Iyyanahalli) and a maximum of 83 mg.L-1 in HW-10 (Buk-
kasagara (76 Venkatapura Main road near Hanuman Temple).

Agricultural Indices that were adopted in the present 
study are SH, MC, Na+, SAR, RSC and PI, Gibbs class I 
and II (anion and cation) ratio, which are relevant variables 
for assessing the suitability of groundwater for agricultural 
purposes. The irrigation indicators are adopted to categorize 
ground-water quality into excellent to unfit. Equations for the 
various hazards are adapted from Asante-Annor et al. (2018). 

A salinity hazard is a major constituent of irrigation water 
quality that reflects crop growth and yields. The SAR values 
using the USSL diagram show that all the samples have 
less SAR value. Out of 50 samples, 03, 04, and 03 samples 
come under the C1-S1 category; 33, 35, and 25 samples 
come under the C2-S1 category in pre-monsoon, monsoon, 
and post-monsoon periods. Correspondingly 08, 06, and 04 
samples come under the C1-S2 category; and 05, 06, and 
12 samples come under the C2-S2 category (Fig. 3). The 
C3-S1 group in the USSL diagram (Fig. 6) is considered as 
a moderate water category for irrigation. These imply that 
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no alkali hazard to the crops is expected. 41 Location (82%) 
samples come under the C3–S1 category and this category 
is fit for irrigational needs. 

In the pre-monsoon and post-monsoon seasons, only 
01 and 03 samples had the highest SAR. Irrigation water 
affects permeability on shrinking types in clay-type soils if 
the SAR is >6 to 9 (Karuppannan & Kawo 2018). Overall in 
the entire study period, SAR value percentage comes under 
C2-S1 during pre-monsoon (60%), monsoon (70%), and 
post-monsoon (50%) periods respectively. The source of salt 
in water can be introduced to the water either manually or by 
natural processes such as the weathering of rocks when the 
water permeates through them. EC or TDS are commonly 
used to calculate SH hazards. When the EC is increased, the 
amount of water available to the crops is reduced, leading to 
a deficit and low crop yield.

Sodium adsorption ratio (SAR) is a measure of the 
amount of sodium (Na+) relative to calcium (Ca++) and mag-
nesium (Mg++) in the water extract from saturated soil paste 
(Kesari et al. 2016). It gives the sodicity of the soil through 
quantitative chemical assessment of water in contact with it. 
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(Fig. 4(c)) ranged from a minimum of 12.6 mg.L-1 in HW-17 (Ramasagara (Sugandi Renukamma 
House) to a maximum of 153 mg.L-1 in HW-27 (Byluvaddigere near Kakubaal) during post-
monsoon season. In the monsoon period in Fig. 4(b), magnesium content ranged from a minimum 
of 7.0 mg.L-1 in HW-2 (Hosuru Near Railway gate) and a maximum of 68 mg.L-1 in HW-41 
(M.M.Halli near Anjinappa home). In the pre-monsoon season (Fig. 4(a)), magnesium content 
ranged from  a minimum of 11.4 mg.L-1 in HW-48 (Chilakanahatti near Thimmalapura) and a 
maximum of 78 mg.L-1 in HW-27 (Byluvaddigere near Kakubaal). 

 
 

 
Fig. 4(a): Fig. 4(b): Fig. 4(c): 

Average three seasons level of Mg++ (mg/L) at Selected Areas of Hospet Taluk. 

The spatial values in the map of the study area revealed that 1% of the groundwater samples in the 
pre-monsoon period and 6% of the groundwater samples in the post-monsoon period have SO4

2- 
content less than 50 mg.L-1. 87% of the groundwater samples in the pre-monsoon period and 81% 
of the groundwater samples in the post-monsoon period have sulfate content in the range of 50-
100 mg.L-1. 12% of the groundwater samples in the pre-monsoon period and 13% of the 
groundwater samples in the post-monsoon season have SO4

2- content more than 100 mg.L-1. 
Swarna Latha (2010) also found the same trend of SO4

2- concentration in her studies. 

In the present study, the SO4
2- concentration varied between a minimum of 10.9 mg.L-1 in HW-40 

(Danapura near Iyyanahalli) to a maximum of 82 mg.L-1 in HW-10 (Bukkasagara (76 Venkatapura 
Main road near Hanuman Temple) during the post-monsoon season (Fig. 5(c)). In the monsoon 
season (Fig. 5(b)), the SO4

- content in the groundwater samples ranged from a minimum of 9.3 
mg.L-1 in HW-40 (Danapura near Iyyanahalli) and a maximum of 84 mg.L-1 in HW-10 
(Bukkasagara (76 Venkatapura Main road near Hanuman Temple). In the post-monsoon period 
(Fig. 5(a)), the SO4

2- content in the groundwater samples ranged from a minimum of 8.9 mg.L-1 in 
HW-40 (Danapura near Iyyanahalli) and a maximum of 83 mg.L-1 in HW-10 (Bukkasagara (76 
Venkatapura Main road near Hanuman Temple). 

Agricultural Indices that were adopted in the present study are SH, MC, Na+, SAR, RSC and PI, 
Gibbs class I and II (anion and cation) ratio, which are relevant variables for assessing the 
suitability of groundwater for agricultural purposes. The irrigation indicators are adopted to 
categorize ground-water quality into excellent to unfit. Equations for the various hazards are 
adapted from Asante-Annor et al. (2018).  

	 Fig. 4(a):	 Fig. 4(a):	 Fig. 4(a):

Average three seasons level of Mg++ (mg/L) at Selected Areas of Hospet Taluk.
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Fig. 5(a): Fig. 5(b): Fig. 5(c): 
Average three season level of SO4

2- (mg/L) at Selected Areas of Hospet Taluk. 
 

A salinity hazard is a major constituent of irrigation water quality that reflects crop growth and 
yields. The SAR values using the USSL diagram show that all the samples have less SAR value. 
Out of 50 samples, 03, 04, and 03 samples come under the C1-S1 category; 33, 35, and 25 samples 
come under the C2-S1 category in pre-monsoon, monsoon, and post-monsoon periods. 
Correspondingly 08, 06, and 04 samples come under the C1-S2 category; and 05, 06, and 12 
samples come under the C2-S2 category (Fig. 3). The C3-S1 group in the USSL diagram (Fig. 6) 
is considered as a moderate water category for irrigation. These imply that no alkali hazard to the 
crops is expected. 41 Location (82%) samples come under the C3–S1 category and this category 
is fit for irrigational needs.  

In the pre-monsoon and post-monsoon seasons, only 01 and 03 samples had the highest SAR. 
Irrigation water affects permeability on shrinking types in clay-type soils if the SAR is >6 to 9 
(Karuppannan & Kawo 2018). Overall in the entire study period, SAR value percentage comes 
under C2-S1 during pre-monsoon (60%), monsoon (70%), and post-monsoon (50%) periods 
respectively. The source of salt in water can be introduced to the water either manually or by 
natural processes such as the weathering of rocks when the water permeates through them. EC or 
TDS are commonly used to calculate SH hazards. When the EC is increased, the amount of water 
available to the crops is reduced, leading to a deficit and low crop yield. 

Sodium adsorption ratio (SAR) is a measure of the amount of sodium (Na+) relative to calcium 
(Ca2+) and magnesium (Mg2+) in the water extract from saturated soil paste  (Kesari et al. 2016). 
It gives the sodicity of the soil through quantitative chemical assessment of water in contact with 
it. According to Richards (1954), categorization of SAR values is: < 10 (Low sodium in water, 
little danger), 10 to 18 (affects the texture of the soil as the soil is sensitive to Na+), 18 to 26  
(maximum Na+; affects the entire soil), and > 26 (unsatisfactory and high sodium). As per the 
classification, SAR values in the study area varied from 4.86 meq.L-1 in HW-41 (M.M.Halli near 
Anjinappa home) to 48.82 meq.L-1 in HW-34 (Hosapete near Chittavadigeppa temple) during the 
post-monsoon period, and in the monsoon period, SAR values varied between 4.07 meq.L-1 in 

	 Fig. 5(a):	 Fig. 5(a):	 Fig. 5(a):

Average three season level of SO42- (mg/L) at Selected Areas of Hospet Taluk.

According to Richards (1954), categorization of SAR values 
is: < 10 (Low sodium in water, little danger), 10 to 18 (affects 
the texture of the soil as the soil is sensitive to Na+), 18 to 26  
(maximum Na+; affects the entire soil), and > 26 (unsatisfac-
tory and high sodium). As per the classification, SAR values in 
the study area varied from 4.86 meq.L-1 in HW-41 (M.M.Halli 
near Anjinappa home) to 48.82 meq.L-1 in HW-34 (Hosapete 
near Chittavadigeppa temple) during the post-monsoon peri-
od, and in the monsoon period, SAR values varied between 
4.07 meq.L-1 in HW-41 (M.M.Halli near Anjinappa home) to 
17.82 meq.L-1 in HW-2 (Hosuru Near Railway gate). During 
pre-monsoon season SAR values varied from 0.64 meq.L-1 in  
HW-35 (Kallahalli near Vysyanakeri Station) to 8.82 meq.L-1 
in HW-05 (Kamalapura Opp to Vet. Hospital). SAR values of 
three periods were shown in decreasing order: pre-monsoon 
(48.82 meq.L-1) > monsoon (17.82 meq.L-1) > post-monsoon 
season (8.82 meq.L-1). Seasonal distribution of values of 
groundwater samples predicts a relatively low minimum value 
of SAR in the post-monsoon period, and hence, the samples 
can be used for irrigation on almost any soil type and have 
only a slight risk of sodium permeating in the soil (Bozdag 
2015 & Shammi et al. 2016). 
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According to SAR, the samples from the study area were 
classified as having a medium level of risk of sodium in the 
soil. If the SAR values are more than 10 and 26, the irrigation 
water permeability reduces in clayey soil, causing plant and 
soil degradation (Bozdag et al. 2015). The higher the SAR 
values in the water, the higher the sodium (Vasanthavigar 
et al. 2016).

Seasonal observation during the post-monsoon period 
shows that 18% of the groundwater samples fall under the 
good category, and 82% of groundwater samples fall under 
the excellent category. In the pre-monsoon period, all the 
samples fall under the excellent category. During the mon-
soon season, 8% of the groundwater samples fall under the 
good category, 92% of the groundwater samples fall under 
the excellent category. However, none of the groundwater 
samples are within the permissible, doubtful, and unsuitable 
categories. This may be because of agricultural activities. 
Based on Na% (Table 2 and 3), all the groundwater sam-
ples < 20 falls under the excellent to good Class-I irrigation  

water. Table 3 shows the suitability of irrigation water based 
on Na+%.

Excess of Mg++ in the soil effects easily the crop yield. 
In three periods Mg++ value is more than the permissible 
limit except for one location. In the pre-monsoon period, 
the groundwater samples have a minimum value of 14.71 
meq.L-1 in HW-50 (Chilakanahatti near AjathaNagalinga 
Mata) and a maximum value of 40.25 meq.L-1 in HW-48 
(Chilakanahatti near Thimmalapura). During the monsoon 
season, the groundwater samples have a maximum value of 
41.30 meq.L-1 in HW-43 (D.N.Keri, Devalapura near Shayari 
Durugamma Temple) and a minimum value of 14.67 meq.L-1 
in HW-50 (Chilakanahatti near AjathaNagalinga Mata), and 
in the post-monsoon period, the groundwater samples have 
a maximum value of 43.41 meq.L-1 in HW-43 (D.N.Keri, 
Devalapura near Shayari Durugamma Temple) and a mini-
mum value of 16.60 meq.L-1 in HW-50 (Chilakanahatti near 
AjathaNagalinga Mata). The spatial allocation of MH in 
groundwater shows that almost all the samples are within the 

Table 2: SAR values for the selected groundwater samples in Hospet Taluk during three seasons.

HW-1 HW-2 HW-3 HW-4 HW-5 HW-6 HW-7 HW-8 HW-9 H W -
10

HW-11 H W -
12

HW-13

Pre 2.396 1.821 6.399 1.491 8.820 1.453 7.155 7.177 5.103 5.195 6.772 4.918 4.691

Mon-
soon

12.612 17.179 5.495 5.952 6.406 12.200 15.897 8.560 7.012 6.151 8.905 15.517 7.171

Post 12.996 16.393 5.909 6.164 6.669 12.539 15.781 9.076 6.963 6.007 9.488 15.868 7.607

HW-
14

H W -
15

HW-16 HW-17 H W -
18

HW-19 HW-20 HW-21 HW-22 H W -
23

HW-24 H W -
25

HW-26

Pre 5.897 2.267 1.425 1.854 1.089 1.335 3.160 1.985 2.130 2.357 4.365 6.985 6.250

Mon-
soon

8.627 9.721 8.640 11.185 9.797 7.163 6.584 8.052 8.974 9.828 11.321 11.785 9.173

Post 9.104 9.889 8.605 13.140 9.501 7.387 7.077 8.178 8.814 10.449 12.421 12.452 9.482

HW-
27

H W -
28

HW-29 HW-30 H W -
31

HW-32 HW-33 HW-34 HW-35 H W -
36

HW-37 H W -
38

HW-39

Pre 4.328 1.729 1.799 1.469 1.058 0.806 1.747 1.942 0.644 1.138 1.350 0.801 1.663

Mon-
soon

8.547 7.010 9.332 5.081 6.687 5.950 7.205 11.328 9.090 6.511 6.929 12.100 8.851

Post 5.102 6.863 9.758 5.681 7.912 6.029 8.172 18.823 6.207 7.039 6.928 12.656 8.773

H W -
40

HW-41 HW-42 H W -
43

HW-44 HW-45 HW-46 HW-47 H W -
48

HW-49 H W -
50

Pre 4.838 2.559 8.042 5.634 3.711 1.296 3.086 4.057 1.013 0.940 4.838

Mon-
soon

8.783 4.074 8.162 7.381 8.263 5.430 5.017 4.882 5.531 6.471 8.783

Post 9.907 4.156 9.294 9.005 8.330 5.520 5.668 5.407 5.363 8.178 5.115
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range of 50 meq.L-1 and are fit for irrigation. The maximum 
magnesium ratio value of the observed samples is 43.41 
meq.L-1 in HW-43 at D.N.Keri, Devalapura near Shayari 
Durugamma Temple) on magnesium ratio.

The MH values of the study area range from 14.67 at 
HW-50 (Chilakanahatti near Ajatha Nagalinga Mata) to 
43.41 meq.L-1 at HW-43 (D.N.Keri, Devalapura near Shayari 

Durugamma Temple) with a mean value of 32.06). Almost 
all the groundwater samples (100%) are within magnesium 
hazard of 50 which are considered beneficial and fit for 
irrigation use. In the present work, Gibbs ratio I (Anion) 
values in the pre-monsoon period vary from 0.05 to 0.40, 
in the monsoon period varies from 0.05 to 0.42, and in the 
post-monsoon period varies from 0.06 to 0.42. Gibbs ratio 
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Fig. 6: SH classification of the groundwater locations according to the USSL diagram for pre- and post-monsoon and monsoon 
seasons. 

Table 2: SAR values for the selected groundwater samples in Hospet Taluk during three seasons. 

 HW-1 HW-2 HW-3 HW-4 HW-5 HW-6 HW-7 HW-8 HW-9 HW-10 HW-11 HW-12 HW-13 

Pre 2.396 1.821 6.399 1.491 8.820 1.453 7.155 7.177 5.103 5.195 6.772 4.918 4.691 
Monsoon 12.612 17.179 5.495 5.952 6.406 12.200 15.897 8.560 7.012 6.151 8.905 15.517 7.171 

Fig. 6: SH classification of the groundwater locations according to the USSL diagram for pre- and post-monsoon and monsoon seasons.

Table 3: Suitability of irrigation water based on Na %.

Parameters Range Classifica-
tion

Number of Samples

Pre-Monsoon Monsoon Post- Monsoon

%Na+ Wil-
cox 1955

< 20 Excellent All most all the 
groundwater lo-
cations

HW-1, HW-3, HW-10, HW-11, HW-
13, HW-14, HW-15, HW-16, HW-18, 
HW-19, HW-20, HW-21, HW-22, 
HW-23, HW-24, HW-25, HW-26, 
HW-27, HW-28, HW-29, HW-30, 
HW-31, HW-32, HW-33, HW-34, HW-
35, HW-36, HW-37, HW-38, HW-39, 
HW-40, HW-41, HW-42, HW-43, HW-
44, HW-45, HW-46, HW-47, HW-48, 
HW-49, HW-50

HW-3, HW-4, HW-5, HW-6, HW-8, HW-9, 
HW-10, HW-11, HW-13, HW-14, HW-15, 
HW-16, HW-18, HW-19, HW-20, HW-21, 
HW-22, HW-23, HW-26, HW-27, HW-28, 
HW-29, HW-30, HW-31, HW-32, HW-33, 
HW-35, HW-36, HW-37, HW-38, HW-39, 
HW-40, HW-41, HW-43, HW-44, HW-45, 
HW-46, HW-47, HW-48, HW-49, HW-50

20 – 40 Good - HW-2, HW-7, HW-12, HW-17 HW-1, HW-2, HW-7, HW-12, HW-17, HW-
24, HW-25,  HW-34, HW-42

40 – 60 Permissible - - -

60 – 80 Doubtful - - -

>  80 Unsuitable - - -
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II (Cation) values vary from 0.12 to 0.78, 0.11 to 0.72, and 
0.21 to 0.81 during three seasons respectively  According 
to Fig. 7, the samples in the study area fall into the rock 
dominance area, indicating rocks in the groundwater in the 
aquifers. This affects the hydrochemistry of groundwater 
in alluvial plains and rock–water contact (Wu et al. 2015).

CONCLUSION

Most of the selected locations had TH content within the 
permissible limit. The results showed the order of Cl-> SO4

2- 

> HCO3-with water types Na-Cl- and Cl-, and the order of 
Na+ > Mg++ > Ca++ > K+ with Na+ and Mg++ as the dominant 
anions and cations, correspondgly. As per the Wilcox diagram 
no-alkali exposure to the crops is expected. Forty one samples 
(82%) fit within the C3–S1 group; this category is fit for ir-
rigational needs. Only 01 and 03 samples showed maximum 
SAR during two seasons like pre-monsoon and post-monsoon 
periods. The GIS maps of the respective variables indicated 
that groundwater are usually of higher quality, whereas the 
presence of dolomite indicates a reduction in water quality.
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Fig. 7: Seasonal variations in Mechanism controlling the quality of groundwater .
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ABSTRACT

Considering the amount of waste plastics has risen significantly, energy may be extracted from it. Not 
only is it possible to dispose of waste plastics by converting them to fuel, but it is also possible to extract 
energy from them. Our research is motivated by the prospect of using waste plastics as a source of 
energy through waste plastic pyrolysis oil (WPPO). The innovation of this research is that it will assess 
the efficiency of plastic pyrolysis oil derived from Low-Density Polyethylene (LDPE) on a Thermal 
Barrier Coated (TBC) piston engine. The incremental ratio of WPPO to pure diesel with the addition 
of diethyl ether (DEE) was determined and its output and exhaust emission standards were evaluated 
using a direct injection single cylinder low heat rejection diesel engine. The results for the WPPO 
blends were promising as with TBCW20DEE10 demonstrating a 5 to 15% increase in carbon monoxide 
under different load conditions. TBCW20DEE10 confirmed a greater reduction of hydrocarbons 
varying from 5 to 12 %. At half load condition, TBCW20DEE10 emits approximately 3.5 % less unit  
of smoke. 

INTRODUCTION

The world’s use of plastics is increasing daily, and the world is 
yet to discover a suitable substitute. Disposal of plastic prod-
ucts after use poses a significant risk. The most environmen-
tally friendly way to dispose of waste plastics is to turn them 
into energy fuel. Rajan et al. (2016) examined the efficiency 
and combustion characteristics of a diesel engine fueled by 
recycled plastics. The results indicated that the engine would 
run on waste plastic oil and its mixtures without modification 
can be used as a substitute for diesel fuel. Gungor et al. (2015) 
analyzed waste plastic oil and contrasted it to fuel in a mul-
ti-cylinder diesel engine. Thermal performance significantly 
decreased when pure WPPO was used. The concentrations of 
carbon monoxide and nitrogen oxides increased.

Mangesh et al. (2017) conducted an exhaustive analysis 
of waste plastic oil conversion methodology, research, and 
property characteristics, resulting in a greater understanding of 
waste plastic oil fuel conversion as an alternate fuel. Bridjesh et 
al. (2018) made an effort to replace diesel with half the amount 
of WPPO and the additives diethyl ether and methoxyethyl 
acetate. Sachuthananthan et al. (2019) combined different 

ratios of magnesium oxide nanoparticles with plastic pyrolysis 
oil. The investigation was conducted to determine the effect 
of compression ignition on the physicochemical properties of 
the engine. Singh et al. (2020) developed pure plastic pyrolytic 
oil without using a catalyst and analyzed the fuel properties. 
The plastic oil blends were checked on the engine and it was 
determined that using 50% blends results in a marginal loss 
of performance and a nominal rise in emissions. Mani et al. 
(2011) investigated the oxidation of plastic oil in a diesel 
engine. It has been compared to the performance of diesel 
engines. The exhaustive pollution findings demonstrated a 
greater spectrum of emissions than standard diesel. 

Mangesh et al. (2020b) investigated a novel method for 
converting unsaturated compounds to saturated compounds 
through pyrolysis oil hydrogenation. The research investigated 
the combustion, production, and emission of hydrogenated 
polypropylene pyrolysis oil mixed with diesel. Das et al. (2020) 
investigated the performance and emission of a single-cylinder 
DI four-stroke diesel engine using waste plastic oil (WPO) 
derived from pyrolysis of waste plastics using Zeolite-A as 
the catalyst. The engine study revealed improved brake ther-
mal performance up to 20% blends at full load. The NOx and 
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HC emission is found lower under low load conditions and 
became higher by increasing the load as compared to diesel. 
Fuel exergy was significantly increasing after blending WPO 
with pure diesel, but the exergetic efficiency of the blended 
fuels followed the reverse trend. However, an increase in load 
of the engine improved the exergetic efficiency. Hariram et 
al. (2017) contrasted the properties of plastic pyrolysis oil to 
those of diesel and also tabulated the properties of blended 
fuels containing cetane and ethanol. Damodharan et al. (2017) 
found that the addition of n-butanol reduced diesel pollution 
while increasing HC emission. Due to the inclusion of 10% 
n-butanol by volume in comparison to WPPO and diesel, the 
WPPO blend reduces NOx pollution significantly. However, 
NOx emissions from higher volume n-butanol blends exceeded 
the applicable WPPO.

Sivakumar and Bridjesh (2019) and Sambandam et al. 
(2020) had used a low-heat diesel engine with blended waste 
plastic oil. WPPO’s low-heat engine has proven to have 
stronger performance than diesel but for NOx emissions. 
Gnanamoorthi and Jayaram (2018) observed an improve-
ment in frequency thermal performance and a decrease in 
real fuel consumption for diesel engines covered by thermal 
barriers. With the exception of hydrocarbon emissions, there 
was a significant reduction in nitrogen oxide and carbon 
monoxide emissions with a coated engine. Ramalingam et 
al. (2016) conducted a preventative study in a diesel engine 
using copper and cadmium nanocatalyst coated pistons, as 
contrasted to an uncoated engine. The results showed that 
a coated piston reduced nitrogen oxide, carbon monoxide, 
and hydrocarbon emissions significantly.

The primary objective of this study is to evaluate the 
feasibility of using WPPO as an alternate energy source in 
the automotive industry. To combat the high-value emissions 
of WPPO in a diesel engine, a thermal barrier coating on the 
combustion chamber components is highly desirable. The 
thermal barrier coated piston is used in this investigation on a 
single-cylinder diesel engine to evaluate waste plastic oil and to 
minimize exhaust pollution and increase engine performance, 
resulting in lower fuel consumption. The incremental ratio of 
WPPO with oxygenated additive DEE was blended with pure 
diesel for the experiment, and its output and exhaust emission 
standards were evaluated on the TBC piston engine.

MATERIALS AND METHODS

Thermal Barrier Insulation

Many researchers are actively innovating to boost engine 
efficiency by changing the engine components. The thermal 
barrier coating (TBC) on the combustion chamber compo-
nents is a safer way of keeping heat resistant in the chamber 
to improve combustion efficiency. Coating materials should 

have a good thermal expansion coefficient to survive the heat 
shock during combustion (Patnaik et al. 2017). Thermal barrier 
coating engines are engines that reduce thermal rejection and 
recover combustion energy. Piston heat insulation has been 
incorporated into engines to further minimize heat loss during 
combustion and thereby improve the thermal performance 
of diesel engines. Ceramic insulation methods are gaining 
traction as the planet strives to meet stricter pollution stand-
ards while still saving money on diesel. Ceramic materials 
can exhibit desirable properties such as a strong coefficient 
of thermal expansion, a greater Poisson’s ratio, low thermal 
conductivity, and a stable phase structure at elevated com-
bustion temperatures (Sivakumar & Senthil Kumar 2014). 
Among the various coating techniques, some researchers 
used the plasma spray coating method to avoid heat loss from 
high-temperature surroundings. Joel et al. (2018) evaluated 
piston coatings utilizing CAE methods rather than physical 
experiments. Zirconia and alumina stabilized with yttria are 
commonly utilized in thermal-barrier components, both of 
which were left unattended (Thibblin et al. 2018).

Waste Plastic Pyrolysis Oil

Catalytic pyrolysis may be used to convert used waste plastics 
into alternative energy fuel for diesel engines. The chemical 
properties of the plastic pyrolysis fuel vary according to the 
grade of used plastics and the pyrolysis process used. The 
low calorific value and excessive viscosity of the plastic py-
rolysis oil are the primary drawbacks of using plastic oil as a 
diesel engine replacement. Mangesh et al. (2020a) studied the 
properties of four related pyrolysis oils derived from a variety 
of plastics, including high-density polyethylene, low-density 
polyethylene, polypropylene, and styrene.

Due to its affordability, Low-Density Polyethylene (LDPE) 
was used as a type of waste plastic in this study. LDPE is avail-
able in a variety of forms, which results in lower intermolecular 
resistance and, thus, lower tensile strength and stiffness as 
compared to High-Density Polyethylene (HDPE). Although 
polyethylene with a low density exhibits far greater elasticity 
than HDPE, its lateral branching results in a less crystalline 
shape. It is very resistant to water and is used in a variety of 
other applications, including garbage containers, garbage cans, 
covering paper, and packaging. These goods are widely used 
in daily life, so LDPE waste is collected daily to serve as the 
second-largest plastic waste stream in solid waste.

Table 1 summarizes the properties of waste plastic 
pyrolysis oil. WPPO’s fuel properties are very close to 
those of diesel fuel in many critical respects. However, the 
formulated fuel’s combustion and pollution properties must 
be determined. Additionally, very few experiments have 
been conducted on the behavior of plastic pyrolysis oil with 
additives in a thermal coated engine. The current article 
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discusses the usage of waste plastic oil derived from LDPE 
as a possible replacement fuel for existing diesel engines. As 
a result, the analysis is conducted using different fuel blend 
percentages and a coated piston to determine the efficiency, 
combustion, and emission characteristics.

Experimental Details

The engine investigation was evaluated using a constant 
speed single-cylinder water-cooled direct injection diesel 
engine with a power of 4.2 kW. The hand-cranking method 
was used to start the test engine, and the diesel engine was 
connected to an eddy current dynamometer. A dynamometer 
can be used to manually load the engine from zero to maxi-
mum load in increments of 25% to 100%, depending on the 
engine power generated. The test engine was permitted to 
run under normal test conditions. The engine spins at 1500 
rpm and has an 18:1 compression ratio. The AVL di gas 
analyzer and AVL smoke meter were used to observe the 
exhaust pollution characteristics. 

The use of WPPO was explored by engine efficiency 
and pollution characteristics measurements. The test was 
conducted using diesel as the baseline fuel. The blends were 
prepared on the volume based on 70% diesel and 20% of 
WPPO and 10 % of DEE as TBCW20DEE10. Similarly, 
TBCW30DEE10 and TBCW40DEE10 were prepared with 
30% and 40% WPPO volume for the testing. The test was 
carried out on a diesel engine with a coated piston using 
WPPO blend diesel. The gases emitted by the engines are 
determined, and they include unburned hydrocarbons (HC), 
carbon monoxide (CO), nitrogen oxides (NOx), and smoke. 

RESULTS AND DISCUSSION

Performance Characteristics

Brake thermal efficiency: Engine output was determined 
by the brake thermal efficiency (Fig. 1). The thermal 
performance of the brakes is determined by the ratio of 
brake engine power to fuel energy, with fuel energy being 

Table 1: Properties of waste plastic pyrolysis oil.

Sl. No. Properties Diesel WPPO ASTM standards

1 Calorific Value, kcal/kg 10952 11507 ASTM D 240

2 Kinematic Viscosity at 40°C, cSt 2.59 4.89 ASTM D 445

3 Density @15°C , kg/m3 838 798 ASTM D 1298

4 Flash Point , °C 74 23 ASTM D 93

5 Fire Point , °C 85 32 -

6 Cetane Index 53 65 ASTM D 613

RESULTS AND DISCUSSION 
 
Performance Characteristics 

Brake thermal efficiency 

Engine output was determined by the brake thermal efficiency (Fig. 1). The thermal 

performance of the brakes is determined by the ratio of brake engine power to fuel energy, with 

fuel energy being determined by fuel usage and the calorific benefit of fuel blends. At 

maximum load, the TBCW20DEE10 brake thermal efficiency increased and approached that 

of the TBCW30DEE10 brake thermal efficiency. A lower exhaust temperature indicates less 

heat loss during combustion, which results in a better thermal performance of the brakes. When 

comparing an uncoated TBC engine to one coated with unblended WPPO, similar findings of 

an increase in brake thermal performance at full load were discovered (Sivakumar & Bridjesh 

2019). 

 

Fig. 1: Evaluation of WPPO’s brake thermal efficiency on engine load. 
 

WPPO exhibits up to an 80% increase in thermal performance at maximum load (Mani et al. 

2011). Due to improved vaporization and air-fuel atomization, the TBC coated engine achieves 

higher thermal performance, maintains optimum in-cylinder temperatures, improves 

Fig. 1: Evaluation of WPPO’s brake thermal efficiency on engine load.
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determined by fuel usage and the calorific benefit of fuel 
blends. At maximum load, the TBCW20DEE10 brake 
thermal efficiency increased and approached that of the 
TBCW30DEE10 brake thermal efficiency. A lower exhaust 
temperature indicates less heat loss during combustion, 
which results in a better thermal performance of the brakes. 
When comparing an uncoated TBC engine to one coated with 
unblended WPPO, similar findings of an increase in brake 
thermal performance at full load were discovered (Sivakumar 
& Bridjesh 2019).

WPPO exhibits up to an 80% increase in thermal perfor-
mance at maximum load (Mani et al. 2011). Due to improved 
vaporization and air-fuel atomization, the TBC coated engine 
achieves higher thermal performance, maintains optimum 
in-cylinder temperatures, improves combustion efficiency, 
and maintains a consistent ignition pace. Additionally, the 
TBC coating reduces the reject rate of the combustion cham-
ber, increasing the strength available to generate a unit kW 
for a limited volume of diesel, resulting in increased brake 
thermal performance.

Specific Fuel Consumption: The engine has a unique 
specific fuel consumption (SFC) value that varies with speed 
and load. For example, a reciprocating engine operates at full 
efficiency only when it absorbs unthrottled air and travels 

near its torque peak. However, only a few turbines were 
able to operate at optimum performance. Brake-specific 
fuel consumption falls by approximately 1.5% to 7.5% for 
TBCW20DEE10 at various load conditions as compared to 
TBCD100 as represented in Fig. 2. The coating combustion 
parts result in a shorter ignition delay time, which results in 
a lower SFC rating than a conventional diesel engine. SFC 
rises as the amount of blends containing WPPO increases. 
This is attributed to WPPO’s low atomization owing to its 
increased viscosity and density. 

Emission Characteristics

Unburned hydrocarbons: The majority of hydrocarbons 
emitted originate from a tested diesel, while others have 
changed structures as a result of chemical processes occur-
ring within the combustion chamber. When the diesel engine 
is started or warmed up, HC emissions normally reach the 
maximum value due to vaporization, a slower oxidation rate, 
and the fuel mixture (Hariram et al. 2020). In Fig. 3, TB-
CW20DEE10 demonstrated a higher hydrocarbon reduction 
efficiency of 5% to 12 %, under different load conditions. 
Sivakumar and Bridjesh (2019) found that TBC engines emit 
less hydrocarbons than diesel engines due to the increased 
amount of heat produced inside the combustion chamber 
and the results of a ten ppm lower WPPO value than an 

combustion efficiency, and maintains a consistent ignition pace. Additionally, the TBC coating 

reduces the reject rate of the combustion chamber, increasing the strength available to generate 

a unit kW for a limited volume of diesel, resulting in increased brake thermal performance. 

Specific fuel consumption 

The engine has a unique specific fuel consumption (SFC) value that varies with speed and load. 

For example, a reciprocating engine operates at full efficiency only when it absorbs unthrottled 

air and travels near its torque peak. However, only a few turbines were able to operate at 

optimum performance. Brake-specific fuel consumption falls by approximately 1.5% to 7.5% 

for TBCW20DEE10 at various load conditions as compared to TBCD100 as represented in 

Fig. 2. The coating combustion parts result in a shorter ignition delay time, which results in a 

lower SFC rating than a conventional diesel engine. SFC rises as the amount of blends 

containing WPPO increases. This is attributed to WPPO's low atomization owing to its 

increased viscosity and density.  

  
Fig. 2: Evaluation of WPPO’s specific fuel consumption on engine load. 

 

 

 

 

 

Fig. 2: Evaluation of WPPO’s specific fuel consumption on engine load.
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uncoated engine. As the percentage of WPPO increased, 
HC pollution increased as a result of incomplete combustion 
and unreacted hydrocarbons. The fuel blends do not extend 
out through the combustion chamber, and therefore do not 
burn down around the cylindrical wall or across crevices. 
The WPPO’s low cetane number and reduced auto-ignition 
characteristics enhance the quenching impact in the leaner 
mixture area of the cylinder, which increases HC emissions. 
Additionally, unreactive hydrocarbons do not degrade into 
saturated compounds through combustion, which are released 
as exhaust (Singh et al. 2020). The indestructible essence 
of waste plastic is a product of the presence of unsaturated 
aromatic mixtures, which increases hydrocarbon emissions. 

Carbon monoxide: Carbon Monoxide is formed as an 
intermediate compound during hydrocarbon combustion. 
The equivalence ratio proportions are the critical element in 
CO development. The elevated CO concentration is due to 
increased fuel intake at higher loads. The lower equivalence 
ratio, along with the increased in-cylinder temperatures, 
leads to extremely low CO emissions at initial loads. Carbon 
monoxide emission decreases gradually from low to half load 
and then increases sharply to maximum load for all the blends 
shown in Fig. 4. TBCW20DEE10 demonstrated an increase 
in carbon monoxide elimination of 5% and 15% under 
different load conditions. Sivakumar and Bridjesh (2019) 
discovered that TBC engines emit less CO at maximum 
load than traditional engines. WPPO contains about four 

percentage oxygen, which helps in full combustion and 
results in a greater decrease in carbon monoxide production. 
CO pollutants for the research fuel are reduced in the ceramic 
coated engine as opposed to the uncoated engine (Aydin et 
al. 2015). 

Additionally, the TBC coating improves the combustion 
performance of WPPO mixtures by allowing for larger cyl-
inders, which results in slightly increased cylinder pressure, 
combustion temperature, and air-fuel mixing, as well as 
oxygen quality. The higher fuel quantity used in combustion, 
along with the same amount of gas enclosed within a cylinder, 
results in a rich mixture that produces more CO emissions 
at maximum engine load. The primary cause of increased 
CO emissions is fuel-rich combustion inside the cylinder, 
which results in an insufficient evaporation period for the 
fuel mixture and an insufficient concentration of oxygen 
for combustion. 

Nitrogen oxides: As shown in Fig. 5, all tested fuels exhibit a 
growing pattern in terms of NOx emission levels.  Sivakumar 
and Bridjesh (2019) found increased NOx emissions in 
uncoated engines for WPPO and TBC diesel engines, 
with NOx emissions increasing more for WPPO. This is 
attributed to the use of larger cylinders and the melting of a 
thermal film coated with YSZ in the combustion chamber. 
Mani et al. (2011) found that waste plastic oil generated 
25% more NOx as compared to pure diesel at maximum 

 

Fig. 3: Evaluation of WPPO’s Unburned Hydrocarbons on engine load. 
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The equivalence ratio proportions are the critical element in CO development. The elevated 

CO concentration is due to increased fuel intake at higher loads. The lower equivalence ratio, 
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Fig. 3: Evaluation of WPPO’s Unburned Hydrocarbons on engine load.
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Fig. 4: Evaluation of WPPO’s Carbon Monoxide on engine load. 

Additionally, the TBC coating improves the combustion performance of WPPO mixtures by 

allowing for larger cylinders, which results in slightly increased cylinder pressure, combustion 

temperature, and air-fuel mixing, as well as oxygen quality. The higher fuel quantity used in 

combustion, along with the same amount of gas enclosed within a cylinder, results in a rich 

mixture that produces more CO emissions at maximum engine load. The primary cause of 

increased CO emissions is fuel-rich combustion inside the cylinder, which results in an 

insufficient evaporation period for the fuel mixture and an insufficient concentration of oxygen 

for combustion.  

 

Nitrogen Oxides 

As shown in Fig. 5, all tested fuels exhibit a growing pattern in terms of NOx emission levels.  

Sivakumar and Bridjesh (2019) found increased NOx emissions in uncoated engines for WPPO 

and TBC diesel engines, with NOx emissions increasing more for WPPO. This is attributed to 

the use of larger cylinders and the melting of a thermal film coated with YSZ in the combustion 

chamber. Mani et al. (2011) found that waste plastic oil generated 25% more NOx as compared 

to pure diesel at maximum load. The primary factor contributing to NOx emission is the 
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increased temperature within the cylinder and the overall peak temperature during the 

combustion cycle as a result of the lean fuel mixture (Hoang & Pham 2019). NOx development 

occurs only at the point of combustion termination at increased gas levels, as N2 reacts with 

O2 at these increased temperatures in the soil. O2 also plays a major part in the formation of 

NOx.  

 

Fig. 5: Evaluation of WPPO’s Carbon Monoxide on engine load. 

When oxygen molecules appear at a lean mixing scale, NOx levels rise, resulting in higher 

combustion temperatures. The Zeldovich process undoubtedly governs the kinetics of NOx 

production, and some of the differences in NOx are due to oxygen concentration, combustion 

chamber temperature, surplus air coefficient, and residence time (Nam Cao et al. 2020). The 

combustion temperature, which increases NOx generation, is another variable that aids in the 

reaction between N2 and O2 molecules. Temperature, engine revolutions per minute, fuel 

mixture density, and combustion chamber homogeneity are only a few of the variables that 

influence NOx output.  

Smoke Emission 

Smoke is formed in engines at the diffusion combustion period, where all the fuel atomized 

droplets are separated into elementary carbon atoms which are later oxidized in the combustion 

Fig. 5: Evaluation of WPPO’s nitrogen oxides on engine load.

load. The primary factor contributing to NOx emission 
is the increased temperature within the cylinder and the 
overall peak temperature during the combustion cycle as 
a result of the lean fuel mixture (Hoang & Pham 2019). 

NOx development occurs only at the point of combustion 
termination at increased gas levels, as N2 reacts with O2 
at these increased temperatures in the soil. O2 also plays a 
major part in the formation of NOx. 
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When oxygen molecules appear at a lean mixing scale, 
NOx levels rise, resulting in higher combustion temperatures. 
The Zeldovich process undoubtedly governs the kinetics of 
NOx production, and some of the differences in NOx are due 
to oxygen concentration, combustion chamber temperature, 
surplus air coefficient, and residence time (Nam Cao et al. 
2020). The combustion temperature, which increases NOx 
generation, is another variable that aids in the reaction be-
tween N2 and O2 molecules. Temperature, engine revolutions 
per minute, fuel mixture density, and combustion chamber 
homogeneity are only a few of the variables that influence 
NOx output. 

Smoke emission: Smoke is formed in engines at the diffusion 
combustion period, where all the fuel atomized droplets 
are separated into elementary carbon atoms which are 
later oxidized in the combustion region. WPPO comprises 
a higher proportion of aromatic elements, it develops an 
inappropriate fuel mixture and forms a spray, resulting in 
incomplete combustion and significant smoke emission. 
Smoke concentrations often arise in the combustion-rich 
region due to a shortage of oxygen, a higher C/H ratio, a 
higher viscosity of the fuel, insufficient atomization, and 
an unnecessary concentration of fuel inside the combustion 
chamber. 

As shown in Fig. 6, TBCD100 emits less smoke than 
TBCW20DEE10, while TBCW20DEE10 emits approxi-
mately 3.5% less HSU smoke at half load. Sivakumar and 
Bridjesh (2019) found that TBC engines emit less smoke than 
traditional diesel engines due to the combustion chamber 
accumulating more heat. Mani et al. (2011) found that waste 
plastic oil generated 40% more smoke than pure diesel at 
maximum load. WPPO blends produce more smoke than diesel 
oil does. As a result, the engine cylinder does not receive a 
homogeneous charge. The explanation for the increased smoke 
strength is that the combustion time and flame spreading rate 
have been decreased. At full load, smoke production occurs as 
a result of insufficient oxygen and irregular combustion. The 
intensity difference in smoke is caused by a partial exhaust 
gas replacement caused by combustion instability. Increased 
hydrocarbon burning will result in full combustion and a 
reduction in smoke levels. Alternatively, increasing the fuel 
injection pressure results in improved atomization of the fuel 
blends, resulting in complete, safer combustion and a decrease 
in smoke (Nam Cao et al. 2020). The inclusion of TBC lami-
nates mitigates the negative consequences by raising cylinder 
temperature and thereby reducing ignition centers and smoke, 
which is the product of the diesel blend’s larger mean droplet 
size being broken. 
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inappropriate fuel mixture and forms a spray, resulting in incomplete combustion and 

significant smoke emission. Smoke concentrations often arise in the combustion-rich region 
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Fig.  6: Evaluation of WPPO’s Smoke on engine load. 
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CONCLUSION

Consumable plastic materials accumulate during daily op-
erations, and the world is yet to develop a better method of 
disposing of non-biodegradable plastics. The most difficult 
aspect of waste plastic recycling is that it may be convert-
ed into electricity. The primary purpose of this study is to 
demonstrate the feasibility of using WPPO as an alternate 
energy source in the automotive industry. To address the 
high-value emissions of WPPO in a diesel engine, a thermal 
barrier coating was created as a test rig for the evaluation 
of exhaust pollution reduction and engine performance 
enhancement, resulting in lower fuel consumption. On the 
TBC engine’s WPPO blends, the following observations 
were made: At different load conditions, TBCW20DEE10’s 
specific fuel consumption decreases by approximately 1.5% 
to 7.5%.  At the maximum load, WPPO blends increased 
the thermal performance achieved the nearer to the value 
of Diesel. TBCW20DEE10 demonstrated an increase in 
carbon monoxide elimination of between 5 to 15% under 
different load conditions. For different load conditions, 
TBCW20DEE10 demonstrated a greater reduction of hydro-
carbons varying from 5% to 12 %. At half load condition, 
TBCW20DEE10 emits approximately 3.5% less unit of 
smoke. On this evaluation, based on the results, WPPO can 
be utilized as an alternative energy source for fossil fuels.
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ABSTRACT

The potential of carbon sequestration of tree species in the Chintapalle forest range, of Narsipatnam 
Division, was estimated by using a non-destructive method. The sequestration of 6033 trees belonging 
to 22 species was investigated; the approximate height of tree species and the diameter at breast 
height (DBH) were measured for the estimation of CO2 sequestration. The maximum weight of carbon 
was observed in Pongamia pinnata (L.) Pierre species i.e (37987.06 kg) and the minimum weight of 
carbon was noted in Phyllanthus emblica L. species i.e is (61.8kg). The total carbon sequestrated by 
the entire tree species was (2370614.0 kg), The average carbon sequestered was (39865.81 kg). The 
highest sequestration was noted in the species P. pinnata (L.) Pierre i.e. (139271.95 kg) and the lowest 
(226.79 kg) was noted in the species P. emblica L. The maximum average DBH with maximum carbon 
sequestration potential was observed in Ficus benghalensis L. species, with higher total green (AGW) 
observed in all sites, whereas minimum average DBH with minimum carbon sequestration potential 
was noted in Bambusa vulgaris species. The regression analysis tests the relationship between 
two variables. The height of trees has no significant impact on the amount of CO2 sequestered F 
(32085087175.84, 12946607900) = 2.478262; P ≥ 0.05, which indicates that the tree height plays an 
insignificant role in CO2 sequestration (β = 2713.28 P ≥ 0.05). The dependent variable CO2 sequestered 
was also regressed on the predictor variable soil organic carbon (SOC) to test the relationship. SOC 
insignificantly predicted CO2 sequestrated F (5.83, 2.62) = 0.2236; P ≥ 0.25, indicating that the SOC has 
an insignificant role in CO2 sequestration (β = 102780.3 P ≥ 0.05). Insignificant relation was observed 
between the parameters SOC and height of tree species to the rate of carbon dioxide sequestered, and 
gave a regression equation of y = 10278x + 50863 with R2 = 0.100; y=2713.285803x-209800.8762 with 
R2 = 0.553 respectively. 

INTRODUCTION 

The forests absorb CO from the atmosphere and store it in the 
form of carbon, while green plants act as a sink for atmos-
pheric CO by fixing carbon during the photosynthesis pro-
cess, and excess carbon is stored as biomass. Terrestrial Car-
bon sequestration is one of the processes of (a) transforming 
atmospheric CO2 into components of biomass such as shrubs, 
trees, and Soil Organic Matter (SOM), through the process of 
photosynthesis and (b) assimilation of biomass into the soil 
as humus, which, involves the storing of atmospheric CO2 
in these components of biomass successfully. According to 
IPCC (2003) and Gorte (2009), as photosynthesis occurs 
more, maximum CO2 is converted to biomass, lessening 
the carbon levels in the environment and sequestering it in 
plant tissues above and below ground, resulting in the growth 
of different parts (Chavan & Rasal 2010). There is a great 
interest, in balancing the atmospheric CO2 concentration and 

decreasing CO2 emissions by using diverse types of land use 
patterns to increase the carbon sink of forestry. The role of 
forests (trees) in carbon cycles is quite predictable (Singh 
& Lal 2000).  Haripriya (2000, 2001, 2003), Manhas et al. 
(2006), Ravindranath et al. (1997), Chhabra and Dadhwal 
(2004), Gupta (2009), and Kaul et al. (2009) investigated 
changes in stratum and regional forest area as part of the 
study on the national forest carbon balance. According to 
the findings of Chhabra and Dadhwal (2004), forests are 
the largest suppliers of carbon, as well as a large sink for 
atmospheric carbon. Carbon dioxide emissions attributed to 
plants’ vegetative mechanisms have increased significantly 
over the past decade. The use of existing CO2 from the 
atmosphere for photosynthetic processes provides a natural 
sink for excess carbon dioxide created by human activities.  
It is well known that global carbon dioxide emissions have 
increased to 18%, reaching their first peak level after 1750. 
In the past, there has been an annual increase of 1.5 ppb in 
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1990-2000, 2 ppb in 2001-2009, and 2.3 ppb in 2009-2010, 
which was the maximum (Chavan & Rasal 2010). 

According to the Food and Agricultural Organization 
(FAO), deforestation is responsible for 70% of all emissions 
in Africa (FAO 2005). Deforestation of tropical forests 
also destroys worldwide important carbon sinks that are 
presently sequestering CO2 from the atmosphere, and are 
crucial for climate stabilization (Stephens et al. 2007). The 
present models of global climate forecast a gradual rise in 
the atmospheric concentrations of greenhouse gases over the 
next century and associated increases in global temperature. 
Increased global temperatures have a number of negative 
consequences, including negative effects on human health, 
the spread of pathogenic illnesses, forest fires, heatstroke, 
salinity rises, glacier melting, and so on. It is therefore 
very important to stabilize the increase of temperature by 
regulating the carbon dioxide intensity in the atmosphere. 
Through the sequestration of carbon in producer commu-
nities, atmospheric carbon dioxide can be condensed by 
utilizing the carbon stored in all biomass in living vegetation, 
including woody and herbaceous plants above the soil as 
well as stems, branches, bark, seeds, and flora, as well as 
dead organic matter and Soil Organic Carbon (SOC). Some 
of the more stable compounds found in the humus may not 
turn over for hundreds to thousands of years. Scientists can 
enhance the sequestration process by applying agricultural 
methods that lessen the erosion of soil by wind, water, and 
oxidation of soil. The ecosystem in the terrestrial part is the 
main resource of carbon as well as a sink. The increase of 
carbon content in the US is due to erosion by water and wind, 
and uncultivated land contains an average of 1329 MMTC 
of carbon while poor agricultural practices contribute five 
percent of the global greenhouse gas emissions. The 90-230 
MMTC emitted annually from arable land and pastures in the 
tropics accounts for the largest portion of that global amount 
(Crookshank 1999). Trees in urban and rural settings provide 
a two-fold advantage: direct carbon storage and natural eco-
system stability with increased nutrient recycling, as well as 
the maintenance of climatic conditions by biogeochemical 
processes in the carbon reduction process of the atmosphere. 

Estimations of biomass and stored carbon for the main 
tree species in the forest areas of the Eastern Ghats of 
Visakhapatnam, located in the state of Andhra Pradesh, 
India, were carried out in this study (taken during 2019-20) 
using three vital parameters namely Diameter at Breast 
Height (DBH), the height of the tree (h), and form factor 
(ratio of the square of radius at breast height to the radius 
of the tree at base). To combat global warming, the Kyoto 
Protocol proposed that carbon emissions be minimized by 
reducing fossil fuel emissions or by accumulating carbon 
in terrestrial ecosystem foliage and soil. For estimating the 

tree biomass, a non-destructive technique i.e., regression 
or allometric equations were used. Carbon sequestration 
can be achieved by accumulating all components of the 
ecosystem’s carbon pool, such as SOC (soil organic carbon) 
content at 0 to 15 cm depth, as well as carbon can be stored 
in aboveground biomass (AGB), and belowground biomass 
(BGB).  In the process, tree biomass is directly estimated by 
using the Diameter at Breast Height (DBH) values (Brown 
1997). Throughout the world, allometric equations have 
been used for the determination of AGB and BGB and the 
carbon stored within the ecosystem components. Carbon 
sequestration through planted forests serves as a sizeable 
sink for atmospheric CO2 both in temperate and tropical 
regions (Houghton et al. 2000, Houghton 1985, 1990, Fang 
et al. 2001). As a result of its total commoditization, CO2 
sequestration has garnered a significant amount of attention 
in the present and past. The accurate measurement of forest 
carbon sink is complex without the precise assessment of 
biomass. Therefore, the objective of this study is to calculate, 
approximately, the CO2 sequestration potential of different 
types of tree species of the reserve forest blocks of Chinta-
palle, forest range of Narsipatnam Division, Visakhapatnam, 
Andhra Pradesh, India.

MATERIALS AND METHODS

Study Area  

The Chinthapalli forest range, of Narsipatnam, is located on 
the northeast of Visakhapatnam district, Andhra Pradesh. It 
lies between 17044’22’’ North latitude to 18004’29’’ North 
and 82016’00’’ East to 82038’04’’ East. Temperatures in hill 
track villages range from 2o to 30oC, as measured at the lo-
cal agriculture research station in Chintapalle, Lambasingi 
area, and travelers refer to this place as Andhra Kashmir as 
temperatures are as low as 0oC in December and January. 
Depending on topographical conditions, the block and its 
surroundings can be divided into four categories viz. moun-
tainous region, highlands tracks, rising and falling plains, and 
plains. The main hill ranges of the study area are Chintooru 
forest, Lothugedda and Chintapalli town, and Thanjangi. 

Sampling 

For this investigation, sampling locations were identified 
in the Chintaaplle block of the Narsipatnam forest division 
region, namely: Chinrooru (Lothu Gedda Junction), Tajan-
gi, Chinnagedda, and St. Ann’s School colony. These sites 
were selected as the sampling area due to their wide green 
forest with low rural anthropogenic emission of carbon 
components. A total of six thousand and thirty-three (6033) 
trees belonging to twenty-two (22) different tree species 
were selected for the study. They are: Ficus hispida L.f, 
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Trichilia connaroides (Wight & Arn.) Bentv, Bombax ceiba 
L., Artocarpus heterophyllus Lam., Tamarindus indica L., 
Mangifera indica L., Eucalyptus globules, Grevillea robus-
ta, Ficus religosa, Semecarpus anacardium L.f., Bambusa 
vulgaris, Caryota urens L., Pongamia pinnata (L.) Pierre, 
Tectona grandis L.f, Delonix regia, Ficus benghalensis L., 
and Syzygium cumini (L.) Skeels.

Analytical Methods

The non-destructive method was used for the determination 
of the above-ground weight (total green) dry weight, and 
CO2 Sequestration (kg), and the total organic carbon of each 
tree species was evaluated. SOC was determined in the forest 
sites by the IS2720 & ASTM methods (Table 5).  There are 
two approaches for evaluating the biomass concentration 
of tree species. (a) The biomass density was directly esti-
mated through biomass regression or allometric equations. 
(b) By converting wood volume estimations to biomass 
density using biomass factors (Brown 1997). The use of 
allometric equations is a central step in evaluating above and 
below-ground biomass (Brown et al. 1989, 1991). In India, 
several authors had published biomass estimations using 
allometric equations for a few tree species and the diameter 
above 10 cm at breast height (Lodhiyal et al. 2002, Lodhiyal 
& Lodhiyal 2003). The methodology used included statistics 
and linear regression models and figures.

Tree Height (TH) and Diameter at Breast Height (DBH) 

For measuring the circumference of a tree to determine the 
(DBH) Diameter at Breast Height of the tree species, the cir-
cumference of the tree trunk at 1.3 m from the ground level 
was considered, while for trees with a circumference less than 

or equal to 10 cm, direct measurement leaving the height from 
the ground level was performed (Fig. 1). The total height of 
the tree species was estimated by measuring with a tape by 
climbing, and by straight measurement aided by a pole and 
the affirmation by calculating the Thiodolite angle and sides. 

The angle between the top of the tree and the view of 
the eye at breast height () angle was used to determine the 
tree height of the species. The angle ACB between the top 
of a tree and the distance (b) at the observer point at DBH 
is considered. Hence the height of the tree species was cal-
culated if (α) is the angle between the top of the tree and the 
eye view, (H) is the tree height in meters/inches, (c) is the 
slope between eye view and the treetop, (b) is the distance 
between observer and tree and (h) is the height of horizontal 
plane of Thiodolite instrument. Therefore, tree species height 
was calculated by the below formula:

	 H = h + b tan α

Determination of Carbon Sequestration Potential and 
Biomass of Tree Species

The method suggested by Chavan and Rasal (2010) was 
directly applied, five stages as follows:

	∑	The total (green) weight of a tree is calculated as follows: 
W = Above-ground weight of the tree in kilogram (kg); 
D = Diameter of the trunk in inches; H = Height of tree 
in meters. W = 0.25×D2 × H for trees with D ≤10 and W 
= 0.15 × D2 × H for trees with D 11. The root system of 
a tree weighs about 120% of the tree’s above-ground 
weight. Therefore, for determining the total green 
weight of the tree, multiply the above-ground weight 
of the tree by 120%.

and tree and (h) is the height of horizontal plane of Thiodolite instrument. Therefore, tree species height 

was calculated by the below formulae: 

                                                                 H = h + b tan α 

 
Fig. 1: Determination of Tree height by Thiodolite at DBH  

 

Determination of Carbon Sequestration Potential and Biomass of Tree Species. 

 

The method suggested by Chavan and Rasal (2010) was directly applied, five stages as follows: 

 The total (green) weight of a tree is calculated as follows: W = Above-ground weight of the 

tree in kilogram (kg); D = Diameter of the trunk in inches; H = Height of tree in meters. W = 

0.25×D2 ×H for trees with D ≤ 10 and W = 0.15×D2 × H for trees with D ≥ 11. The root system 

of a tree weighs about 120% of the tree's above-ground weight. Therefore, for determining the 

total green weight of the tree, multiply the above-ground weight of the tree by 120%. 

 The dry weight of a tree is based on a University of Nebraska publication (Chavan & Rasal 

2010). The tree's dry weight was determined by multiplying the tree's weight by 72.5 percent. 

 The average carbon content of a tree is 50 percent of its total volume (weight of carbon). As a 

result, the dry weight of carbon in the tree was determined by multiplying the dry weight of 

carbon in the tree. 

 Carbon dioxide sequestration weight (CO2) is composed of one molecule of Carbon and 2 

molecules of Oxygen and the atomic weight of Carbon is 12.001115; the atomic weight of 

Oxygen is 15.9994 As a result, the weight of CO2 is C + (2 X O) = 43.999915, and the CO2 to 

C ratio is 43.999915/12.001115 = 3.6663. To calculate the weight of carbon dioxide 

sequestered in the tree, multiply the weight of carbon in the tree by 3.6663. 

 The weight of CO2 sequestered in the tree per year was calculated by dividing the weight of 

carbon dioxide sequestered in the tree by the age of the tree. Hence, in the present study, we 

used the allometric equation using tree diameter to estimate above-ground biomass following 

Brown et al. (1989). 

Soil Sampling 

Fig. 1: Determination of tree height by thiodolite at DBH. 
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	∑	The dry weight of a tree is based on a University of 
Nebraska publication (Chavan & Rasal 2010). The tree’s 
dry weight was determined by multiplying the tree’s 
weight by 72.5 percent.

	∑	The average carbon content of a tree is 50 percent of 
its total volume (weight of carbon). As a result, the dry 
weight of carbon in the tree was determined by multi-
plying the dry weight of carbon in the tree.

	∑	Carbon dioxide sequestration weight (CO2) is composed 
of one molecule of carbon and 2 molecules of oxygen 
and the atomic weight of Carbon is 12.001115; the atom-

ic weight of Oxygen is 15.9994 As a result, the weight 
of CO2 is C + (2 X O) = 43.999915, and the CO2 to C 
ratio is 43.999915/12.001115 = 3.6663. To calculate 
the weight of carbon dioxide sequestered in the tree, 
multiply the weight of carbon in the tree by 3.6663.

	∑	The weight of CO2 sequestered in the tree per year was 
calculated by dividing the weight of carbon dioxide 
sequestered in the tree by the age of the tree. Hence, 
in the present study, we used the allometric equation 
using tree diameter to estimate above-ground biomass 
following Brown et al. (1989).

Table 1:  CO2 Sequestration of tree species at Chintooru, Lothugedda Junction in (Block-6).
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1 Boddechettu Ficus hispida L.f 42 15.74 7.5 334.45 242.47 121.23 444.46 10.58

2 Usiri Phyllanthus emblica L. 25 13.77 5 170.65 123.72 61.86 226.79 9.07

3 Peddaturayi Delonix regia 17 106.30 12 24407.33 17695.31 8847.65 32438.13 1908.12

4 Neredu Syzygium cumini (L.) 
Skeels

46 104.33 16 31348.07 22727.35 11363.67 41662.62 905.70

5 Teku Tectona grandis L.f 450 82.67 18 22143.22 16053.83 8026.91 29429.06 65.39

6 Panasa Artocarpus heterophyl-
lus Lam.

73 133.85 17 54822.41 39746.24 19873.12 72860.81 998.10

7 Chinta Tamarindus indica L. 67 92.51 16.5 25417.55 18427.72 9213.63 22779.93 339.99

8 Mamidi Mangifera indica L. 98 122.04 21 56298.41 41273.09 20636.54 75659.74 772.03

9 Neelagiri Eucalyptus globulus 41 66.92 28 22570.56 16363.65 8181.82 29997.0 731.63

10 Silver Oak Grevillea robusta 200 47.24 23 9238.89 6698.19 3349.09 12278.76 61.39

11 Nallajeedi Semecarpus anacardium 
L.f.

32 17.71 8 451.64 327.43 163.71 600.20 18.20

12 Veduru Bambusa vulgaris 27 7.87 11 204.39 148.18 74.09 271.63 10.06

13 Jeelugu Caryotaurens L. 35 90.55 17.5 25827.80 18725.15 9362.57 34325.99 980.74

14 Nalla Maddi Terminalia alata Roth. 43 59.05 19.5 12239.02 8873.28 4436.91 16267.04 378.30

15 Tella Maddi Terminalia arjuna (Roxb. 
ex DC.) Wight &Arn.

38 47.24 18 7230.44 5242.1 2621.09 9609.70 252.88

16 Kanugu Pongamia pinnata (L.) 
Pierre

7 62.99 12 8570.31 6213.47 3106.47 11389.25 1627.03

17 Sampangi Micheliachampaca (L.) 
Baill. ex Pierre

5 66.92 17.5 14106.60 10227.28 5113.64 18748.13 3749.62

18 Gumpena Lanneacoro mandelica 
(Houtt.) Merr.

23 20.07 8 580.03 420.52 210.26 770.87 33.51

TOTAL 1269 1157.77 275.5 315961.8 229529 114764.3 409760.1 12852.34
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Soil Sampling

To determine the SOC (Soil organic Carbon) from the study 
sites, the soil samples were collected from the sites by using 
standard sampling procedures, given for soil sampling. All 
the soil samples were collected from the depth of 0-15 cm 
with two replicates. The physicochemical parameters such 
as – soil texture, pH, and soil organic carbon, were analyzed 
by standard methods, as per IS2720 & ASTM methods. 

RESULTS AND DISCUSSION 

The carbon dioxide sequestration and carbon storage capabil-
ity of (6033) tree species belonging to (22) tree species were 
assessed. The evaluation was divided into four sections, as 
shown in Tables 1- 4. Fig. 2. shows the relationship between 
above-ground weight and below-ground weight (AGW). 
Fig. 2 also shows the relationship between the total carbon 
dioxide sequestered and the above-ground weight (AGW) 
and dry weight of the studied trees in the sites.	

 The total carbon dioxide sequestered and calculations 
of carbon dioxide sequestered at the study locations are 
shown in Tables 1 to 4. The amount of CO2 sequestered in 
block-1, Chintooru is (409,760.1 kg); block-2 Chinnagedda is 
(568,891.3 kg); St.Anns School Colony Chintapalli, Block-3 
is (659,853 kg) and block-4 Tajangi is (732,109.2 kg). A 
large amount of CO2 sequestration was recorded at block-4 
Tajangi site, which may be due to the presence of more tree 
species, and the long age of species. A large amount of CO2 
sequestered was found in the species P. pinnata (L.) Pierre, 
and F. benghalensis L, and a low amount of carbon dioxide 
sequestrated was observed in block-1 Chinnagedda in P. 
emblica L. species. The maximum weight of carbon was 

observed in P. pinnata (L.) Pierre) species, i.e. (37987.06 
kg) and minimum weight of carbon was noted in the species 
P. emblica L. species i.e is (61.8 kg).  The maximum assess-
ment of carbon dioxide sequestration is especially noted 
in F. benghalensis species, because of its higher (AGW) 
compared to other species. In an earlier study by Chavan and 
Rasal (2010), similar findings were recorded. The estimated 
average C-stock of P. pinnata was 23.52 tC ha-1 in Site-1 and 
72.70 tC ha-1 in Site-2 and an average equivalent of 86.34 
tCO2 ha-1 and 266.84 tCO2 ha-1 has been stored (Annissa 
Muhammed et al. 2013). A similar study performed by Cox 
(2012), in California State University, Northridge (CSUN), 
showed that the total carbon dioxide sequestered by the trees 
in the campus was 154 tons per year. Haghparast (2013) also 
recorded a whole of 1694.5 tons of carbon sequestered in 
seventy-six plots of Pune University. De Villiers et al. (2014) 
reported the sequestration potential of 4139 trees to be 5809 
tons in New Zealand University. Vucetich et al. (2000) and 
Pussinen et al. (2002) reported that the carbon stock depends 
upon the type of tree species, location properties, spacing, 
environment conditions, age class distribution, etc. The three 
dominant species of the entire site are T. grandis L.f, M. in-
dica and T. indica L.  In contrast to it, a study conducted by 
Kaur and Sharma (2014) in the agricultural fields of block 
Ramgarh revealed M. indica as the densest tree species 
with a density value of 1.9 trees per hectare. Rowntree and 
Nowak, (1991) stated that the broader the leaves, the thicker 
the crown cover, and consequently the denser the cluster, the 
more CO2 sequestered by trees. 

From the results obtained, it clearly indicates that the 
native species like P. pinnata (L.) Pierre, F. benghalensis, L., 
T. grandis L.f, M. indica, and T. indica L. have a maximum 

 
        

 
Fig. 2: Relationship between dry weight and the total amount of sequestered CO2. 

 
 

 
 
      
 Fig. 3: Relationship between heights of the tree to the total amount of CO2 sequestered  
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Table 2:  CO2 Sequestration of tree species at Chinnagedda, (Block-7).
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am
e

Scientific N
am

e of T
rees

N
um

ber of T
rees

A
verage D

B
H

 
(Inches)

A
verage H

eight (m
eters)

Weight from tree species (kg)

Total G
reen (A

G
W

)

D
ry

w
eight

C
arbon E

stim
ated

A
m

ount C
O

2
sequestered

A
verage C

O
2

sequestered

1 Garugu Trichilia connaroides 
(Wight & Arn.) Bentv

78 14.96 5 201.42 146.42 73.01 267.69 3.43

2 Bodda chettu Ficus hispida L.f. 56 21.65 8 674.96 489.34 244.67 897.04 16.01

3 Peddaturayi Delonix regia 47 90.55 12 17710.49 12840.10 6420.05 23537.84 500.80

4 Teku Tectona grandis L.f 850 98.42 17.5 30512.46 22121.53 11060.76 40552.09 47.70

5 Panasa Artocarpus hetero-
phyllus Lam.

284 102.36 16 30175.40 21877.16 10938.58 40104.12 141.211

6 Chinta Tamarindus indica L. 105 96.45 15.5 25954.26 18816.83 9408.41 34494.88 328.51

7 Mamidi Mangifera indica L. 368 151.57 21 86839.69 62958.78 31479.39 115412.88 313.62

8 Neelagiri Eucalyptus globulus 250 62.99 32 22854.18 16569.28 8284.64 30373.98 121.49

9 Silver Oak Grevillea robusta 325 49.21 24 10461.41 7584.52 3792.26 13903.57 42.78

10 Ravi Ficus religiosa L. 24     108.26 20 42192.81 30589.79 15294.89 56075.68 2336.48

11 Nallajeedi Semecarpus anacar-
dium L.f.

30 26.77 7.50 967.45 701.40 350.70 1285.77 42.859

12 Veduru Bambusa vulgaris 102 7.87 11 204.39 148.18 74.09 271.63 2.66

13 Jeelugu Caryota urens L. 50 72.51 14.5 13722.59 9948.88 4974.44 18237.79 364.75

14 Sampangi Michelia champaca 
(L.) Baill.ex Pierre

18 88.20 16 22404.21 16243.05 8121.52 29775.95 1654.21

15 Marri Chettu Ficus benghalensis L. 6 177.16 18 101689.55 73724.92 36862.46 135148.85 22524.80

16 Neredu Syzygiumcumini (L.) 
Skeels

87       89.2 15 21482.92 15575.12 7787.56 28551.53 328.17

                                  TOTAL 2680 1258.13 253 428048.2 310335.3 155167.4 568891.3 28769.48

amount of carbon dioxide sequestration potential than all the 
other tree species. Fig. 2, shows the relationship between the 
dry weights of tree species of diverse sampling sites with 
the amount of carbon dioxide sequestered. From this figure, 
it was observed that the total green obtained is the AGW 
(Above ground weight) (kg) is directly proportional to the 
amount of CO2 sequestered, and dry weight obtained (kg) is 
also directly proportional to the amount of carbon dioxide se-
questered. This phenomenon was mostly observed in block-4 
Thajangi, where the number of tree species is more compared 
to all the other blocks is (732,109.2 kg). In block-01, the 
numbers of trees are scanty which declines the total green 
(AGW) and dry weight of the tree and shows a deviation in 
the quantity of CO2 sequestrated i.e. (409,760.1 kg.). Gibbs 
et al. (2007) provided similar findings, finding a progressive 

direct link between total green (AGW), the dry weight of the 
tree, and the amount of carbon dioxide sequestered by trees.  
In the four sampling sites, it was observed from Tables 1-4, 
that the species like P. pinnata (L.), A. heterophyllus Lam, 
T. indica L. M. indica L. F. religiosa L., F. benghalensis L. 
Pierre, and T. grandis are with maximum CO2 sequestration. 
Similarly, the lowest CO2 sequestration was recorded in 
B. vulgaris and P. emblica L., species. (70.72; 226.79 kg) 
respectively.                    

 Fig. 3 and Table 6 interpret the relationship between the 
heights of the tree to the amount of CO2 sequestrated. Fig. 3 
shows the tree height carries an insignificant impact on CO2 
sequestered. The dependent variable CO2 sequestered was 
regressed on the predicting variable tree height to test the 
relationship. The height of tree species insignificantly pre-
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Table 3: CO2 Sequestration of tree species from Chintapalli, St. Ann’s School, (Block-8).

S.N
o.

V
ernacular N

am
e

Scientific N
am

e of T
rees

N
um

ber of T
rees

A
verage D

B
H

 
(Inches)

A
verage H

eight m
eter

Weight from tree species (kg)

Total G
reen (A

G
W

)

D
ry W

eight

C
arbon E

stim
ated

A
m

ount
C

O
2

sequestered

A
verage C

O
2

sequestered

1 BoddaChettu Ficus hispida L.f 20 30.70 9.5 1611.65 1168.45 584.22 2141.94 107.09

2 Burugu Bombax Ceiba L. 15 84.64 14 18053.10 13088.59 6544.24 23993.18 1599.54

3 Chinta Tamarindus indica 
L.

78 114.17 17 39886.45 28917.67 14458.83 53010.43 679.62

4 Mamidi Mangifera indica 
L.

86 127.95 22.5 66303.37 48069.94 24034.97 88119.41 1024.64

5 Neelagiri Eucalyptus glob-
ulus

52 64.96 31 23546.59 17071.20 8535.60 31294.08 601.80

6 Silver Oak Grevillea robusta 180 59.05 26.5 16632.52 12058.58 6029.29 22105.18 122.80

7 Ravi Ficus religiosa L. 21 106.29 22 44738.35 32435.30 16217.65 59458.77 2831.37

8 Jeelugu Caryotaurens L. 15 98.42 16 27897.10 20225.40 10112.70 37076.20 2471.74

9 Kanugu Pongamia pinnata 
(L.) Pierre

10 84.64 11.5 14829.33 7414.66 10751.26 39417.37 3941.73

10 Panasa Artocarpus hetero-
phyllus Lam.

52     127.95 18 53042.69 38455.95 19227.97 70495.53 1355.68

11 Marri Chettu Ficus benghalen-
sis L.

9 167.32 19 95746.25 69416.03 34708.01 127250.01 14138.89

12 Teku Tectona grandis L.f 55      74.80 19.5 12549.79 9098.60 4549.30 16679.10 303.25

13 Medi Ficus racemosa L. 18      25.59 8 942.98 683.66 431.83 1253.25 69.62

14 Neredu Syzygium cumini 
(L.) Skeels

15 85.82 17 22537.12 16339.41 8169.70 29952.59 1996.83

15 Gumpena Lannea coroman-
delica (Houtt.) 
Merr.

25     19.68 8.5 592.57 429.61 214.80 787.54 31.50

16 Nalla Maddi Terminalia alata 
Roth.

18     102.36         18 33947.32 24611.81 12305.90 45117.14 2506.50

17 Tella Maddi Terminalia arjuna 
(Roxb. ex DC.)

23     109.44        21 45273.48 32823.27 16411.63 8205.81 30084.99

18 Mulu maddi Bridelia retusa (L.) 
A. Juss. 15

    11.O2 8 174.87 126.78 63.39 232.41 15.49

    
19

Karaka Terminalia chebu-
la Retz

        
27

     33.85 12 2455.23 1780.04 890.02 3263.09 120.85

TOTAL 734 1517.63 319 520760.8 374215 194241.3 659853 64003.93

dicted CO2 sequestrated F (32085087175.84, 12946607900) 
= 2.478262; P ≥ 0.05, which indicates that the tree height has 
an insignificant role in CO2 sequestration (β = 2713.28 P ≥ 
0.05). The regression analysis indicates clearly that there is 
no direct relationship of the tree height, moreover, R2 = 0.553, 
which indicates the regression model explains 55.3% of the 

variance. Most of the research works revealed that AGB is 
strongly correlated with tree diameter (Brown 1997, Brown 
& Lugo 1984, Clark et al. 2001). Also, it is accepted that a 
simple model with the only diameter as the input is a good 
estimator of above-ground biomass (Brown 1997, Nelson 
et al. 1999, Clark et al. 2001, Djomoa et al. 2010). There 
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Table 4:  CO2 Sequestration Assessment of tree species at Thajangi, (Block-9).

S.N
o.

V
ernacular N

am
e

Scientific N
am

e of 
T

rees

N
um

ber of T
rees

A
verage D

B
H

 
(Inches)

A
verage H

eight 
m

eter

Weight from the tree (kg)

Total G
reen 

(A
G

W
)

D
ry 

W
eight

C
arbon 

W
eight

A
m

ount C
O

2
sequestered

A
verage C

O
2

sequestered

1 Bodda Chet-
tu

Ficus hispida L.f 38 26.77 7.5 967.45 701.40 350.70 1285.77 33.83

2 Garugu Trichilia connaroides 
(Wight & Arn.) Bentv.

60 19.68 6 418.28 303.25 151.62 555.91 9.26

3 Burugu Bombax ceiba L. 45 84.64 14 18053.10 13088.49 6544.24 23993.18 533.18

4 Panasa Artocarpus heterophyllus 
Lam.

158 127.95 16 47149.06 34183.07 17091.53 62662.69 396.59

5 Chinta Tamarindus indica L. 125 94.48 15.5 24904.85 18056.01 9028.0 33099.38 264.79

6 Mamidi Mangifera indica L. 180 124.06 20 55407.18 40170.20 20085.10 73638.01 409.10

7 Neelagiri Eucalyptus globulus 55 70.87 32 28929.92 20974.19 10.487.09 38448.85 699.07

8 Silver Oak Grevillea robusta 150 53.14 26.5 13469.81 9765.61 4882.80 17901.83 119.34

9 Ravi Ficus religosa 6 98.42 18 31384.24 22753.58 11376.79 41710.72 6951.78

10 Nallajeedi Semecarpus anacardi-
um L.f.

12 17.71 7.50 423.41 306.97 153.48 562.73 46.89

11 Veduru Bambusa vulgaris 95 7.87 10.5 195.10 141.44 70.72 259.29 2.272

12 Jeelugu Caryota urens L. 24 53.14 17 8641.01 6264.73 3132.36 11484.19 478.50

13 Kanugu Pongamia pinnata 
(L.) Pierre

15 66.92 13 10479.19 75974.12 37987.06 139271.95 9284.79

14 Sampangi Micheliachampaca
(L.) Baill.ex Pierre

8 45.27 18 6639.96 4813.97 2406.98 8824.74 1103.09

15 Teku Tectona grandis L.f 250 70.86 17.5 15816.58 11467.02 5733.51 21020.78 84.083

16 Peddaturayi Delonix regia 10 90.55 12.5 18448.43 13375.11 6687.55 24518.58 2451.85

17 Marri Chettu Ficus benghalensis L. 5 177.16 17 96040.13 69629.09 34814.54 127640.58 25528.11

18 Neredu Syzygium cumini 
(L.) Skeels

16 92.51 16 24647.32 17869.31 8934.65 32757.13 2047.32

19 Nalla Maddi Terminalia alata Roth. 27 88.58 18 25422.38 18431.23 9215.61 33787.21 1251.37

20 Tella Maddi Terminalia arjuna (Roxb. 
ex DC.)

32 93.30 17.5 27420.40 19879.79 9939.89 36442.64 2024.59

21 Rela Cassia fistula L. 18 26.77 8 1031.95 748.16 374.08 1371.49 76.194

22 Pampini Oroxylum indicum (L.) 
Kurz.

21 22.04 7.5 655.77 475.43 237.71 871.55 41.50

  TOTAL 1350 1552.69 335.5 456545.5 399372.2 189198.9 732109.2 53837.5

is no direct relationship between the height of the tree and 
the CO2 sequestration in the sampling locations. Rowntree 
(1984) revealed that the height of the tree contributes to the 
volume of the tree which can be related to the mass and 
consequently the relative CO2 sequestration potential of the 
tree. The linear regression equation of y= 2713.285803x-
209800.8762 with R2 = 0.553 demonstrates the height of 
tree species with carbon dioxide sequestered, indicating the 

insignificant variations between the tree species height with 
the rate of CO2 sequestered at P > 0.05. The number of trees 
is also the major contributor to the rate of sequestration of 
carbon, followed by the size of the tree, which increases 
quickly as the number of individuals in a species increases, 
and then stabilizes. According to Vishnu and Patil (2016), the 
tree with the highest DBH has higher carbon stock.  Baishya 
et al. (2009) found that biomass and carbon sequestration 
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vary with DBH, with maximum trees during the regeneration 
stage and high biomass of larger trees. Fast-growing trees 
capture more carbon than slow-growing trees (Montagnini 
& Porras 1998, Redondo- Brenes 2007).

Soil Organic Carbon 

Carbon sequestered in the soil is called hummus, giving 
maximum storage of carbon than the biomass. The SOC 
of Chinthuru Lothugedda Junction, block-1 is (0.93%), 
Chinnagedda village, block-2 is (0.22%), Near St.Ann’s 
School, block-3 is (0.88%) and Thajangi village, block-4 
is (1.24). The observations show only little amount of SOC 
was noted in the sampling blocks, except for Thajangi village 
(block-4), which had (1.24%) maximum SOC compared to 
all the other locations. 

Depending on land use management, the soil could be a 
source of (CO2, CH4, and N2O) or a sink (CO2 and CH4) of 
global greenhouse gases (Lal & Bruce 1999, Lal & Kimble 
1998). SOC in this study sites would not be a major con-
tributor to carbon dioxide sequestration due to the negligible 
levels of SOC. Bouwman (1990) showed the size has been 
estimated between 700 to 3,000 Gt carbon as organic carbon 
and 780 to 930 Gt C as Calcium carbonate (CaCO3). Other 
carbon pools are the oceans (38,000 Gt C), fossils carbon 
reserves (6,000 Gt c), and CO2 in the atmosphere (720 Gt c). 

The linear regression presented in Fig. 4 and Table 6 
reveals that SOC has an insignificant impact on CO2 se-
questered. The Dependent Variable CO2 sequestered was 

regressed on Predicting variable SOC to the test the rela-
tionship, SOC insignificantly, predicted CO2 sequestrated 
F (5.83,2.62) = 0.2236; P ≥ 0.25, which indicates that the 
SOC play an insignificant role in CO2 sequestration (β = 
102780.3 P ≥ 0.05). It was discovered that there was no 
direct relationship between the SOC and R2 = 0.100, indicat-
ing that the regression model explains 100% of the variance. 
Table 6 below shows the summary of the findings and the 
results of linear regression. Table 6 reveals that both SOC 
and the rate of CO2 sequestration in trees have a regression 
equation of y = 10278x + 50863 with R2 = 0.100, indicating 
that there are no significant differences between tree height 
and CO2 sequestration at P > 0.05 of the tree species’ CO2 
sequestration rate. 

CONCLUSION

The total average potential of carbon sequestration of various 
tree species was calculated in four different sites (Block1 
to 4) and was 12852.34 kg, 28769.48 kg, 64003.93 kg, and 
53837.5 kg respectively. 

Therefore, it is concluded that the local trees of the forest 
have a large carbon concentration and stocks of carbon.  In 
this study, the native tree species T. grandis L.f, M. indica, 
and T. indica L., P. pinnata (L.), A. heterophyllus Lam, L. 
M. indica L., F. religiosa L., and F. benghalensis L. Pierre, 
recorded the maximum amount of carbon dioxide seques-
tration and carbon storage, which facilitate to build up the 
ecological services, thereby reducing global warming. 

 
        

 
Fig. 2: Relationship between dry weight and the total amount of sequestered CO2. 

 
 

 
 
      
 Fig. 3: Relationship between heights of the tree to the total amount of CO2 sequestered  
 
The total carbon dioxide sequestered and calculations of carbon dioxide sequestered at the study 

locations are shown in Tables 1 to 4. The amount of CO2 sequestered in block-1, Chintooru is (409,760.1 

Kg); block-2 Chinnagedda is (568,891.3 kg); St.Anns School Colony Chintapalli, Block-3 is (659,853 

kg) and block-4 Tajangi is (732,109.2 kg). A large amount of CO2 sequestration was recorded at block-

4 Tajangi site, which may be due to the presence of more tree species, and the long age of species. A 

large amount of CO2 sequestered was found in the species P. pinnata (L.) Pierre, and F. benghalensis 

L, and a low amount of carbon dioxide sequestrated was observed in block-1 Chinnagedda in P. emblica 

L. species. The maximum weight of carbon was observed in P. pinnata (L.) Pierre) species i.e. 

(37987.06 Kg) and minimum weight of carbon was noted in the species P. emblica L. species i.e is 

(61.8Kg).  The maximum assessment of carbon dioxide sequestration is especially noted in F. 

benghalensis species, because of its higher (AGW) compared to other species. In an earlier study by 

Chavan and Rasal (2010), similar findings were recorded. The estimated average C-stock of P. pinnata 
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Fig. 4: Relationship Soil organic carbon against the total amount of CO2 sequestered. 
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The total average potential of carbon sequestration of various tree species was calculated in four 

different sites (Block1 to 4) and was 12852.34 Kg, 28769.48 Kg, 64003.93 Kg, and 53837.5 Kg 

respectively.  

 

Therefore, it is concluded that the local trees of the forest have a large carbon concentration and stocks 

of carbon.  In this study, the native tree species T. grandis L.f, M. indica, and T. indica L., P. pinnata 

(L.), A. heterophyllus Lam, L. M. indica L., F. religiosa L., and F. benghalensis L. Pierre, recorded the 

maximum amount of carbon dioxide sequestration and carbon storage, which facilitate to build up the 

ecological services, thereby reducing global warming. Furthermore, because these trees protect the 

Earth from the greenhouse effect and climatic change, they must be protected against deforestation, and 

sustainable forest management with the goal of carbon sequestration should be mandated. Plantation 

initiatives can be used to generate carbon credits, which can help developing countries generate income 

(Niles et al. 2002). 

             Because there is a need for proper organization and protection of biodiversity in the hilly forest 

areas which are the major source of carbon sinks, the findings of this study may assist future planning 

and decision-making by the forest department regarding native species selection and plantation, which 

would be the major contributors of high CO2 sequestration for the ecological balance of the Eastern 

Ghats reserve forest. Due to its high elevation from sea level, thick green forest, and low rural 

anthropogenic emissions of carbon components, the temperature of this area may drop to 0ºC, especially 

in the winter season, and hence it is the coolest hill station of Andhra Pradesh. 

 

  
  

y = 102780x + 508631
R² = 0.1006

0

100000

200000

300000

400000

500000

600000

700000

800000

0 0.5 1 1.5

A
m

ou
nt

  o
f C

O
2

Se
qu

es
te

re
d

Percentage of Soil Organic  carbon of Four Blocks

Y-Values

Linear (Y-Values)

Fig. 4: Relationship soil organic carbon against the total amount of CO2 sequestered.

Table 5: The physico-chemical parameters, pH, Soil texture, and SOC.

S.No.
Sampling Station      pH Soil Texture Organic Carbon%

Sand% Silt% Clay%

1. Chinthuru Lothugedda Junction- (block-1) 6.28 71 12 17 0.93

2. Chinnagedda village-(block-2) 6.22 61 15 25 0.22

3. Near St.Anns School, (block-3) 7.81 45 26 29 0.88

4. Thajangi village (block-4) 6.78 66 16 16 1.24

Note: All the above parameters are analyzed as per IS2720 & ASTM methods.

Furthermore, because these trees protect the Earth from the 
greenhouse effect and climatic change, they must be protect-
ed against deforestation, and sustainable forest management 
with the goal of carbon sequestration should be mandated. 
Plantation initiatives can be used to generate carbon credits, 
which can help developing countries generate income (Niles 
et al. 2002).

Because there is a need for proper organization and 
protection of biodiversity in the hilly forest areas which 
are the major source of carbon sinks, the findings of this 
study may assist future planning and decision-making by 

the forest department regarding native species selection and 
plantation, which would be the major contributors of high 
CO2 sequestration for the ecological balance of the Eastern 
Ghats reserve forest. Due to its high elevation from sea level, 
thick green forest, and low rural anthropogenic emissions of 
carbon components, the temperature of this area may drop 
to 0ºC, especially in the winter season, and hence it is the 
coolest hill station of Andhra Pradesh.
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ABSTRACT

With the acceleration of economic development and urbanization in China, sewage sludge generation 
has sharply increased. To maximize energy regeneration and resource recovery, it is crucial to analyze 
the environmental impact and sustainability of different sewage sludge recycling systems based on 
life cycle assessment. This study analyzed four sewage sludge recycling systems in China through 
life cycle assessment using the ReCipe method, namely aerobic composting, anaerobic digestion and 
biomass utilization, incineration, and heat utilization and using for building materials. In particular, the 
key pollution processes and pollutants in sewage sludge recycling systems were analyzed. The results 
demonstrated that aerobic composting is the most environmentally optimal scenario for reducing 
emissions and energy consumption. The lowest environmental impact and operating costs were 
achieved by making bricks and using them as building materials; this was the optimal scenario for 
sludge treatment and recycling. In contrast, incineration and heat utilization had the highest impact 
on health and marine toxicity. Anaerobic digestion and biomass utilization had the highest impact 
on climate change, terrestrial acidification, photochemical oxidant formation, and particulate matter 
formation. In the future, policy designers should prioritize building material creation for sludge treatment 
and recycling.  

INTRODUCTION

With the rapid development of the economy and urbanization 
in China, municipal sewage has gradually become a huge envi-
ronmental problem that needs to be urgently solved. To main-
tain ecological sustainability, the improvement of wastewater 
treatment focuses on saving energy and resources, recovering 
nutrients, and reducing waste production (Linderholm et al. 
2012). Sewage sludge, as the main solid waste after wastewater 
treatment, increases with an increase in sewage treatment vol-
ume annually. Sewage sludge disposal and management have 
become an inescapable problem after wastewater treatment. In 
wastewater treatment systems, the “heavy sewage light sludge” 
phenomenon is common, and the environmental impact of 
wastewater cannot be entirely eliminated. 

Sludge generation in China steadily rose annually from 11 
million tons in 2005 to 21 million tons in 2010, with sludge 
having 80% water content. The dry sludge production in 
China is summarized in Fig. 1; it showed an average annual 
growth of 9% from 2011 to 2017. Sewage sludge treatment 
has previously been considered secondary to wastewater 
treatment but is gradually becoming one of the most signif-
icant challenges facing municipal wastewater management 
worldwide, particularly in China (Yang et al. 2015). Current-
ly, the main methods include aerobic sludge fermentation for 

agricultural waste, anaerobic digestion to recover biomass, 
incineration, or production of building materials or fuel 
(Mininni et al. 2015, Hong et al. 2009, Zhang et al. 2017). 
In fact, the large quantity of sewage sludge should not be 
considered a heavy burden to municipal management but 
rather a great source of bioenergy and recovered material 
(Raheem et al. 2018, Tyagi & Lo 2013).

Life cycle assessment (LCA) is a technique used to 
assess the environmental impacts associated with all stages 
of a product’s life from raw material extraction through 
material processing, manufacturing, distribution, use, repair 
and maintenance, and disposal or recycling (Ekvall et al. 
2017, ISO 2006, Pasqualino et al. 2009). At present, LCA, 
as a management evaluation to analyze the environmental 
impact, is used for technical comparison of certain methods 
of sludge treatment to identify technological improvement in 
the further (Huppes & Oers 2011, Kelessidisa & Stasinakis 
2012, Scheutz 2018, Schrijvers et al. 2016, Suh & Rousseaux 
2002, Xiao et al. 2018, Xu et al. 2014). Simultaneously, the 
environmental impact of different sludge treatment methods 
is evaluated by LCA, especially greenhouse gas emissions 
and energy efficiency (Houillon et al. 2005, Li et al. 2017, 
Li & Feng 2018, Liu et al. 2011, Mill et al. 2014, Li & Feng 
2018). Yoshida et al. (2018) reviewed 35 published studies 
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on life cycle assessment (LCA) of sewage sludge for their 
methodological and technological assumptions. Overall, 
LCA has been providing a flexible framework to quantify 
the environmental impacts of wastewater and sewage sludge 
treatment and disposal processes for multiple scales, ranging 
from process selection to policy evaluation. The results of 
LCA are, in principle, unique to the goal and scope of each 
study, reflecting its local conditions, and comparison between 
different LCAs is not intended. Furthermore, the assessments 
are limited by the methodological development of the life 
cycle impact assessment (LCIA) and the advancement of 
research in quantifying environmental emissions associated 
with wastewater and sewage sludge treatment processes. With 
the significant impact of global warming, accurate calculation 
of greenhouse gas (GHG) emissions is essential, including 
direct emissions and indirect emissions (Ding et al. 2021). The 
direct emissions of GHGs are incomplete in environmental 
impact assessments (EIAs), which unaccounted for direct CO2  
emissions.

Furthermore, Hospido et al. (2010) evaluated the reuse 
of anaerobically digested sludge in agriculture from an 
environmental point and specifically quantified the potential 
impacts of emerging micropollutants such as pharmaceuticals 
(Hospido et al. 2010, Xu et al. 2014). In a later comparative 
study, Heimersson et al. (2017) identified and explored several 
scenarios to handle multi-functionality in the LCA of a sludge 
handling system (Ekvall et al. 2007, Heimersson et al. 2017). 
The authors used LCA to examine the environmental impact 
of strategic sludge treatment and end-use decisions. The 
authors also modeled resource recovery and accounted for 
different possibilities for secondary functions such as biogas 
and sludge used in agriculture. In contrast, Linderholm et 
al. (2012) investigated the environmental impact of sewage 
sludge as a phosphorus alternative for agriculture. Their 
study focused on secondary functions, such as nutrient 

input to soil (Johansson et al. 2008, Linderholm et al.  
2012).

In the case of comparative “Waste LCAs”, as the amount 
of waste treated can be equal in the different scenarios, a 
simplification is done by excluding the upstream materials 
and processes from the system boundaries. This means that 
the system is focused only on waste treatment. This concept is 
called the “zero burden assumption” and is also known as the 
cut-off approach. This “zero burden assumption” concept was 
first used on an LCA system simplification for a comparative 
“Waste LCA” analysis (Huppes & Oers 2011, Piao et al. 
2016). While some of these technologies exist only at labo-
ratory or pilot scales, others are fully functional at the indus-
trial scale, and there is a growing willingness to increase the 
sustainability of sludge management via recovery processes 
that extract potentially marketable value-added products. In 
this study, sewage sludge was considered “waste”—free of 
environmental impact—where the sewage sludge recycling 
process was designed to produce a product with high added 
value in the recycling system (Pradel et al. 2016). This cre-
ated uncertainty in the comparative LCA of the system that 
produced the value-added products used by sewage sludge. 
The limitations of this study include incomplete accounting 
of GHG emissions and uncertainty caused by ignoring the 
environmental impact of sewage sludge.

The aim of this study was to identify the environmental and 
economic impacts of four sewage-sludge recycling systems 
to determine the optimal system in China. This research con-
tributes to the field by evaluating the sustainability of sludge 
management based on the recovery and reuse of potential 
value-added products and modeling the sludge as waste to as-
sess the environmental impact of sludge treatment. Moreover, 
the main environmental impacts and corresponding pollution 
phases of the four systems were identified as suggestions for 
technology or management improvements in the future.
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Fig. 1: Dry sludge produced, dry sludge treated, and municipal sewage produced in 
China. 

Fig. 1: Dry sludge produced, dry sludge treated, and municipal sewage produced in China
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MATERIALS AND METHODS

Goal and Scope

The goal of this study was to compare and assess four 
sewage sludge recycling systems from an environmental 
and economic viewpoint, to obtain clear results about the 
environmental preferences of both viewpoints to enable 
decision-makers to develop a sustainable sewage sludge 
disposal policy. The LCA of scenarios was performed from a 
‘gate to gate’ perspective and comprises all environmentally 
relevant processes from sludge as waste to the finished energy 
recovery or material substitution. The functional unit of this 
LCA was 1 ton of sewage sludge, including 80% moisture.

System Boundary

The boundary of Scenario 1 (S1), the incineration process 
using fluidized bed combustion technology, includes partial 
drying of sludge to achieve 40% dry matter content using 
the heat of the incineration of flue gases, incineration of 
sludge, heat and electricity generation, and exhaust gas 
purification. Aerobic composting (Scenario 2 (S2)) using 
high-temperature fermentation includes mixing with condi-
tions and fermentation bacteria to achieve a 60% moisture 
rate, primary fermentation to reduce the moisture rate to 
50%, and secondary fermentation to obtain a fertilizer sub-
stitute and purify exhaust gas. Scenario 3 (S3) proposed the 
use of sewage sludge as a raw material substitute in brick 
production, including mixing with other raw materials; the 
brick-making process, including making bricks, drying 
bricks, and roasting bricks; exhaust gas purification, and 
brick production. Scenario 4 (S4), which was the anaerobic 
digestion process in an AAe anaerobic digestion reactor that 

reacts at high solid concentration, includes conditioning 
with reflux sludge, anaerobic digestion, biogas, and heat 
generation, and exhaust gas purification. The overall scope 
of this study, comprising the most important processing 
stages involved in sewage sludge treatment and recycling 
and included in LCA, is shown in Fig. 2. 

Life-Cycle Inventory

 This study was based on data from both sewage sludge 
treatment processes. Thus, the processes of the four scenar-
ios are based on the EIA of each sludge disposal plant. The 
difference in sludge composition used in the four scenarios is 
not taken into account in this study to compare four different 
methods. The significant variations in data are attributed to 
the waste-water treatment plants in China because they do 
not send proper reports on the treatment and final disposal 
of their sewage sludge. To carry out the inventory, data was 
mainly collected from EIAs for projects using four sludge 
treatment technologies and from the Chinese Life Cycle 
Database (CLCD). The overall inputs and outputs to be meas-
ured in the study should be elementary flows. To evaluate the 
function of sludge treatment and recycling systems, a large 
amount of basic data is necessary. Energy and raw material 
use, as well as emissions from energy production activities 
such as electricity generation, are among them.

The use of sludge and other solid waste will not exacer-
bate the intensity of consumption of natural resources; hence, 
the analysis of inventory data only considers the energy 
consumption and pollutant emissions of raw materials, such 
as crude and iron, in the process. First, we established the 
energy-material balance for each unit process based on the 
function of the unit. Then, we created the inventories for each 

 

 

4) Water consumption; 
5) The amount of pollutants contained in the ecology system; 

6) The amount of pollutants produced by conventional production was reduced by sludge recycling.

 

Fig. 2: System boundaries of the cradle-to-gate for both energy recovery or material substitution scenarios 
using treated urban sewage sludge. 

Fig. 2: System boundaries of the cradle-to-gate for both energy recovery or material substitution scenarios using treated urban sewage sludge.
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scenario based on the functioning of units in each scenario 
shown in Table 1. The life cycle inventory of the scenarios 
includes the following aspects (Wang et al. 2015):

	1)	 Main technical indicators of scenarios, including pro-
duction and specifications;

	2)	 Consumption of various raw materials in the scenarios, 
including the use of waste;

	3)	 Energy consumption;

	4)	 Water consumption;

	5)	 The amount of pollutants contained in the ecology 
system;

	6)	 The amount of pollutants produced by conventional 
production was reduced by sludge recycling.

RESULTS AND DISCUSSION

To analyze the outstanding environmental impact category 
and evaluate the environmental impact of each scenario, the 
normalization results, as presented in Table 2, were calcu-
lated using the world reference values and characterization 
results. Using the midpoint environmental impact weights, 

we calculated the endpoint environmental impact; the results 
showed that the endpoint environmental impact was S2 < 
S4 < S1 < S3.

An environmental load of each scenario on different 
environmental impact categories was analyzed based on 
the characterization results. As the impact of S2 for every 
environmental category was significantly lower than that of 
the other three scenarios, the characterization results of S1, 
S3, and S4 were compared and analyzed. The environmental 
load of S1 in TT was significantly higher than that of the 
other two scenarios. In terms of CC, AP, MEP, HT, FT, MT, 
POFP, and PMFP, the environmental load of S4 was the 
most obvious of the three scenarios. Climate change, human 
toxicity, photochemical oxidant formation, particulate matter 
formation, and ozone depletion were the impact categories 
that affect human health. S2 had a positive value for each 
of these categories. S4 should focus on the environmental 
impact categories of CC, HT, POFP, and PMFP. S1 had a sig-
nificant impact on each category, especially ozone depletion.

Paying attention to the greenhouse gas emissions during 
the sludge disposal process can reduce other pollutants 
caused by energy consumption, and alternatively, it can 

Table 1: Inventory of main energy and materials consumption of the four scenarios.

Inventory        Unit      S1                S2                   S3                  S4                 Inventory  Unit         S1                    S2                 S3                   S4
flow                                                                                                                    flow

Input

Electricity    kWh       108.18          -73.413           1.09               294.81          Crude         kg          -0.14                -                     24.552             -

Gas kg        20.60 - - Water kg 33.70 1305 72.5 1.9

Coal kg -5.57 -10.2 65.2 -0.546 Iron kg - - -8.23E-06 -

Output

NH3 kg 0.01 -12.75 0.01 As kg -2E-05 -3.28E-02 - -

H2S kg 4E-04 0.03 5E-04 0.02 Cr kg -1.62E-06 -8.28E-03 - -

HCl kg 0.01 - 0.007 - Ni kg -2.3E-05 -1.23E-05 - -

HF kg 0.002 -0.017 0.007 - V kg -2.76E-05 -1.42E-04 - -

SO2 kg 0.105 -1 0.41 -0.002 Zn kg -2.3E-05 -1.42E-04 - -

CH4 kg -0.025 -0.128 - -0.005 Dioxin kg 2E-08 - - -

NMVOC kg -0.0047 -0.024 - - CODcr kg 1.4 0.049 0.03 2.3

CO kg 0.025 -0.437 - - NH3-N kg 0.14 -4.047 0.003 2

CO2 kg 139.728 -654 -2.85E-05 -0.947 CxHy kg - -0.075 - -

NOx kg 0.548 -0.99 0.29 0.0183 SO4
2- kg - -0.025 - -

Dust kg 38.47 5.55 1 -0.15 N2O kg - -1.656 -

Hg kg 8.92E-05 -4.32E-06 - - NOx-N kg - -0.166 -

Cd kg 8.99E-05 -8.64E-04 - - TN kg - - - 2.7

Pb kg 1.83E-04 -3.88E-03 - - TP kg - - - 0.3
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motivate people to develop new clean energy technology. 
Therefore, climate change is an impact category that is 
specifically considered in research. 

Fig. 3 presents the relative constituents of the impact on 
the climate change category. From the results of the climate 

change impact, S2 had a positive environmental impact. 
The reason for the positive environmental impact of S2 was 
the reduction in N2O. N2O is produced in mineral fertilizer 
production, and it has a huge influence on climate change. 
N2O was not significantly generated in S2 compared with 

Table 2: ReCiPe midpoint normalization results for all scenarios (Values are presented per functional unit).

Categories Unit S1 S2 S3 S4

Climate change [CC] p/yr 4.94E-03 -1.53E-01 6.96E-04 7.41E-05

Terrestrial acidification [AP] p/yr 5.18E-03 -2.03E+00 4.37E-02 1.26E-04

Marine Eutrophication [MEP] p/yr 2.25E-03 -3.83E-01 5.58E-03 7.24E-04

Human toxicity [HT] p/yr 1.70E-02 -3.31E+01 3.28E-03 3.69E-04

Terrestrial toxicity [TT] p/yr 2.34E-03 -7.78E-02 1.34E-04 1.56E-05

Freshwater toxicity [FT] p/yr 9.67E-05 -2.87E-02 2.48E-05 2.89E-06

Marine toxicity [MT] p/yr 2.06E-02 -2.48E+00 2.74E-03 3.19E-04

Photochemical oxidant formation [POFP] p/yr 2.40E-03 -9.05E-02 1.70E-02 4.52E-05

Particulate matter formation [PMFP] p/yr 2.04E-02 -3.81E-01 2.37E-01 5.93E-04

Water depletion [WDP] p/yr 1.21E-03 6.51E-03 7.12E-02 8.03E-07

Fossil fuel depletion [FDP] p/yr 2.50E-03 -4.39E-02 3.20E-02 3.97E-05

Freshwater eutrophication [FEP] p/yr 0 -1.32E+01 0 1.27E-03

Metal depletion [MDP] p/yr 0 0 -3.84E-07 0

Ozone depletion [ODP] p/yr 2.05E-04 0 6.55E-03 0  

 

Fig. 4. shows the proportion of each environmental impact category in the four scenarios. S2 presents an obvious 
positive environmental impact. In addition to certain environmental impacts in WDP, S2 was beneficial to the 
environment in other impact categories. From the normalization results (Fig. 4), the most obvious midpoint 
environmental impact category was human toxicity, followed by freshwater eutrophication, marine toxicity, and 

terrestrial acidification.  
The main normalization results of different processes in S2, as shown in Fig. 5, were reflected in the reduction of 

environmental load by replacing the mineral fertilizer. The most obvious midpoint environmental impact category of 
S2 was HT and FEP. Heavy metals, such as As, Cd, Pb, and Cr, are produced during mineral fertilizer production. As 

                                    a)                                                         b) 

       
c)                                                             d) 

       
Fig. 3: The relative constituents about the impact category of climate change 

a) scenario 1, b) scenario 2, c) scenario 3, d) scenario 4. 

 

Fig. 4: The proportion of each impact category in four scenarios. 

Fig. 3: The relative constituents about the impact category of climate change a) scenario 1, b) scenario 2, c) scenario 3, d) scenario 4.



2104 Jiawen Zhang and Toru Matsumoto

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

mineral fertilizer production. According to the analysis 
of the contributors to climate change, the main pollutant 
driving climate change is CO2. Organic matter content and 
energy utilization are the main sources of CO2. Therefore, 
the organic matter content in the sludge should be reduced. 
Additionally, sludge treatment and recycling should focus 
on energy conservation.

Fig. 4. shows the proportion of each environmental im-
pact category in the four scenarios. S2 presents an obvious 
positive environmental impact. In addition to certain envi-
ronmental impacts in WDP, S2 was beneficial to the envi-
ronment in other impact categories. From the normalization 
results (Fig. 4), the most obvious midpoint environmental 
impact category was human toxicity, followed by freshwater 
eutrophication, marine toxicity, and terrestrial acidification. 

The main normalization results of different processes 
in S2, as shown in Fig. 5, were reflected in the reduction of 

environmental load by replacing the mineral fertilizer. The 
most obvious midpoint environmental impact category of 
S2 was HT and FEP. Heavy metals, such as As, Cd, Pb, and 
Cr, are produced during mineral fertilizer production. As a 
result, heavy metal resources are derived solely from indirect 
emissions caused by energy use.  The environmental impact 
of human toxicity in S2 was significantly reduced, showing 
an overall impact on the environment. 

These normalization results indicated the relative mag-
nitude of the environmental impacts of aerobic composting 
on sludge-based fertilizer production compared to mineral 
fertilizer manufacture at a global level. In the midpoint envi-
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mineral fertilizer production process, the stages included ore 
extraction, transportation, energy consumption, and mineral 
fertilizer production. In S2, sewage sludge—considered 
“waste”—was free of any environmental burden when used 
for sludge-based fertilizer production. Therefore, the produc-
tion of sludge-based fertilizers instead of mineral fertilizers 
should be promoted in the fertilizer industry. 

The environmental impacts of the other three sludge 
treatment and recycling systems were mainly from energy 
consumption and sludge treatment and recycling processes, 
and the environmental impacts during the pretreatment pro-
cess were negligible. 

From the perspective of environmental assessments, S3 
had the greatest number of negative environmental impacts of 
the four sludge treatments and recycling systems. According 
to the normalization results shown in Fig. 6, PMFP and WDP 
had significant negative environmental impacts during S3, 
which was 4-200 times that of other environmental impact 

categories such as CC. Dust, SO2, and NOx lead to particulate 
matter formation during the treatment process of S3. The 
process of making bricks causes water depletion.

  On the other hand, FDP, AP, and POFP also showed 
obvious environmental impacts. The main sources of FDP, 
AP, and POFP, which are shown in Fig. 7, are treatment 
processes including SO2, CO, CH4, non-methane volatile 
organic compounds (NMVOC), NOx, HF, HCl, and dust. 
They are derived from emissions during the production of raw 
materials and the brick-making process. POFP and PMFP 
are the major midpoint environmental impact categories 
affecting human health in S3. According to the analysis of 
the released constituents (Fig. 7), NOx (87.77%) and SO2 
(10.07%) were the principal sources of PMFP. In addition, 
dust (87.24%) was the principal source of POFP. Therefore, 
in S3, the sludge treatment and recycling process should 
improve the production technology to reduce water use and 
carry out clean production to reduce the environmental im-
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the main influences. Cr is mainly derived from energy consumption and Hg is in the process of sludge incineration. 
However, the mechanism of dioxin production is complicated. For example, dioxin is easily produced when the 
incineration temperature is less than 800°C during the burning of domestic garbage. Among them, PMFP pollutants 
come from dust (81.39%) during energy consumption and incineration. 
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In S1, pollutants were mainly derived from energy consumption, and heavy metal and dust emissions were high 
because China still relies mainly on thermal power generation. Therefore, in future production processes, the use of 
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a)                                                                                        b) 

                                  
Fig. 7: The relative constituents about midpoint environmental impact of human health in Scenario 3 

a) PMFP, b) POFP. 
 

 

Fig. 8: The normalization results of incineration (S1) as well as the offset caused by recovered energy. 

Fig. 7: The relative constituents about midpoint environmental impact of human health in Scenario 3  
a) PMFP, b) POFP.



2106 Jiawen Zhang and Toru Matsumoto

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

pact of the treatment process. According to the normalization 
results of S1 shown in Fig. 8, HT, MT, FDP, and PMFP are 
obvious impact categories in which S1 has the most serious 
environmental impact. 

In the environmental impact categories of CC, AP, 
and FDP, S1 also had significant negative environmental 
impacts. CC, HT, and PMFP were the major midpoint en-
vironmental impact categories of human health in S1. Fig. 
9 presents the relative constituents of each environmental 
impact category. From the perspective of CC, the environ-
mental impact mainly comes from the use of fossil energy 
and the emission of CO2 (98%) during sludge incineration. 
The main sources of human toxicity were heavy metals, 
hydrocarbons, and dioxins, of which Cr (53.89%) and Hg 
(32.91%) are the main influences. Cr is mainly derived from 
energy consumption and Hg is in the process of sludge in-
cineration. However, the mechanism of dioxin production is 
complicated. For example, dioxin is easily produced when 
the incineration temperature is less than 800°C during the 
burning of domestic garbage. Among them, PMFP pollutants 

come from dust (81.39%) during energy consumption and  
incineration.

Therefore, according to the above analysis, energy con-
sumption is the main cause of HT, MT, POMF, AP, and CC. In 
S1, pollutants were mainly derived from energy consumption, 
and heavy metal and dust emissions were high because China 
still relies mainly on thermal power generation. Therefore, in 
future production processes, the use of clean energy should 
be gradually promoted to reduce the proportion of thermal 
power generation. At the same time, the incineration process 
should focus on the collection and treatment of dust in S1.

From the normalization results of S4 shown in Fig. 
10, FEP, MEP, HT, MT, and PMFP were the most serious 
environmental impacts in the environmental impact cate-
gories, followed by AP, CC, POFP, and FDP. Among them, 
the environmental impact of TT, FT, and WDP was almost 
zero, and the impact of S4 on these environmental impact 
categories can be neglected.

The source of the FEP is the production of TP during 
anaerobic digestion. The main causes of MEP are NH3-N 
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and TN, which are produced during anaerobic digestion, 
and NOx from energy production. CC, HT, PMFP, AP, and 
MT pollution sources are mainly derived from pollutants 
generated during and after energy production and use and 
are the most obvious midpoint environmental impact cate-
gories of human health in S1, followed by CC and POFP. 
The main constituent of HT was AS (87.94%), as shown in 
Fig. 11. The main reason for PMFP was PM10 (85.17%) 
during the process of energy production and consumption. 
The main influencing constituent of CC was CO2 (94.27%), 

similar to S1. TN (62.27%) and NH3-N (35.98%) caused 
the impact of POFP during the energy consumption and 
treatment process of S4.

In view of this, the main pollution from S4 comes from 
heavy metals and dust in energy production and pollutants of 
N and P in the process of anaerobic digestion. Therefore, the 
utilization of clean energy should be promoted, and technol-
ogy should be improved to reduce the pollutant emissions of 
N and P in the future. The other three scenarios, in addition 
to S2, had the greatest impact on the midpoint of particulate 

 

 

the environmental impact of TT, FT, and WDP was almost zero, and the impact of S4 on these environmental impact 
categories can be neglected. 

The source of the FEP is the production of TP during anaerobic digestion. The main causes of MEP are NH3-N 
and TN, which are produced during anaerobic digestion, and NOx from energy production. CC, HT, PMFP, AP, and 
MT pollution sources are mainly derived from pollutants generated during and after energy production and use and 
are the most obvious midpoint environmental impact categories of human health in S1, followed by CC and POFP. 
The main constituent of HT was AS (87.94%), as shown in Fig. 11. The main reason for PMFP was PM10 (85.17%) 
during the process of energy production and consumption. The main influencing constituent of CC was CO2 (94.27%), 
similar to S1. TN (62.27%) and NH3-N (35.98%) caused the impact of POFP during the energy consumption and 
treatment process of S4. 

In view of this, the main pollution from S4 comes from heavy metals and dust in energy production and pollutants 
of N and P in the process of anaerobic digestion. Therefore, the utilization of clean energy should be promoted, and 
technology should be improved to reduce the pollutant emissions of N and P in the future. The other three scenarios, 
in addition to S2, had the greatest impact on the midpoint of particulate matter generation due to emissions from sludge 
treatment and recycling operations, as well as indirect emissions from energy use.  Incineration and anaerobic digestion 
have obvious environmental impacts in the four midpoint environmental impact categories of global warming, human 
toxicity, marine toxicity, and fossil fuel depletion. 

The operating costs of the sludge treatment and recycling system were estimated using the functional units of the 
four scenarios. China's subsidy policy for sludge recycling has not been well defined. In fact, each province has its 
own detailed subsidy policy. Jiangsu Province has a clear subsidy policy for the four scenarios involved in this study 
(Liu et al., 2013). Therefore, this study adopted Jiangsu's subsidy policy for sludge recycling. Based on the statistical 
results, the operating costs under the subsidies for each program are listed in Table 3. 

a)                                                      b)                                                    c) 

         
Fig. 9: The relative constituents about midpoint environmental impact of human health in S1 

 a) CC, b) HT, c) PMFP. 

 

Fig. 10: The normalization results of anaerobic digestion (S4) as well as the offset caused by recovered 
energy. 

Fig. 10: The normalization results of anaerobic digestion (S4) as well as the offset caused by recovered energy.
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operating cost, as shown in Fig. 12, which is similar to the findings of Han et al. (2021). Compared with Liu et al. 
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a)                                                          b) 

 
c)                                                               d) 

 
Fig. 11: The relative constituents about midpoint environmental impact of human health in 

scenario 4 
 a) HT, b) PMFP, c) CC, d) POFP 

 
Table 3: The cost under subsidy of four scenarios 

(Values are presented per functional unit). 
 S1 S2 S3 S4 

Cost ($) 34 79 20 37 

 

 

Fig. 12: Total environmental impact and operating cost of four scenarios. 

Fig. 11: The relative constituents about midpoint environmental impact of human health in scenario 4  a) HT, b) PMFP, c) CC, d) POFP



2108 Jiawen Zhang and Toru Matsumoto

Vol. 20, No. 5 (Suppl), 2021 • Nature Environment and Pollution Technology  

matter generation due to emissions from sludge treatment and 
recycling operations, as well as indirect emissions from en-
ergy use.  Incineration and anaerobic digestion have obvious 
environmental impacts in the four midpoint environmental 
impact categories of global warming, human toxicity, marine 
toxicity, and fossil fuel depletion.

The operating costs of the sludge treatment and recycling 
system were estimated using the functional units of the four 
scenarios. China’s subsidy policy for sludge recycling has 
not been well defined. In fact, each province has its own 
detailed subsidy policy. Jiangsu Province has a clear subsidy 
policy for the four scenarios involved in this study (Liu et 
al., 2013). Therefore, this study adopted Jiangsu’s subsidy 
policy for sludge recycling. Based on the statistical results, 
the operating costs under the subsidies for each program are 
listed in Table 3.

The operating costs and the environmental and economic 
impacts of the various programs are basically the same. 
Combined with the environmental assessment results of the 
four schemes, S2 had the highest operating cost and the lowest 
environmental impact. Among the other three options, S3 had 
the least environmental impact and the lowest operating cost, 
as shown in Fig. 12, which is similar to the findings of Han 
et al. (2021). Compared with Liu et al. (2013), incineration 
was the optimal method, followed by anaerobic digestion 
and aerobic composting. The theoretical value of incineration 
and actual operation may have caused the differences in the 
results (Liu et al. 2013). In Xiao et al. (2018), hydrothermal-
pyrolysis technology as a new method demonstrated the best 

performance with the lowest consumption of land resources, 
a relatively small environmental impact, and high economic 
benefits compared with other methods. The scenario of 
creating building materials (bricks) was not considered in 
Xu et al. (2014), and anaerobic digestion was a suitable 
alternative for sewage sludge treatment (Xu et al. 2014). In 
sum, it is similar to the comparison of the results obtained 
with previous literature.

CONCLUSION

This study shows which scenarios of sludge treatment and 
recycling systems are more sustainable during the period of 
operation from an environmental perspective. Human health 
is the primary impact category of the overall environmental 
impact. S2 was the most environmentally friendly scenario, 
with the fewest emissions and lowest energy consumption. S3 
was the optimal scenario, based on the lowest environmental 
impact and operating costs. According to the analysis of 
pollutant sources and composition, treatment and recycling 
processes mainly account for the environmental impacts. 
According to the endpoint environmental impact results, hu-
man health was the primary endpoint environmental impact 
category for the scenarios. In the midpoint characterization 
results of human health, S1 had significantly higher envi-
ronmental impacts on CC and HT than other scenarios, and 
S3 had obvious environmental impacts on POFP and PMFP. 

In S1, pollutants were mainly derived from energy con-
sumption, and heavy metal and dust emissions were high 
because China still relies mainly on thermal power gener-
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ation. Therefore, in future production processes, the use of 
clean energy should be gradually promoted to reduce the 
proportion of thermal power generation. At the same time, 
the incineration process should focus on the collection and 
treatment of dust in S1.

Considering the environmental assessment results of 
the four schemes, S2 had the highest operating cost and the 
lowest environmental impact. The reason for the minimal 
environmental impact of S2 was that sewage sludge—con-
sidered “waste”—was free of any environmental burdens 
when used for sludge-based fertilizer production. In the 
future, the operating costs of S2 should be minimized. 
Therefore, the production of sludge-based fertilizers instead 
of mineral fertilizers should be promoted in the fertilizer  
industry. 

In view of the above analysis, S3 was the optimal solution 
among the four scenarios because of its minimal operating 
costs and relatively small environmental impact. When 
comparing the human health impact, PMFP, POFP, and ODP 
were major impact categories. The treatment process was the 
main source of these environmental impacts. The treatment 
plants should carry out clean production to reduce dust and 
nitrogen oxides during the treatment process. 

S4 should focus on CC, HT, POFP, and PMFP, which 
cause damage to human health. MEP and FEP are also ob-
vious impact categories in S4. In view of the above analysis, 
the main pollution in S4 comes from heavy metals, NMVOC, 
and dust in energy production and pollutants of N and P in the 
process of anaerobic digestion. Therefore, the utilization of 
clean energy should be promoted, and the technology should 
be improved to reduce the environmental impact, especially 
pollutant emissions of N and P.

The following limitations of the study should be noted 
when considering the conclusions of the study. This study 
investigated the environmental performance of the systems 
investigated during their operation and does not consider the 
effect of their construction. Due to methodological issues 
with their classification and normalization, some impact 
categories, such as land occupation and the indirect effect of 
the avoided fertilizer on agricultural land application, were 
not considered. Finally, the data and assumptions used in 
this study were based on the Chinese context.

In future research, life cycle cost analysis will be added 
to the study, and the economic evaluation of the four pro-
grams will be considered more completely. Local factors 
such as economic level and industrial structures in various 
regions of China should be considered in future studies on 
the planning of sewage sludge reuse in various regions of  
China.
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ABSTRACT

Microalgae is gaining popularity as a major ingredient in nutrition supplements. To mass cultivate, it is 
imperative to improve the biomass yield hence optimization of cultures conditions becomes paramount. 
In this work, an attempt has been made to optimize the microalgal production using response surface 
methodology (RSM) and validate further the optimized parameters. The optimum conditions for the 
cultivation of Chlorella sp. KPU016 under optimized nutrient conditions were  pH 8.2, the light intensity 
of 3100 lx, glycerol 1.44 g.L-1 (under pre-set conditions of 12 h lighting, the temperature at 27±1°C. With 
these RSM-driven optimum conditions, the yield of microalgal biomass achieved was 282.50 mg.L-1. 
For larger-scale microalgal harvesting, the validated optimal conditions can be inferred as the best 
for enhanced microalgal production. The isolate was partially sequenced and submitted to the NCBI 
database and the GenBank accession number is MZ348364.

INTRODUCTION 

Cyanobacteria (CBs) are valuable mining sources to harness 
beneficial metabolites (proteins, fatty acids, carbohydrates, 
pigments, and antimicrobials), which can be augmented as 
feed-additives and health-care products. Among CBS, Chlo-
rella is one among the most preferred for generating larger 
capacities of biomass yield owing to its high cell growth rate 
and the convenience to procure its biomass (Chinnasamy et 
al. 2009). Subsequently, they can be cultivated in an alkaline 
environment, thus eliminating or mitigating bacterial and 
fungal contamination (Ak 2011). However, the elevated cost 
impact in microalgae cultivation has hampered the large-scale 
harvesting of biomass for further commercial exploitation. 
The vast majority of the costs for larger-scale harvesting of 
microalgae cultivation are attributed to extensive consump-
tion of media and water (Luo et al. 2016, Ortiz Montoya et 
al. 2014). Hence, using recycled water is deemed economical 
with promising potentials for harvesting biomass; simultane-
ously using by-products of other appliances as the substrate 
has added advantage, since this would decrease the cost and 
serve as a waste management step (Zamani et al. 2012). A 
variety of microalgae like Chlorella vulgaris, Scendesmus 
obliques and Spirulina platensis have been explored for culti-
vations in recycled water and a system with recycled nutrients 

(Ebrahimian et al. 2014). Amidst the explored microalgae, 
Chlorella has been acknowledged as the prominent one to 
be cultivated in different recycled waters, and it can sustain 
as well in simulated water with artificial media components 
(Chaiklahan et al. 2010). Many credible research works 
have established that the medium components impact the 
microalgal growth directly, thus the biomass output (Zhang 
et al. 2014). Meanwhile, the optimum growth conditions 
for mass cultivation of Chlorella were proven as pH 9.0 
to10.0, temperature 25 to 30oC, light intensity (4000lx) (at 
a constant 12 h of light illumination under micro-aeration) 
(Daliry et al. 2017). However, these proven optimum condi-
tions were under surplus and tailor-made nutrient conditions 
for Chlorella harvesting. It can be thus postulated that in a 
large-scale commercial platform for harnessing Chlorella, 
the parameters and factors involved has to be optimized. 
Regarding the Chlorella cultivated in recycled water, there 
are very limited credible works on the strategic enhancement 
of Chlorella biomass production, and of optimization of en-
vironmental conditions using response surface methodology 
(RSM) (Wang et al. 2021, Elyemni et al. 2021). Addition-
ally, more research knowledge on the impact of recycled 
waste or organic carbon effects on Chlorella growth needs 
to be deeply investigated. Hence, in this study, Chlorella is 
cultivated in recycled water for biomass yield with glycerol 
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(a by-product) as recycled-waste treatment. The optimum 
conditions for Chlorella cultivation were proven with the 
aid of Box-Behnken RSM, and the optimized conditions 
were further validated through an independent run. The 
interactive effects of pH, light intensity, and glycerol were 
explored based on biomass generation. Chlorella has also 
been strongly established over the years as a worthy source 
of nutraceuticals owing to their rich composition in terms 
of vitamins, antioxidants, etc., (Matos et al. 2019, Andrade 
et al. 2018). Hence this current work’s proven optimum 
growth conditions can be further explored in a large-scale 
commercial application to procure biomass in higher volume 
so that it can be commercially exploited as a nutraceutical. 

MATERIALS AND METHODS

Microalgal Strain, Media and Cultivation

The microalgal strain used in this study was isolated 
from Nangavalli lake, Salem, Tamilnadu, India (Latitude 
11.7622ºN, Longitude 77.8898 ºE). Microalgal cells that 
were grown in BG 11 medium were used for the isolation 
of cyanobacteria. 1.0 mL of the cyanobacterial samples 
were transferred to sterile 100 mL of BG 11 medium in 

250 mL conical flasks, in a growth chamber at 28±2ºC with 
the illumination of 2000lx with the aid of cool white 40 
W fluorescent tubes (Philips). After 15 days of incubation, 
algae was harvested and used for further experiments (Yang 
et al. 2015). Glycerol was obtained as a waste residue from 
a biodiesel production facility and used in the optimization 
experiments. 

Evaluation of Effective Parameters on Microalgae 
Growth

The RSM Box-Behnken design through Design Expert soft-
ware (Version 11) was employed to investigate the effects 
of the parameters on the microalgal biomass yield; pH, 
Light intensity (lx), glycerol (g.L-1) to predict the optimum 
conditions. The RSM is a combination of mathematical and 
statistical tools adequate for the analysis, modeling, and 
prediction of a particular response or multi-responses based 
on Design of Experiments (DOE) in which the interaction of 
several variables contributes to the outcome. In this work, the 
experimental runs were designed and performed involving 
the variables in ranges (pH, light intensity, glycerol load) as 
exhibited in Table 1. The original polynomial models based 
on the various parameters were fitted to experimental data 

Table 1: RSM Box-Behnken design with the actual and predicted response.

  Factor 1 Factor 2 Factor 3 Response actual Vs Predicted

Run A: pH B: Light intensity (lx) C: Glycerol (g.L-1) Biomass (mg.L-1) Biomass (mg.L-1)

1 9 3000 0.5 200.5 200.99

2 8 4000 2 266.6 264.11

3 8 3000 1.25 245.5 245.7

4 7 3000 0.5 198.2 197.41

5 8 3000 1.25 246.2 245.7

6 9 3000 2 254.2 254.99

7 8 4000 0.5 205.5 203.31

8 9 2000 1.25 233.6 230.62

9 9 4000 1.25 225.8 227.5

10 8 2000 2 268.4 270.59

11 7 4000 1.25 230.1 233.08

12 7 2000 1.25 238.9 237.2

13 8 3000 1.25 244.9 245.7

14 7 3000 2 271.2 270.71

15 8 3000 1.25 246.1 245.7

16 8 2000 0.5 201.6 204.09

17 8 3000 1.25 245.8 245.7

Model prediction R2 for the quadratic polynomial equation is 0.9877
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using the least-squares method and analysis of variance tech-
niques in Design-Expert software (Version 11) (Zhai et al. 
2017, Wang et al. 2021). The models for microalgal biomass 
yield, for the autotrophic cultivation of the microalga, could 
be obtained by Eq. (1)

	 Y=β0 + ΣβiXi + ΣβijXiXj + ΣβiiX2i, 	 …(1)

Where Y is the predicted response, β 0 is the intercept 
term, β i is the linear coefficient, βij is the quadratic coeffi-
cient, βii is the interaction coefficient, and Xi Xj represent the 
independent variables (Onumaegbu et al. 2019).

Analytical Methods

The Chlorella biomass was accumulated and measured once 
in 24 h by measuring the optical density at 560 nm. The dry 
biomass weight was measured by filtering 10 mL of each 
sample through a pre-weighed 0.45 nm membrane filter, 
drying in a drying chamber at 110°C for 2 h, and reweighing 
the filter using an electronic-balance (Zhai et al. 2017). 

RESULTS AND DISCUSSION	

Determination of the Optimum Levels of the Factors 

The range of pH, light intensity and glycerol, all impacted 
Chlorella biomass yield, significantly (p < 0.01) (Table 2). 
These three variables also positively impact the biomass 
yield individually (equation 1). The pH and daily illumina-
tion positively interacted with each other and also affected 
positively the response. PH and glycerol interacted negatively 
with each other, so did the light intensity, and glycerol pH2, 
Light intensity2, Glycerol2 also interacted slightly negatively 

on the biomass yield even though pH x glycerol, pH2, Light 
intensity2, Glycerol2 were significant at (p < 0.01) (Table 2) 
(Tork et al. 2017, Zhai et al. 2017). 

Equations 

Biomass = -478.837 + 149.054 x pH + 0.0258625 x Light 
intensity + 124.6 x Glycerol + 0.00025 x pH x Light intensity 
+ -6.43333 x pH x Glycerol + -0.0019 x Light intensity x 
Glycerol + -9.05 x pH^2 + -4.55e-06 x Light intensity2 + 
-10 x Glycerol2 		  …(2)

In this current work, the optimum levels for the cultivation 
of Chlorella in recycled water with waste substrate glycerol 
were optimal, in contrast to other established results report-
ed in previous studies. The pH, light intensity, and glycerol 
significantly impacted the Chlorella biomass output (P < 
0.01). Previous research has also suggested that pH, light 
intensity, and carbon source play a significant influence in 
determining the outcome (Dorling et al., 1997, Fan et al. 
2020, Zhai et al. 2017). When the pH value is more alka-
line, the form of carbon shifts to form carbonates, hence the 
assimilation of glycerol is better suited at this pH range for 
Chlorella. Thus, the predicted optimum pH value between 
8.2-8.6 is best suited for the cultivation of Chlorella in re-
cycled wastewater under simulated conditions (Fig. 1a, 1b, 
& 1c). Regarding the light intensity, earlier published data 
has established that the microalgal composition, as well as 
the biomass, dwindle with respect to the extremes of light 
intensity (Pandey & Tiwari, 2010). Congruent results were 
achieved in our investigation. The Chlorella growth and 
biomass output were obtained at the optimum light inten-

Table 2: ANOVA of factors involved in the experiment. 

Source Sum of Squares df Mean Square F-value p-value

Model 8928.18 9 992.02 143.94 < 0.0001

A-pH 73.81 1 73.81 10.71 0.0136

B-Light intensity 26.28 1 26.28 3.81 0.0918

C-Glycerol 8102.64 1 8102.64 1175.70 < 0.0001

AB 0.2500 1 0.2500 0.0363 0.8544

AC 93.12 1 93.12 13.51 0.0079

BC 8.12 1 8.12 1.18 0.3136

A² 344.85 1 344.85 50.04 0.0002

B² 87.17 1 87.17 12.65 0.0093

C² 133.22 1 133.22 19.33 0.0032

Residual 48.24 7 6.89

Lack of Fit 47.14 3 15.71 57.14 0.0010

Pure Error 1.10 4 0.2750

Cor Total 8976.42 16
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sity between 3100–3300lx in the current work; lesser than 
4000lx as established in other published works. This result 
suggests that the current optimized level of light intensity 
could be economically viable via lesser energy consumption 
(Skorupskaite et al. 2015, Zhai et al. 2017). 

The medium used for the cultivation of microalgae can 
be the prime factor when the culture conditions are to be 
optimized. In our work also glycerol levels were significant 
at concentrations 1.35 to 1.45 g.L-1. Deep investigations have 
elucidated that the nutrients concentration and their forms 

Cor Total 8976.42 16    
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Fig. 1a: 3D contour plot of interaction between pH vs Light intensity effect on biomass. 

 

Fig. 1a: 3D contour plot of interaction between pH vs light intensity effect on biomass.

 
Fig. 1b: 3D contour plot of interaction between pH vs Glycerol; their effect on biomass. 

 

 
Fig. 1c: 3D contour plot of interaction between Glycerol vs Light intensity effect on biomass. 
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Fig. 1b: 3D contour plot of interaction between pH vs glycerol; their effect on biomass.
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Fig. 1c: 3D contour plot of interaction between Glycerol vs Light intensity effect on biomass. 
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Fig. 1c: 3D contour plot of interaction between glycerol vs light intensity effect on biomass.

impacted the growth of Chlorella and other microalgae, 
and thus directly impacted Chlorella biomass generation 
and harvest.

Validated Run

The optimized values ascertained via RSM are pH 8.2, the 
light intensity of 3100 lx, glycerol 1.44 g.L-1; when validated 
with an independent run, yielded 282.50 mg.L-1 of Chlorella 
biomass.

CONCLUSION

In this work, the optimum levels of variables involved for the 
cultivation of Chlorella sp. KPU016 in simulated recycled wa-
ter were envisioned and forecasted by RSM Box-Behnken and 
were further validated through an independent experimental 
run. All 17 runs projected minimal or no variation between the 
predicted values and experimental outcomes. Under the opti-
mum conditions, pH 8.2, the light intensity of 3100 lx, glycerol 
1.44 g.L-1, when validated with an independent run, yielded 
282.50 mg.L-1 of Chlorella biomass. These optimal condi-
tions could be strategies that can be a better endorsement for 
the advancement of Chlorella or other similar cyanobacteria 
cultivation so that the biomass can be harnessed in large-scale 
commercial applications. The isolate was partially sequenced 
and submitted to the NCBI database and the GenBank acces-
sion number was procured as MZ348364.1.
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ABSTRACT

Precipitation is the primary source of fresh water in the world. Surface runoff will happen when the 
amount of rainfall is greater than the soil’s infiltration capacity. In most water resource applications, 
runoff is the most important hydrological variable. Aside from these rainfall characteristics, there are a 
number of catchment-specific elements that have a direct impact on runoff amount and volume. This 
research focuses on estimating surface runoff over the lower Vellar basin, a river basin in the southern 
part of India, by integrating Soil Conservation Service-Curve Number (SCS-CN) method with GIS. 
This technique is one of the most common methods used by hydrologists for estimating surface runoff. 
Curve Number (CN) is an index established by the Natural Resource Conservation Service (NRCS) 
to denote the potential for stormwater runoff. The nature of the watershed is explored first by creating 
land use and land cover pattern followed by the preparation of slope, drainage, and location maps.  The 
area taken for this study is the lower Vellar basin situated in the Cuddalore District of Tamil Nadu, India. 
The curve number is analyzed using the rainfall data of 15 years (2001-2015) and the runoff is being 
calculated. The watershed pattern of the study area is also explored being analyzed and executed.  
Preservation of the runoff water is also discussed.  

INTRODUCTION

Water is the most important element for all living things; 
without water, there would be no vegetation on the Earth, 
no oxygen for animals to breathe, and the world would look 
very different than it does now. Water is required for human 
health and the preservation of the environment, and it should 
be valued and protected as a valuable resource. However, as 
a result of pollution, clean water is becoming increasingly 
scarce (Gagan et al. 2016).

The oceans hold around 97 percent of the world’s water. 
Saltwater covers about 1.4 billion cubic kilometers. Fresh-
water makes up only 3% of the total, and it is found in rivers, 
glaciers, and lakes. Even though there is abundant fresh water 
all across the world, there are some areas that are too dry and 
do not receive enough rain. Water scarcity is a prevalent issue 
in developing countries due to population expansion. Many 
areas lack sufficient water because people exhaust it. Water 
moves in a continuous cycle, never disappearing or ceasing 
to exist, but shifting from solid to liquid to gas. While some 
rainwater returns to the atmosphere, the majority of it enters 
the ground through aquifers.

Runoff is the most significant hydrological factor used 
in more applications of water resources. Its incidence and 

amount are based on the features of rainfall occurrence, i.e. 
the length, intensity and circulation. In addition to these 
rainfall features, there are numerous catchment-specific 
variables that directly affect the incidence and quantity of 
runoff. There are several methods existing for rainfall-runoff 
modeling. Soil Conservation Services and Curve Number 
(SCS-CN) techniques offer an empirical relationship to 
estimate original abstraction and runoff as soil type and 
land use function. Curve Number (CN) is an index created 
by the Natural Resource Conservation Service (NRCS) to 
represent the potential of a drainage region for stormwater 
runoff (Hailu et al. 2018, Sishah 2021). The U.S. Soil Con-
servation Service at the Department of Agriculture initially 
created the SCS-CN technique (Van Dijk 2010, Abon et al. 
2011, Steenhuis et al. 1995).

The CN for a watershed is evaluated using a mixture of 
land use, antecedent soil moisture condition (AMC), and 
soil. There are four types of hydrologic soils: A, B, C, and 
D. Group A has a high rate of infiltration, while Group D 
has a low rate of infiltration. The Soil Conservation Service 
Curve Number (SCS-CN) method is widely used to forecast 
direct runoff volume for a specific rainfall event (Mishra & 
Singh 1999, King & Balogh 2008, Elhakeem & Papanicolaou 
2009, Romero et al. 2007).
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Recent sophisticated methods such as remote sensing 
and the Geographic Information System (GIS) are therefore 
involved in the compilation, storage, and evaluation of spatial 
and temporal allocation information. These techniques are 
currently being used to address watershed-related challenges 
such as watershed planning, growth, and management, with 
the goal of harnessing all-natural resources for long-term de-
velopment (Verma et al. 2016, Rawat & Singh 2017, Tiwari et 
al. 2017). Thus, Geographic Information Systems (GIS) and 
Remote Sensing is the main tool to provide the foundation 
for effective water resource management. (Gupta et al. 2004, 
Frevert & Singh 2002, Siddi Raju et al. 2018, Mahboubeh et 
al. 2012, Sharma et al. 2008, Ruslin Anwar 2011).

MATERIALS AND METHODS

Study Area

The Vellar River is situated in the Cuddalore district which 
lies in the coastal belt of Tamil Nadu. It is one of the many 
ephemeral rivers in the area; it runs from west to east and 
blends with the sea south of Porto-Novo. The lower Vellar 
sub basin comprises the Perumal Eri (lake) watershed and is 
connected by the Bay of Bengal to the east. The parts of the 
lower Vellar watershed (Study area) comprise the catchment 
and command areas of Perumal ‘Eri’ extended up to the Bay 
of Bengal in the East. Cuddalore is the district headquarters, 
which is well connected by both rail and roadways. The study 
area (lower Vellar watershed) is bounded to the north by the 
Ponnaiyar watershed, to the south by the Vellar watershed, 
and to the east by the Bay of Bengal. The pilot study area 
(lower Vellar watershed) lies between north latitudes 11° 
30’ 10’ and 11° 42’ 16” and east longitudes 79°30’00” and 
79°46’ 6” and is covered by the survey of India toposheet 
No.58 M/10. The total study area taken is said to be 1784 
km2, and a Google Earth snapshot of the entire study area 
is shown in Fig.1.

Data Sources

IRS LISS-III data was used for the LULC classification. 
Land use/land cover classes in the current study region have 
been identified, and the LULC map is shown in Fig. 2. Daily 
rainfall data ((2001– 2015) was used in this study, and the 
data was collected from IMD, Chennai. Soil information 
was obtained from the National Bureau of Soil Survey and 
Land Use Planning (NBSS & LUP). The study area’s Digital 
Elevation Model (DEM) and slope and elevation map were 
obtained from SRTM (Shuttle Radar Terrain Mission) and 
is shown in Fig. 3 and 4.

Runoff Calculation

The equation of the runoff curve number is:

	 Q = 
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Where CN is the day’s Curve Number, a dimensionless 
runoff index determined by land use, hydrological soil groups 
(HSG), and antecedent moisture content (AMC).

The curve number (CN) depends on the permeability of 
the soil, its usage, and its previous moisture content. The 
daily retention value adjusted according to water content 
is calculated by rearranging equation 4 and inserting the 
retention parameter (explained in detail below) calculated 
for the soil which is completely saturated.
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The terms in the denominator with P in the denominator 
approach zero as P approaches large, where large is defined 
as P being significantly greater than the maximum possible 
retention (S).

	 Loss = S+Ia 	 …(13)

The parameter F is the storm’s true retention, which is 
higher than the early abstraction. That is, the total actual 
retention is equal to the sum of the initial abstraction and 
the actual retention (Ia + F).

Model Calculation

Let the Rainfall for five days be 40.9, 60.4, 70.2, 0, and 30.8. 
The rainfall on the 6th day is 25.5.

AMC (Antecedent Moisture Content) for day 6 can be 
calculated using the following formula (weighted average)
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as follows: 
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AMC = (0.9*R1) + ((0.9) ^2*R2) +….+ ((0.9)^n*Rn)

Here, R1, R2, Rn represents rainfall in mm

= (0.9*40.9)+(0.9^2*60.4)+(0.9^3*70.2)+(0.9^4*0)+(0.9^
5*30.8) = 142.68

Now, AMC > 28, we consider CN3 (wet) (CN3 = 91.89)

S = (25400/91.89)-254 = 22.42 

I = 0.2*22.42 = 4.48

P-I = Daily rainfall – 4.48 = 25.5-4.48= 21.02

Q = (P-I)2/P+0.8*S = 21.022/25.5+0.8*22.42 = 10.17 mm

The runoff of day 6 is 10.17mm.

RESULTS AND DISCUSSION

Land Use

According to the LULC map of the lower Vellar basin, 
the majority of the area was classified as fallow land and 
cropland, implying that there may be more infiltration and 
consequently lesser runoff. Out of the overall area (1784 
km2), 2 km2 have been designated as mining areas (Fig. 2), 
which will manage surface runoff.

Slope Map

The slope is one of the deciding factors in surface runoff. 
SRTM elevation data acquired from USGS Earth Explorer 
was used. ArcMap 10.3 is the software used. The slope map 
findings for the chosen research area are less than 5%. As 
a result, it is not taken into account. Fig. 3 shows the slope 
map of the research area.

Elevation Map 

The most common type of map used to depict elevation is 
a topographical map. In Geographic Information Systems 
(GIS), digital elevation models (DEM) are commonly used 
to represent the surface (topography) of a location using a 

raster (grid) dataset of elevations. The color difference in the 
map depicts the study area’s high to low elevation values. The 
elevation map is created using SRTM elevation data. Fig. 4 
shows an elevation map of the research area.

Contour Map 

A contour map represents the elevation of the particular area 
within the elevation lines drawn on it. The contour interval 
is the difference in height between successive contour lines 
on a contour map. A two-variable function’s contour line 
is often a curve that connects points where the function 
has the same value. The presented map’s contour interval 
is 20 m. The study area’s western side is sloppier than the 
lower Vellar basin’s east side, and the distance between 
each contour is higher, implying that the study area is prac-
tically plain. Fig. 5 shows the contour map of the research  
region.

Rainfall and Runoff Kuppanatham

The total rainfall recorded at Kuppanatham is 18191.4 mm, 
with a runoff of 8787.48 mm. Rainfall and runoff averages 
1212.8 mm and 585.83 mm, respectively. In 2015, the largest 
rainfall was recorded, as well as the highest runoff. In the 
year 2012, the lowest rainfall was recorded, and the lowest 
runoff was recorded in the year 2003. This was because of the 
driest period, which lasted from 2001 to 2003. As a result, the 
actual amount of rain that fell throughout these years would 
sweep in. Despite the fact that rainfall was minimal in 2012, 
the rainfall in 2011 was adequate to recharge the groundwater 
potential. The runoff in 2012 is higher than in 2003. Data 
2 contains the yearly runoff table for station Kuppanatham, 
while Fig. 6 and Fig. 7 depict the rainfall-runoff distribution 
and relationship.

Rainfall and Runoff Memathur

The total rainfall in Memathur is 17613.6 mm, with an 
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equivalent runoff of 8091.09 mm. Rainfall and runoff 
averages 1174.2 mm and 539.41 mm, respectively.

The year with the high rainfall was 2015, and the year 
with the highest runoff was 2005. In the year 2012, the lowest 
rainfall was recorded, as well as the lowest runoff. Because 
the rainfall in Memathur was higher in all of the years from 
2001 to 2005, the year 2005 had the largest runoff (Fig. 8 & 9).

Rainfall and Runoff Sethiyathope

The total rainfall at Sethiyathope is 21150 mm, while the 
runoff is also 21150 mm. The average rainfall is 1410 mm, 
while the average runoff is 716.02 mm. In 2005, the largest 
rainfall was recorded, as well as the highest runoff. The year 
2012 saw the lowest rainfall, while 2001 saw the lowest 
runoff. Table 2 contains the yearly runoff table for station 
Sethiyathope, as well as graphs depicting the rainfall-runoff 
relationship and distribution. Fig. 10 and 11 show the graphs 
depicting the rainfall-runoff relationship and distribution.

Rainfall and Runoff Srimushnam

In Srimushnam, the total rainfall reported is 17510.3 mm, 
with a runoff of 8531.86 mm. Rainfall and runoff average 
1167.4 mm and 568.79 mm, respectively. The maximum 
rainfall and runoff were both recorded in the year 2003. The 
lowest rainfall and runoff were both recorded in the year 
2012 (Fig. 12 & 13).

Rainfall and Runoff Virudhachalam

The total amount of rainfall in Virudhachalam is 18815.1 mm, 
with a runoff of 8744.22 mm. The average rainfall is 1254.3 
mm, while the average runoff is 582.95 mm. In 2005, the 
largest rainfall was recorded, as well as the highest runoff. 
In the year 2014 the lowest rainfall, as well as the lowest 
runoff has been recorded (Fig. 14 & 15).

Rainfall and Runoff relationship in Lower Vellar basin

In 2005, the lower Velar basin received the most average 
rainfall (1758.92 mm). In 2012, the lower Vellar basin’s 
average rainfall was at its lowest (750.84 mm). The highest 

Table 1: Land Use and Land Cover

S.No Land Use Area [km2]

1 Water bodies 91.5

2 Fallow Land 161.4

3 Forest 49.5

4 Urban 77.5

5 Rural 9

6 Crop Land 1321.8

7 River Stream 47.7

8 Mining 2

9 Wet Land 23.8

Table 2: Rainfall and Runoff in Vellar Basin

  Kuppanatham Memathur Seithiyathope Srimushnam Virudhchalam

Year Rainfall Runoff Rainfall Runoff Rainfall Runoff Rainfall Runoff Rainfall Runoff

2001 867.50 384.13 1186.00 516.16 927.70 309.98 962.80 446.00 989.10 386.62

2002 918.70 411.69 1164.60 582.65 1141.10 594.46 1417.00 835.89 827.80 335.44

2003 895.60 317.71 1200.00 447.80 954.40 315.02 2281.00 1569.95 932.50 330.73

2004 1599.00 938.44 1149.00 550.98 1593.70 898.94 1801.00 1107.68 1503.70 755.39

2005 1660.20 898.94 1576.00 919.93 2021.00 1177.52 1788.50 992.67 1748.90 938.67

2006 897.00 330.11 905.00 335.09 1685.00 886.82 1292.00 596.86 1029.30 362.06

2007 1156.00 618.04 1021.00 469.63 1578.00 935.95 1046.00 417.79 1139.10 596.58

2008 1365.70 607.00 1248.00 533.29 1848.00 1134.72 1252.50 559.72 1511.70 677.10

2009 1150.90 466.48 1245.00 632.20 1388.50 635.56 755.00 282.67 1294.20 538.57

2010 1615.80 784.16 1557.00 750.21 1562.50 787.27 1106.00 482.37 1711.10 872.05

2011 1456.00 805.43 961.00 496.21 1207.00 632.81 853.00 299.01 1374.60 740.76

2012 752.80 325.42 747.00 304.74 832.00 392.89 414.00 119.64 1008.40 475.35

2013 1236.70 601.32 952.00 310.82 1161.70 453.09 650.00 129.19 1224.10 541.18

2014 873.90 343.98 936.00 339.29 1256.80 500.21 832.00 298.54 831.30 306.45

2015 1745.60 954.64 1766.00 902.10 1992.60 1085.03 1059.50 393.88 1689.30 887.27
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sweep in. Despite the fact that rainfall was minimal in 2012, the rainfall in 2011 was adequate to 

recharge the groundwater potential. The runoff in 2012 is higher than in 2003. Data 2 contains the 

yearly runoff table for station Kuppanatham, while Fig. 6 and Fig. 7 depict the rainfall-runoff 
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rainfall and runoff at Sethiyathope were both recorded at the 
same rainfall station. In Srimushnam, the Memathur rainfall 
station received the least rainfall and had the least drainage. 
In 2005, the lower Vellar basin’s average runoff was at its 
highest (985.5445 mm). In 2012, the lower Velar basin’s 
average rainfall was at its lowest (323.6096 mm).

CONCLUSION

This study mainly focuses on the estimation of losses due to 
surface runoff, which is favorably based on the soil infiltra-
tion characteristics and the continuation of rainfall occurrenc-
es. Knowledge of runoff from individual rainfall is required 
to evaluate the runoff behavior of a catchment area, as well 
as a sign of both the runoff-peaks that the water harvesting 
scheme’s structure must be able to withstand the elements, 
as well as the required capacity for temporary surface runoff 
storage, such as a micro catchment system, the size of an 
infiltration pit. The watershed as a whole receives a good 
amount of rainfall. But, when compared to runoff, recharge 
is relatively low, as the terrain is comprised of crystalline 
rocks. By building agricultural ponds at suitable locations, 
this runoff potential can be used for artificial recharge. Ad-
ditionally, buildings such as check dams are being built to 
store water. It will be useful for drinking water as well as 
agricultural applications during the hot summer days.
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ABSTRACT

Remote sensing technology has changed the way disasters like earthquakes and tsunamis are 
detected, monitored, and mapped in recent years. This paper summarizes the general theoretical study 
of Tsunami generation, propagation, and its inundation for deep, intermediate, and coastal waters. 
Tsunami is a Japanese word, which is made up of two words: “tsu” means harbor, and “nami” means 
waves. It means that Tsunami is the coastal gravity waves, which propagate close to the coastline. 
This analysis presents a novel method to explore the effects of tsunami waves on coastal areas. The 
methodology includes remote sensing nearness examinations and alteration identification strategies 
in remote sensing to outline a number of support routes along the coast and divide them into four 
homogenous sub-regions. The adjustments in the land spread are then measured in these sub-regions 
when the tidal wave occurs. The proposed paper gives a more solid and exact method than ordinary 
strategies to assess spatial examples of harmful territories through various land qualities along the 
coastline. The generative phase of tsunami development comprises the creation of an early disruption 
at the surface of the ocean due to the earthquake-generated distortion on the seafloor. Various 
comparative studies are also carried out using spatial technology to examine tsunami routes around 
the globe, taking into account the most recent tsunami occurrences.. 

INTRODUCTION 

Tsunamis are long waves, which have wavelengths order 
magnitude up to 10km and amplitude order of 1m in Ocean, 
where the travel velocity is of 700-800km/hour. (Arii et al. 
2014). Tsunamis are a dangerous threat that has no warning, 
cannot be predicted, and result in significant casualties and 
loss of life (Fig. 1).

The main cause of the Tsunami is underwater plate 
tectonics movements (Bryant 2001, Craig & Sulem 1993). 
Tsunami waves are similar to normal waves that propagate 
close to the surface. The geostrophic surface current stream-
lining for the Indian coastline region is shown in Fig. 2 (Dean 
& Dalrymple 1984).

Bottom pressure sensors can sense a tsunami of a few 
meters’ fluctuations in the open sea (Dean 1986, Eze & Uko 
2000) as shown in Fig. 3. The tectonic plate boundaries for 
convergent, divergent, and transform regions are also shown 
in the image.

The initial displacements of the free surface of various 
water wave conditions are induced by a strong earthquake with 
a magnitude greater than 9.0 on the Richter scale, in which the 
creation of N-type waves is more abundant. (Fig. 4). 

In 1979, experts suggested that radars can be used to 
distinguish tsunamis based on their orbital wave speed as 

they approached the coast. The scattering of radars around 
the globe was scanty until the 1990s. In spite of the fact that 
there were no radars set up to see that occasion, work start-
ed to evaluate the radar tidal wave reaction. Numerous HF 
radars around the Pacific Rim with clear outcomes saw the 
Japan tidal wave signal from locations in Japan, the USA, 
and Chile. The 2012 Indonesia tidal wave and the 2013 US 
East Coast meteotsunami were two other weak tidal waves 
that were seen. An experimental strategy for the programmed 
discovery of a wave has been created. Over 350 HF radar 
sites located along the coast provide a consistent estimate 
of surface momentum speeds and waves. The basic model 
of tidal wave location programming can provide a warning 
before the wave reaches the coast.

Remote Sensing Technology for Tsunami Signal 
Estimation

The seismic detection of an earthquake could be the most 
visible sign of a tidal wave. Nonetheless, not all subsea 
seismic tremors produce tidal waves, and thus the size of a 
quake cannot be used to conjecture the definite age or force 
of a subsequent tidal wave. DART systems are designed to 
sense pressure changes at the bottom of the ocean caused 
by passing tsunamis and to communicate these changes to 
the tsunami warning centers. Each DART system consists 
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of a bottom pressure recorder anchored to the ocean floor 
and a separately moored companion surface buoy. Because 
this system is located in the deep sea, DART (Deep-ocean 
Assessment and Reporting of Tsunamis) cannot detect all 
tidal waves, hence they are not included in the model before 
the beachfront effect. High frequency (HF) radar systems 
measure the speed and direction of ocean surface currents 
in near real-time The main problem with the buoy stations 
is that they are hard and expensive to maintain, and because 
they are located in a rather harsh environment, they have a 
fairly high failure rate. These radars can measure currents 
over a large region of the coastal ocean, from a few kilometers 

offshore up to 200 km, and can operate under any weather 
conditions. They are located near the water’s edge, and need 
not be situated atop a high point of land. These radars, show 
the exact wave location that can otherwise be missed out. 
This can detect and warn of approaching tidal waves in the 
nearby shore district where these radars monitor the ocean 
surface. A sum of 21 disconnected radar discoveries of 
waves has been made to date. Tsunami periods lie normally 
somewhere in the range of 20 and 50 min. A tidal wave starts 
when there is a huge removal of water: The spatial sizes of 
water dislodging are as a rule of extraordinary even however 
little vertical measurements These include subsea seismic 
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tremors where plates drive each other upward/descending, 
separately; subsea avalanches along soak submerged uneven 
slants; or quick-moving environmental inconsistencies (for 
example low-pressure focuses) that make “meteotsunami.” 
The origins can be hundreds of kilometers away or very close 

to an impacted beachfront territory (where an HF radar may 
be located). As the dislodged water mass leaves its source 
area affected by gravity, it turns into a shallow-water wave. 
Tidal waves are shallow-water waves stretching out far into 
the ocean and continuously changing the ebb and flow pat-
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Fig.3: Tsunami plate boundaries (Source: NOAA National Centers for Environmental Information, Natural Hazards 
Viewer). 
 
The initial displacements of the free surface of various water wave conditions are induced by a strong earthquake 
with a magnitude greater than 9.0 on the Richter scale, in which the creation of N-type waves is more abundant. 
(Fig. 4).  
 
In 1979, experts suggested that radars can be used to distinguish tsunamis based on their orbital wave speed as they 
approached the coast. The scattering of radars around the globe was scanty until the 1990s. In spite of the fact that 
there were no radars set up to see that occasion, work started to evaluate the radar tidal wave reaction. Numerous 
HF radars around the Pacific Rim with clear outcomes saw the Japan tidal wave signal from locations in Japan, the 
USA, and Chile. The 2012 Indonesia tidal wave and the 2013 US East Coast meteotsunami were two other weak 
tidal waves that were seen. An experimental strategy for the programmed discovery of a wave has been created. 
Over 350 HF radar sites located along the coast provide a consistent estimate of surface momentum speeds and 
waves. The basic model of tidal wave location programming can provide a warning before the wave reaches the 
coast. 
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Fig. 4:  Sumatra, Indonesia tsunami impact on 26th December 2004 (Source: NOAA National Centers for 
Environmental Information, Natural Hazards Viewer). 
 
Remote Sensing Technology for Tsunami Signal Estimation 
 
The seismic detection of an earthquake could be the most visible sign of a tidal wave. Nonetheless, not all subsea 
seismic tremors produce tidal waves, and thus the size of a quake cannot be used to conjecture the definite age or 
force of a subsequent tidal wave. DART systems are designed to sense pressure changes at the bottom of the ocean 
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shore district where these radars monitor the ocean surface. A sum of 21 disconnected radar discoveries of waves 
has been made to date. Tsunami periods lie normally somewhere in the range of 20 and 50 min. A tidal wave starts 
when there is a huge removal of water: The spatial sizes of water dislodging are as a rule of extraordinary even 
however little vertical measurements These include subsea seismic tremors where plates drive each other 
upward/descending, separately; subsea avalanches along soak submerged uneven slants; or quick-moving 
environmental inconsistencies (for example low-pressure focuses) that make "meteotsunami." The origins can be 
hundreds of kilometers away or very close to an impacted beachfront territory (where an HF radar may be located). 
As the dislodged water mass leaves its source area affected by gravity, it turns into a shallow-water wave. Tidal 
waves are shallow-water waves stretching out far into the ocean and continuously changing the ebb and flow 
patterns. We describe a method for predicting tidal wave arrival at a coastline based on the projected speed of a 
simulated tidal wave.  The factors that influence the radar location of tidal waves are discussed. The difficulties 
that can occur in wave detection, as well as reduction methods, are depicted. 
 

Fig. 4:  Sumatra, Indonesia tsunami impact on 26th December 2004 (Source: NOAA National Centers for Environmental Information,  
Natural Hazards Viewer).
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terns. We describe a method for predicting tidal wave arrival 
at a coastline based on the projected speed of a simulated 
tidal wave.  The factors that influence the radar location of 
tidal waves are discussed. The difficulties that can occur in 
wave detection, as well as reduction methods, are depicted.

Tsunamis are members of the same family as normal 
sea waves, which can be seen from a distance near beaches. 
The majority of big tsunamis have been caused by undersea 

earthquakes. The sudden displacement of the ocean surface 
is caused by spontaneous seafloor movement. By restoring 
gravitational forces, the sudden gain in potential energy is 
transferred to kinetic energy. The characteristics of tsunamis 
in the four oceans are detailed in Table 1 below.

Currently, ocean floor pressure sensors in the open sea 
may detect a tsunami of a few centimeters in height. To de-
termine whether the tsunami was indeed formed, the tsunami 

Table 1:  Characteristics of Tsunami for the 4 oceans (Source: NOAA National Centers for Environmental Information).

Parameter Pacific Ocean Atlantic Ocean Indian Ocean Arctic Ocean

Area (km2) 166,241,000 86,557,000 73,427,000 9,485,000

Average depth (m) 4188 3735 3872 1038

Deepest point (m) Mariana Trench, 
11,033

Puerto Rico Trench, 
8648

Java Trench, 7725 Eurasian Basin, 5450

Number of trenches 18 3 1 None

Unpopulated area (%) – Southern 
Ocean

~20 30 55 Almost all of it

Length scale available (km). Half 
the size of an equivalent (in the area) 
square

6447 4642 4284; if we omit the 
unpopulated area, it is 
about 2000

1540

Ocean-wide tsunamis Yes No Yes Rare – extremely strong

dissipative influence by ice 
cover

Tectonic-converging plates producing 
tsunami genic earthquakes

Yes No; at the mid-Atlantic 
ridge, the plates are di-
verging

Yes Some, but not as strong
as in the Pacific and Indian 
oceans

Frequency of tsunami occurrence High Rare Rare Rare

Frequency dispersion High N/A – since no Low Small

ocean-wide tsunamis

Amplitude dispersion (nonlinear 
effects at the coast)

High High High Moderate; ice cover does not 
permit significant amplification 
of tsunami waves at the coast

Tsunami travel times Up to 23 h Only local tsunamis 
which travel within 
minutes

Up to 10 h to the most 
populated area

Local tsunamis; several min-
utes to almost a couple of hours

Available warning time to most pop-
ulated areas

Generally suffi-
cient

Because of local tsuna-
mis, only several min-
utes

1 to 4 h Small – mostly several minutes

Importance of initial conditions High High High High

Importance of boundary reflections Low Low, since tsunamis 
originate close
to the coast

High Moderate; ice cover does not 
allow significant wave’s re-
flection

Boundary conditions Low Medium High Medium

Coriolis force Noticeable Highly Moderate High

Nature of physical process H y p e r b o l i c 
(like astrology): 
everything is de-
termined at birth

Parabolic:  tsunamis 
travel slowly in shallow 
water near the coast. It 
is like a slow diffusion 
process

Elliptic: tsunami behav-
ior everywhere in the 
ocean, including reflec-
tions at the boundaries, is 
relevant everywhere else

Halfway between parabolic 
and elliptic
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Tsunamis are members of the same family as normal sea waves, which can be seen from a distance near beaches. 
The majority of big tsunamis have been caused by undersea earthquakes. The sudden displacement of the ocean 
surface is caused by spontaneous seafloor movement. By restoring gravitational forces, the sudden gain in potential 
energy is transferred to kinetic energy. The characteristics of tsunamis in the four oceans are detailed in Table 1 
below. 
  
Currently, ocean floor pressure sensors in the open sea may detect a tsunami of a few centimeters in height. To 
determine whether the tsunami was indeed formed, the tsunami wave indicators are first based on the number of 
seismic tremors such as magnitude, sea depth, and location. A tsunami is a series of ocean gravitational waves that 
form as a result of large-scale disturbance of the seabed (Josheph 2010, Kânoglu & Synolakis 1998, Liu et al.1995). 
The Boussinesq equation is proposed as a tool for studying tsunami wave formation, dispersion, and run-up. The 
movement of a tsunami in the sea differs from that of other waves because it happens throughout the entire water 
column, from the surface to the ocean bottom. This phenomenon causes a tsunami to take on the shape of a solitary 
wave in shallow water. Little energy is dissipated because the wave’s motion involves the entire water column, 
especially on steep coasts (Lin et al. 2013) 
 
A tsunami wave motion distribution can be studied by examining the eigen functions with respect to depth variation 
at a given angular frequency. The values of the orbital velocity and distribution varied from the deep ocean to the 
coastal regions.  In terms of their mode of generation, propagation, wavelength, time period, velocity, and 
distribution of the oceanic region to the coastal parts of the particular region, tsunamis are characterized differently 
(Madsen & Schäffer 2010). Hence, tsunamis have different consequences than normal wave propagation. Surface 
disturbances caused by seafloor movements can be examined using various analyses and mathematical models such 
as potential theory, power series Laplace Transform solutions, and Fourier Laplace Transforms for linear problems. 
The Boussinesq model results have shown excellent linear and non-linear properties, such as linear dispersion, 
shoaling, subharmonics, and super harmonics transmissions (Filloux 1970) 
 
The generation stage of the tsunami includes the formation and evolution of initial ocean surface displacements 
due to the large earthquake triggered at the bottom of the seafloor. The generated water surface is transformed to 
the long gravity waves, which radiate from the earthquake source where it occurred at the time of evolution. The 
modeling of the tsunami is carefully related to further readings on the earthquake tools (Geist 1998) 
 

 

 
Fig.5: Tohoku-Japan tsunami impact on 11th March 2011 (Source: NOAA National Centers for Environmental 
Information, Natural Hazards Viewer). 
 

Fig.5: Tohoku-Japan tsunami impact on 11th March 2011 (Source: NOAA National Centers for Environmental Information, Natural Hazards Viewer).

wave indicators are first based on the number of seismic 
tremors such as magnitude, sea depth, and location. A tsu-
nami is a series of ocean gravitational waves that form as a 
result of large-scale disturbance of the seabed (Josheph 2010, 
Kânoglu & Synolakis 1998, Liu et al.1995). The Boussinesq 
equation is proposed as a tool for studying tsunami wave for-
mation, dispersion, and run-up. The movement of a tsunami 
in the sea differs from that of other waves because it happens 
throughout the entire water column, from the surface to the 
ocean bottom. This phenomenon causes a tsunami to take on 
the shape of a solitary wave in shallow water. Little energy 
is dissipated because the wave’s motion involves the entire 
water column, especially on steep coasts (Lin et al. 2013)

A tsunami wave motion distribution can be studied by 
examining the eigen functions with respect to depth variation 
at a given angular frequency. The values of the orbital veloc-
ity and distribution varied from the deep ocean to the coastal 
regions.  In terms of their mode of generation, propagation, 
wavelength, time period, velocity, and distribution of the 
oceanic region to the coastal parts of the particular region, 
tsunamis are characterized differently (Madsen & Schäffer 
2010). Hence, tsunamis have different consequences than 
normal wave propagation. Surface disturbances caused by 
seafloor movements can be examined using various analyses 
and mathematical models such as potential theory, power 
series Laplace Transform solutions, and Fourier Laplace 
Transforms for linear problems. The Boussinesq model re-
sults have shown excellent linear and non-linear properties, 
such as linear dispersion, shoaling, subharmonics, and super 
harmonics transmissions (Filloux 1970)

The generation stage of the tsunami includes the for-
mation and evolution of initial ocean surface displacements 
due to the large earthquake triggered at the bottom of the 
seafloor. The generated water surface is transformed to the 
long gravity waves, which radiate from the earthquake source 
where it occurred at the time of evolution. The modeling of 
the tsunami is carefully related to further readings on the 
earthquake tools (Geist 1998)

The usefulness of early detection and warning systems 
has been demonstrated, particularly in the aftermath of 
the devastating tsunami that struck Japan in March 2011, 
as shown in Fig. 5. The objective of this study is to update 
and improve existing tsunami results to improve detection 
and early warning prediction accuracy (Okal 1988). 

In this study, two major tasks have been carried out: (1) 
To calculate wave parameters, particularly Eigen functions 
(water wave number, angular frequency, horizontal and ver-
tical orbital velocity, and acceleration, celerity of the waves) 
(2) Using radar data processing with q-factor estimation, the 
idea of an early warning system was developed. Since the 
work is primarily concerned with the development of radar 
remote sensing techniques for naval applications in tsunami 
detection and investigation of its early warning using radar 
technologies, the designed system may further be said as 
Integrated Tsunami Warning System (ITWS) (Martino et 
al. 2009)

Tsunami Modeling: Several models are currently used 
around the world for calculating stationary sea bottom 
distortions to calculate tsunami basic parameters. As a tool 
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for planning calamity relief and management strategies, 
numerical modeling of approaching tsunamis is considered 
essential since the information from previous tsunamis can 
be insufficient for planning either relief or management of a 
tsunami approaching from a regional or remote area. Models 
are digitized to account for any unfavorable conditions for 
tsunami origin/waves exactly offshore to determine the relat-
ed impact on neighboring island shores (Murty et al. 2006). 
Models might even be computed with tiny origins to know 
the acerbity of disaster for lesser intense but more persistent 
events. This data then transforms the foundation to create 
tsunami drainage maps and methodologies. 

Modeling techniques that have recently emerged need 
accurate inputs of bathymetry and topographic data for the 
modeled area/site (Prins 1958). Several numerical tools 
have been utilized to communicate tsunamis to distanced 
islands. For example, many numerical tools have been used 

to communicate the propagation of tsunamis among islands 
over long distances (Fig. 6) (Sirikulchayanon et al. 2005)

The accuracy of model predictions is directly related 
to the quality of the data used to create the bathymetry and 
topography of the model area. Coastal Bathymetry is the 
prime determinant of the height of the tsunami wave or 
storm surge as it approaches the coast (Tadepalli & Synolakis 
1994,1996). High-resolution coastal bathymetry is thus the 
key input for various tsunami and storm surge prediction 
models. Bathymetric data provided by the National Hydro-
graphic Office (NHO) has been used in tsunami modeling. 
In addition, the bathymetric survey is conducted for a few 
vulnerable areas of the Indian coast. CARTOSAT-1 data is 
being used for generating a Digital Elevation Model (DEM) 
of the coastal region. Tsunami Modeling is classified into 
three stages: (i) generation, (ii) propagation (iii) run-up (In-
undation). The guidelines and varieties of models engaged at 
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Fig. 7:  (a) solid line indicates the phase velocity and dashed line represents group velocity of tsunami waves in the ocean for various depths of 1,2,4, 
and 6 km depth, (b) shows the variation of wavelength with wave period, tsunami windows appeared (Dean 1986).
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these stages vary and depend on experimental site parameters 
(Titov 2000). The generation phase of tsunami comprises an 
early disruption at the surface of the ocean due to the earth-
quake-generated distortion on the seafloor. The long gravity 
wave searing from the earthquake’s source causes this early 
water surface disturbance. The early phase of the tsunami’s 
undulation is carefully modeled using several earthquake 
tools (Todorovska & Trifunac 2001, Ward 1980, Zielinski 
& Saxena 1983).

CHARACTERISTICS OF TSUNAMIS

Tsunamis are defined by the wave dispersion theory, which 
envisions a hard seafloor overlain by an incompressible, ho-
mogeneous, and non-viscous ocean that is always subjected 
to a constant gravitational field. The effect of frequency 
dispersion is that the waves travel as a function of wave-
length so that spatial and temporal phase properties of the 

propagating wave are constantly changing. The more specific 
variation in the water wave frequency with the wavelength 
charecterstics are mentioned in Fig. 7.Tsunami wave flow 
from Deep to intermediate and then to coastal (shallower) 
regions are shown in Fig. 8. 

For example, under the action of gravity, water waves 
with a longer wavelength travel faster than those with a 
shorter wavelength. As per the theory (Dean 1980), the ve-
locity c, and group velocity u of the gravity waves with the 
uniform ocean depth of d are 
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Fig.9: Tsunami parameters (eigenfunctions) in various water depths with 1500s, 150s, and 50s of time duration. 
 
 
Fig. 9 indicates the tsunami Eigenfunctions versus depth in a 4km deep ocean at long (the 1500s), intermediate 
(150s), and short (50s) periods. The little ellipses can be thought of as tracing the path of a water particle as a wave 
of frequency ω passes. In the 1500s period, the tsunami has a wavelength of L=297km and it acts like a long wave 
(Chaturvedi et al. 2017). The vertical displacement peaks at the ocean surface and drops to zero at the seafloor. The 
horizontal displacement is constant through the ocean column and exceeds the vertical component by more than a 
factor of ten. The measurement and validation of the wave parameters are provided by Chaturvedi et al. 2019, 2020 
for deep, intermediate, and shallower regions. 
 

COMPARATIVE STUDY ON RECENT TSUNAMIS ACROSS THE GLOBE 
 
 The results introduced for each location are merged in the following in a way that allows for future estimation of 
territorial tidal wave risk. A solitary wave risk map is created using this process by adding all of the extreme sea 
levels for each of the individual tidal wave occurrences. Only a few territories appear to be effectively protected 
against tidal waves (Fig. 10 & 11). Furthermore, it is concentrated in select areas, such as eastern Halmahera and 
the Makassar Strait; the combined hazard map is unlikely to include much of the risk (Helm & Stosius 2007, 
Chatterjee et al. 2008). A tidal wave may impact stretches of the coastline near the origins only a few minutes after 
it is generated, giving only a few minutes' notice and putting many inhabited areas at risk. 
 
Tidal wave risks, in most parts, can be reduced or eliminated using predefined building construction plans. The 
guideline necessitates that buildings must be constructed within these areas, which must be evaluated to determine 
whether a risk exists in the area. If this is the case, major structural modifications must be undertaken before 
permission for private construction can be granted. 
  
The simulation model in the study shows that significant stretches of the coastlines are subjected to extreme water 
levels in the range of 2–4 m, and at times exceeding 10 m. (Fig. 11). The wave metric (extreme water level) must 
be combined with the transient possibility of the situation to measure the risk, despite the fact that extreme water 
levels represent a high risk. (Westen & Soeters 2009) 
 
 
 

Fig. 9: Tsunami parameters (eigenfunctions) in various water depths with 1500s, 150s, and 50s of time duration.
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Fig. 8:  Tsunami shoaling from deep to coastal region (Ward 1980). 
 
 

Table 1:  Characteristics of Tsunami for the 4 oceans (Source: NOAA National Centers for Environmental Information). 
 

Parameter Pacific Ocean Atlantic Ocean Indian Ocean Arctic Ocean 
Area (km2) 166,241,000 86,557,000 73,427,000 9,485,000 

Average depth (m) 4188 3735 3872 1038 
Deepest point (m) Mariana Trench, 11,033 Puerto Rico 

Trench, 8648 
Java Trench, 

7725 
Eurasian 
Basin, 
5450 

Number of trenches 18 3 1 None 
Unpopulated area (%) – 

Southern Ocean 
~20 30 55 Almost all of it 

Length scale available 
(km). Half the size of 
an equivalent (in the 

area) square 

6447 4642 4284; if we omit 
the unpopulated 
area, it is about 

2000 

1540 

Ocean-wide tsunamis Yes No Yes Rare – extremely 
strong 

    dissipative 
influence by ice 

cover 
Tectonic-converging 

plates producing tsunami 
genic earthquakes 

Yes No; at the mid-
Atlantic ridge, 
the plates are 

diverging 

Yes Some, but not as 
strong 

as in the Pacific and 
Indian oceans 

Frequency of tsunami 
occurrence 

High Rare Rare Rare 

Frequency dispersion High N/A – since no Low Small 
  ocean-wide 

tsunamis 
  

Amplitude dispersion 
(nonlinear effects at 

the coast) 

High High High Moderate; ice 
cover does not 

permit 
significant 

amplification of 
tsunami waves 

at the coast 

Fig. 8:  Tsunami shoaling from deep to coastal region (Ward 1980).
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Here, g is the acceleration due to gravity and k is the wave 
number associated with the sea wave of frequency ω. Wave 
number correlated with the wavelength is given by 
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Fig. 7:  (a) solid line indicates the phase velocity and dashed line represents group velocity of tsunami waves in the ocean for 
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Fig. 7:  (a) solid line indicates the phase velocity and dashed line represents group velocity of tsunami waves in the ocean for 
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TSUNAMI EIGEN FUNCTIONS

Consider a coordinate system (x, y, z). Vertical (uz) and 
horizontal (ux) components of tsunami Eigen functions nor-
malized to unit vertical displacement at the sea surface are 
(Chaturvedi et al. 2016)
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Fig. 9 indicates the tsunami Eigenfunctions versus depth 
in a 4km deep ocean at long (the 1500s), intermediate (150s), 
and short (50s) periods. The little ellipses can be thought of 
as tracing the path of a water particle as a wave of frequency 
ω passes. In the 1500s period, the tsunami has a wavelength 
of L=297km and it acts like a long wave (Chaturvedi et al. 
2017). The vertical displacement peaks at the ocean surface 
and drops to zero at the seafloor. The horizontal displace-
ment is constant through the ocean column and exceeds the 
vertical component by more than a factor of ten. The mea-
surement and validation of the wave parameters are provided 
by Chaturvedi et al. 2019, 2020 for deep, intermediate, and 
shallower regions.

COMPARATIVE STUDY ON RECENT TSUNAMIS 
ACROSS THE GLOBE

The results introduced for each location are merged in the 
following in a way that allows for future estimation of ter-
ritorial tidal wave risk. A solitary wave risk map is created 
using this process by adding all of the extreme sea levels 
for each of the individual tidal wave occurrences. Only a 
few territories appear to be effectively protected against 

tidal waves (Fig. 10 & 11). Furthermore, it is concentrated 
in select areas, such as eastern Halmahera and the Makassar 
Strait; the combined hazard map is unlikely to include much 
of the risk (Helm & Stosius 2007, Chatterjee et al. 2008). 
A tidal wave may impact stretches of the coastline near the 
origins only a few minutes after it is generated, giving only a 
few minutes’ notice and putting many inhabited areas at risk.

Tidal wave risks, in most parts, can be reduced or elim-
inated using predefined building construction plans. The 
guideline necessitates that buildings must be constructed 
within these areas, which must be evaluated to determine 
whether a risk exists in the area. If this is the case, major 
structural modifications must be undertaken before permis-
sion for private construction can be granted.

The simulation model in the study shows that significant 
stretches of the coastlines are subjected to extreme water 
levels in the range of 2–4 m, and at times exceeding 10 m. 
(Fig. 11). The wave metric (extreme water level) must be 
combined with the transient possibility of the situation to 
measure the risk, despite the fact that extreme water levels 
represent a high risk. (Westen & Soeters 2009)

Recent Tsunami registered datasets with UTC zones are 
also given in Table  

Fig. 12 shows Tsunami events elaboration with symbols 
for cause or fatalities

The combination of broad immersion potential, short 
warning periods, and fairly short return times strongly sug-
gests that the current hazards in these areas are disturbing; 
this could also indicate that the hazard is alarmingly high. 
This calls for prompt and coordinated activities needed for 
reducing the tsunami hazard.

CONCLUSIONS 

To summarize, the possibility of calamity reduction that 
utilizes remote sensing for improved tsunami detection and 
monitoring is that digitalization shortens the time between 
early warning and assessment of the hazard while increasing 
the period for evacuation, as well as providing precise data 
of the area and magnitude of the calamity.  By using satellite 
remote sensing and rapid data analysis tsunami impact and 
occurrence interval can be determined. According to the 
findings of this study, current remote sensing techniques 
are helping the scientific community in mapping disasters’ 
before and after impact using real-time data and simulation 
to plan solutions for future natural disasters.

 Remote sensing is used to increase the precision of the 
data as well as the speed with which it is collected and pro-
cessed. The Geographic Information System (GIS) offers a 
framework for managing and coordinating various geospatial 
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Fig. 10:  Tsunami observations elaboration with vertical bars for wave height (NOAA National Centers for Environmental 
Information, Natural Hazards Viewer). 

 

Fig. 11:  Tsunami observations elaboration with color-coded by measurement type (NOAA National Centers for 
Environmental Information, Natural Hazards Viewer). 
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Table 2:  Recent Tsunami registered datasets with UTC zones (NOAA/ National Service U.S. Tsunami Warning System).

Tsunami data Issued Origin Time Mag Depth Lat Lon Location

05-06-2019 21:25:57 05-06-2019 21:19:37 7.1 85 Mi. 7° S 146.4° E IN THE EASTERN NEW GUINEA RE-
GION, PNG

05-06-2019 21:25:54 05-06-2019 21:19:37 7.1 85 Mi. 7° S 146.4° E EASTERN NEW GUINEA REG PAPUA 
NEW GUINEA

05-06-2019 21:25:42 05-06-2019 21:19:37 7.1 85 Mi. 7° S 146.4° E EASTERN NEW GUINEA REG PAPUA 
NEW GUINEA

05-06-2019 21:25:28 05-06-2019 21:19:37 7.1 85 Mi. 7° S 146.4° E EASTERN NEW GUINEA REG PAPUA 
NEW GUINEA

05-06-2019 21:25:05 05-06-2019 21:19:37 7.1 85 Mi. 7° S 146.4° E EASTERN NEW GUINEA REG PAPUA 
NEW GUINEA

05-05-2019 06:51:59 05-05-2019 06:46:59 4.7 6 Mi. 40.6° N 127.3° W 165 MILES W OF EUREKA, CALIFORNIA

05-02-2019 12:45:36 05-02-2019 12:40:17 4.5 11 Mi. 18.1° N 69.3° W ABOUT 90 MILES WEST OF ISLA MONA

05-02-2019 01:14:58 05-02-2019 01:10:25 4.4 6 Mi. 18° N 65.8° W VICINITY OF PUERTO RICO

04-29-2019 07:18:19 04-29-2019 07:16:08 4.2 12 Mi. 39.3° N 123.4° W 110 MILES NW OF SACRAMENTO, CAL-
IFORNIA

04-28-2019 03:28:44 04-28-2019 03:26:01 4.1 20 Mi. 19.3° N 155.4° W IN THE SOUTHWEST RIFT ZONE OF 
KILAUEA VOLCANO

04-28-2019 01:01:19 04-28-2019 00:58:49 4 16 Mi. 61.4° N 149.9° W 30 MILES SW OF PALMER, ALASKA

04-23-2019 05:48:50 04-23-2019 05:37:57 6.6 53 Mi. 11.9° N 125.2° E IN SAMAR, PHILIPPINE ISLANDS

04-23-2019 05:47:46 04-23-2019 05:37:57 6.6 53 Mi. 11.9° N 125.2° E SAMAR PHILIPPINES

04-23-2019 05:47:25 04-23-2019 05:37:57 6.6 53 Mi. 11.9° N 125.2° E SAMAR PHILIPPINES

04-23-2019 05:47:03 04-23-2019 05:37:57 6.6 53 Mi. 11.9° N 125.2° E SAMAR PHILIPPINES

04-23-2019 05:46:18 04-23-2019 05:37:57 6.6 53 Mi. 11.9° N 125.2° E SAMAR PHILIPPINES

04-22-2019 21:50:09 04-22-2019 21:44:46 5.4 7 Mi. 50.2° N 130.1° W 130 MILES W OF PORT ALICE, BRITISH 
COLUMBIA

04-22-2019 20:32:31 04-22-2019 20:27:01 4.6 2 Mi. 50.4° N 129.8° W 115 MILES W OF PORT ALICE, BRITISH 
COLUMBIA

04-16-2019 10:36:14 04-16-2019 10:29:13 4.1 12 Mi. 19° N 62.3° W ABOUT 132 MILES EAST OF ANEGADA

04-14-2019 15:36:58 04-14-2019 15:30:39 5.6 26 Mi. 51.9° N 178° E 50 MILES NW OF AMCHITKA, ALASKA

04-14-2019 03:15:53 04-14-2019 03:09:04 5.5 2 Mi. 19.8° N 156.1° W IN THE HUALALAI REGION OF THE BIG 
ISLAND

04-12-2019 14:10:01 04-12-2019 14:06:27 5.4 7 Mi. 40.4° N 127° W 155 MILES SW OF EUREKA, CALIFOR-
NIA

04-12-2019 12:35:04 04-12-2019 12:23:09 5.9 22 Mi. 15.5° S 172.5° W ABOUT 111 MILES SOUTH OF UPOLU 
ISLAND

04-11-2019 19:35:48 04-11-2019 19:31:35 4 16 Mi. 19° N 66.8° W ABOUT 37 MILES NORTH OF PUERTO 
RICO

04-09-2019 18:06:50 04-09-2019 17:53:57 6.7 71 Mi. 58.7° S 25.1° W IN THE SOUTH SANDWICH ISLANDS 
REGION, SOUTH ATLANTIC OCEAN

04-09-2019 18:06:20 04-09-2019 17:53:57 6.7 71 Mi. 58.7° S 25.1° W SOUTH SANDWICH ISLANDS REGION

04-09-2019 18:05:55 04-09-2019 17:53:57 6.7 71 Mi. 58.7° S 25.1° W SOUTH SANDWICH ISLANDS REGION

04-08-2019 23:43:05 04-08-2019 23:30:44 4.4 65 Mi. 19° N 69.8° W ABOUT 135 MILES NORTHWEST OF 
ISLA MONA

04-08-2019 23:36:39 04-08-2019 23:30:44 4.4 16 Mi. 19.1° N 69.7° W ABOUT 135 MILES NORTHWEST OF 
ISLA MONA

                  Table cont.... 
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Fig. 12:  Tsunami events elaboration with symbols for cause or fatalities (NOAA National Centers for Environmental 
Information, Natural Hazards Viewer). 
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Tsunami data Issued Origin Time Mag Depth Lat Lon Location

04-08-2019 20:01:33 04-08-2019 19:57:43 4.6 12 Mi. 56.4° N 149.3° W 155 MILES SE OF KODIAK CITY, ALASKA

04-07-2019 03:04:17 04-07-2019 02:59:58 4.6 10 Mi. 56.3° N 154.4° W 130 MILES SW OF KODIAK CITY, ALAS-
KA

04-05-2019 16:25:23 04-05-2019 16:14:20 6.6 38 Mi. 55.5° S 27.7° W IN THE SOUTH SANDWICH ISLANDS 
REGION, SOUTH ATLANTIC OCEAN

04-05-2019 16:24:03 04-05-2019 16:14:20 6.6 38 Mi. 55.5° S 27.7° W SOUTH SANDWICH ISLANDS REGION

04-05-2019 16:23:39 04-05-2019 16:14:20 6.6 38 Mi. 55.5° S 27.7° W SOUTH SANDWICH ISLANDS REGION

04-05-2019 16:22:50 04-05-2019 16:14:20 6.4 58 Mi. 55.9° S 27.9° W IN THE SOUTH SANDWICH ISLANDS 
REGION, SOUTH ATLANTIC OCEAN

04-02-2019 21:47:46 04-02-2019 21:36:00 6.5 19 Mi. 52° N 178° E RAT ISLANDS ALEUTIAN ISLANDS 
ALASKA

04-02-2019 21:47:28 04-02-2019 21:36:00 6.5 19 Mi. 52° N 178° E RAT ISLANDS ALEUTIAN ISLANDS 
ALASKA

04-02-2019 21:47:12 04-02-2019 21:36:00 6.5 19 Mi. 52° N 178° E RAT ISLANDS ALEUTIAN ISLANDS 
ALASKA

04-02-2019 21:46:49 04-02-2019 21:36:00 6.5 19 Mi. 52° N 178° E RAT ISLANDS ALEUTIAN ISLANDS 
ALASKA

04-02-2019 21:45:00 04-02-2019 21:36:00 6.5 19 Mi. 52° N 178° E 55 MILES NW OF AMCHITKA, ALASKA
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information, and it is used to execute its functionalities with 
different modules. A Geographic Information System is used 
to manage remote sensing information to separate application 
data for analysis.  Globally, many comparison studies have 
been conducted using remote sensing techniques, and reports 
have been issued to inform various government bodies to take 
immediate action. Operational considerations for tsunami 
modeling and a number of current operational models are 
introduced in this study.
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ABSTRACT

Plant diseases are spread by a variety of pests, weeds, and pathogens and may have a devastating 
effect on agriculture, if not handled in a timely manner. Farmers face umpteen challenges from a 
proper water supply, untimely rain, storage facilities, and several plant diseases. Crops disease is the 
primary threat and it causes enormous loss to farmers in terms of production and finance. Identifying 
the disease from several hectares of agricultural land is a very difficult practice even with the presence 
of modern technology. Accurate and rapid illness prediction for early illness treatment to crops 
minimizes economical loss to the individual and further proves to be productive for healthy crops. Many 
studies use modern deep learning approaches to improve the accuracy and performance of object 
detection and identification systems. The suggested method notifies farmers of different agricultural 
illnesses, prompting them to take further essential precautions before the disease spreads to the whole 
agricultural field. The primary objective of this study is to detect the illnesses as soon as they begin 
to spread on the leaves of the plants. Super-Resolution Convolutional Neural Network (SRCNN) and 
Bicubic models are employed in the system to identify healthy and diseased leaves with an accuracy 
of 99.175 % and 99.156 % respectively. 

INTRODUCTION 

Agriculture is one of the most important economic activities 
of the Indian subcontinent and two-third population is direct-
ly involved in farming and related occupations. Agriculture 
has long been considered India’s backbone, dating back 
to the Indus Valley civilization. To earn income, mankind 
established their residence land according to agricultural 
facilities and favorable conditions. Agriculture is important 
in most developing countries because it provides jobs and 
contributes a significant portion to GDP (Pradhan 2007). 
Bacterial growth and diseases are a primary threat for the 
crops and affect the agricultural cycles and patterns too. To 
overcome this problem, a variety of pesticides, fertilizers, 
and research-based remedies are used nowadays. Agriculture 
is getting attention in every five-year plan and preference is 
given for the development of agriculture in India. 

The agricultural field needs more up-gradation due to 
changes in weather and economic conditions in the country. 
The crops in the fields should be healthy to get more 

productive results. Technical and proper research-based 
methods are required to monitor the crops regularly. Crop 
disease is one of the reasons for decreasing the quantity and 
quality of crops in the fields. The use of toxic pathogens, 
extreme change in climate conditions, and poor disease 
control are one of the factors of poor food production. Large 
numbers of pesticides are available to control the diseases 
of crops in agriculture and to increase the production of 
crops in the fields. Identifying the current disease of the 
crops and finding the appropriate pesticide to control the 
diseases is a task that requires the advice of experts in the 
field of agriculture that makes this task very consuming and 
expensive. Accurate and timely identification of diseases of 
crops is one of the reasons for successful agriculture. It is also 
very important to spend less time and money to identify the 
hazardous diseases on crops. These diseases on plants and 
crops can be pre-identified with some kind of initial tracks 
and spots developed on leaves and fruits. Many farmers use 
their knowledge or seek assistance from other professionals 
to spot crop diseases with their naked eyes. Due to the 
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similarities in symptoms of crops, this method raised the 
possibility of human error and faulty illness diagnosis. This 
type of disease diagnosis mistake leads to the overuse of 
pesticides and fertilizers that contains heavy metals, which 
reduces crop yield and even pollutes the environment through 
deposition in various areas, resulting in radiological and 
chemical exposures to humans, flora, and fauna (Bangotra 
et al. 2019, 2021, Pandit et al. 2020, Mehra et al. 2015). 

Nowadays, server-based and mobile-based technologies 
are used to identify the diseases of crops accurately (Sladoje-
vic et al. 2016, Huang et al. 2014). Modern approaches like 
Machine Learning and Deep Neural networks are used to 
increase the accuracy of results in finding diseases of crops. 
There is a need for a Machine Learning Vision system to 
identify the disease from the image of crop and to suggest 
the pesticide as a solution to control the disease. Various 
researchers have conducted studies in this field by using 
traditional machine learning algorithms like Support Vector 
Machine (SVM), Artificial Neural Network (ANN), Random 
Forest algorithm, K-Means method, and Convolutional 
Neural Network. 

PLANT DISEASES

	 1.	 Apple Scab: Apple scab is a serious disease of apple 
that attacks both fruits and leaves. Olive green spots 
or pale yellow spots appear on the upper surface of 
the leaves. Dark and velvet spots appear on the lower 
surface of the leaves. Apple with this scab disease is 
not fit for eating. This disease reduces the quality and 
size of fruits. Apple scab can cause total failure of crops 
without control measures.  

	 2.	 Black Rot: Black rot is a disease that is caused by bac-
teria that can infect crops. It is very difficult to control 
this disease by the growers. Generally, the loss of crops 
happens in hot and humid weather conditions. These 
diseases are generally found in apples and Grapes. 
Disease symptoms appear as yellow and dead tissues 
at the edge of the leaves in older plants. The spot on 
leaves get larger and infect other plants and fruit bunch 
very rapidly. 

	 3.	 Bacterial Spot: Bacterial spot is a dangerous disease 
of plants found in warm and humid weather conditions. 
Bacterial spot occurs on pepper and tomatoes. Symp-
toms on the leaves appear as small yellow-green lesions 
which get deformed and twisted and change into the 
dark, water-soaked, and greasy lesions. This disease 
is due to bacteria that attack the vegetation, stems, and 
fruits of tomatoes and pepper. Once this is present on 
the plants it is very difficult to control the disease and 

these spot results in unmarketable fruits and vegetables.

	 4.	 Black Measles: Black measles occur in grapes and 
is also known as grapevine measles, esca, or Spanish 
measles. The term measles refers to artificial spots that 
appear on the grapes. The symptom on the leaves appear 
as a ‘Tiger Stripe’ pattern and it becomes more serious 
from year to year. During the season, the spot merges 
over the surface of the grapes and makes the grapes 
black. Spots on the berries can appear any time after 
the fruit set and before some days of the harvesting.

	 5.	 Cedar Apple Rust: Cedar apple rust is a fungal disease 
that occurs in apples. The infected leaves show yellow 
to orange round spots on the upper surface. As soon as 
the infection grows, the spots also appear on the lower 
surface of the leaves. This disease can affect the stems 
and fruits. When the disease of the fruits grows, then 
the lesions on the fruits may crack and appear brown 
in color.

	 6.	 Citrus Greening: Citrus greening is one of the danger-
ous plant diseases in the world. Once a plant is infected 
due to this disease then there is no cure. This disease 
is caused by one disease-infected insect- Asian Citrus 
Psyllid. This disease is mostly found in oranges. This 
disease shows the symptoms like yellowing of leaves, 
dieback of twigs, and decline in vigor which leads to 
death of the entire plant. 

Common Rust: Common rust is one of the serious fungal 
diseases which attack the roses, corns, and tomatoes, 
etc. This disease occurs mostly in mild and moist con-
ditions. Rust is actually spread by spores from infected 
to healthy plants. The spores are generally transferred by 
wind or water. This is the reason rust appears often after 
watering. Yellow or white spots appear as symptoms on 
the upper part of leaves. This results in leaf distortion 
and deformation.

	 7.	 Early Bight: Early blight disease is very common in 
potatoes and tomatoes which are caused by the fungus 
name Alternaria Solani. Firstly, its symptoms appeared 
on old leaves as small brown spots with a pattern of 
Bull’s eye. When it spreads than its color changes to 
yellow. After the stem, fruit, and upper portion of the 
plant get infected and crops can be devastated. Early 
blight disease develops at moderate to warm tempera-
tures.

	 8.	 Gray Leaf Spot: Gray leaf spot is a fungal disease that 
attacks the corn plants which is also known as maize. 
First, symptoms of this disease are noticed in the lower 
leaves. The region on the leaf begins as a small yellow 
dot spot. As time passes this yellow spot changes to 
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brown color and then to a gray rectangular shape. This 
region appears as the shape of a matchstick which slowly 
results in the killing of leaves. The grayish color on the 
leaves appears due to the presence of fungal spores.

	 9.	 Late Blight: Late Blight is a disease that attacks pota-
toes and tomatoes. This disease is caused by the water 
mold of Phytophthora infestans. This disease mostly 
occurs in humid regions where the temperature is rang-
ing between 4-29°C. The infected tomatoes and potatoes 
may get rot within two weeks. This disease spreads very 
quickly in fields and results in total crop destruction if 
they are not controlled. 

	10.	 Leaf Blight: Leaf Blight is a fungal disease that at-
tacks grapes. This disease is caused by a fungus named 
Helminthosporium turcicum Pass. This disease occurs 
in humid conditions and it shows symptoms with red-
dish-purple or tan spots and it gets bigger on the leaves. 
The symptoms on the leaves first appear on older or 
lower leave but after then it spreads on the younger or 
upper leaves. This drastic disease gives a burnt appear-
ance to the leaves.

	11.	 Leaf Mold: Leaf mold is a disease that is found in to-
matoes. This disease causes loss in tomatoes which are 
found in high tunnels or greenhouses due to humidity in 
those environments. This disease is caused by a fungus 
named Passalora fulva. The oldest leaves are infected 
first due to this disease. 

	12.	 Leaf Scorch: Leaf Scorch is a disease that attacks 
strawberries. It is a serious disease that is caused by 
the bacterium Xylella fastidiosa. The first symptom 
which can be noticed is the browning of leaves in the 
mid-summer. The symptoms get worse throughout the 
late summer and after then gets fall. As the disease 
progresses over the years, branches and trees decline 
slowly. The symptoms first appear on the lower branches 
and then on the upper leaves.

	13.	 Leaf Spot: Leaf spot is a serious disease that is found 
in tomatoes. This disease is a fungal disease that is 
caused by bacteria. Leaf spots show symptoms with 
brown color but spots can be tan or black depending 
on the type of fungus. Some Concentric rings or dark 
margins are also found around the dark spots. Leaf spot 
diseases actually weaken the shrub or trees by blocking 
the photosynthesis process.

	14.	 Mosaic Virus: Mosaic Virus is a disease that attacks 
tomatoes. This disease affects the leaves which show 
symptoms with spots of yellow, white, light, and dark 
green color. After then leaves may be curled, malformed, 
and reduced in size. This virus can also infect pepper, 

pear, cherry, and potatoes. This may reduce the fruit’s 
number and size. This can create yellowish rings on the 
leaves if leaves ripen in warm weather.

15.	 Northern Leaf Blight: Northern leaf blight is a disease 
that affects the corn leaves. This disease is caused by 
the fungus Setosphaeriaturcica. Symptoms generally 
appear on lower leaves with gray-green color and then 
turn to pale or tan color. Dark gray spores are produced 
under moist conditions and it gives regions a dirty gray 
appearance. Spores are generally transferred by wind 
or by the splashing of water. 

16.	 Powdery Mildew: Powdery Mildew is a fungal disease 
that affects a variety of plants and it reduces the quality 
and quantity of fruits and flowers. When the fungus 
takes over on one of your plants then the spores make a 
layer of mildew on the top of leaves. The spores are then 
transferred to other plants by the wind. This disease can 
slow down the growth of plants and reduces the quality 
of crops.

	17.	 Spider Mites: Spider mite is a disease that eats plants 
and they look like tiny spiders. Most of the spider mites 
get active in dry and hot conditions. Because of the 
feeding of spider mites, white to yellow spots appear on 
the upper surfaces of leaves. The eggs also stick on the 
leaves’ undersides. As the disease infiltration, the color 
of leaves appears as bronze and then becomes stiff. 

	18.	 Target Spot: Target spot is a disease that attacks the 
tomato leaves. Initially small, dark-brown spots appear 
on the upper parts of older leaves, and then eventually its 
size increases and makes concentric rings. This disease 
is spread by air-borne spores. This is a fungal disease 
and affects many other crops like pepper, papaya or 
cucumber, etc.

	19.	 Yellow Leaf Curl Virus: Tomato yellow leaf curl dis-
ease is caused by the yellow leaf curl virus. The leaves 
which are infected are curled inward or upwards. The 
infected plants reduced the flowers and fruits in large 
numbers. This disease is not seed-borne but is spread 
by whiteflies. This disease is generally found in tropical 
and sub-tropical regions which cause economic loss. 

BACKGROUND AND RELATED WORK

Badage (2018) elaborated that disease in plants is caused by 
insects and various pests. Plant diseases decrease the produc-
tivity of crops. Farmers face a lot of problems and losses due 
to these various crop diseases. The system is proposed by the 
author who tells about crop diseases and actions to control 
them. This proposed system is divided into two phases: the 
first phase includes training of the datasets of crop diseases 
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and the second phase includes the identification of crop dis-
eases by using Canny’s edge detection algorithm (Badage  
2018). Maniyath et al. (2018) proposed some techniques 
on the leaf-based image classification to find out the results 
and plant diseases. Random Forest algorithm was used to 
identify healthy and diseased leaves from the leaf-based 
image dataset. Various steps have been implemented like 
the collection of the dataset, feature extraction method, and 
training of dataset and classification approach. The machine 
learning approach gives a clear picture of training the dataset 
and classification of images.

Sladojevic et al. (2016) argued that Convolution Neural 
Network achieved more accurate results in the leaf image 
classification to identify plant or crop diseases. This new 
approach of training the dataset is a quick and easy method 
of implementation. This proposed model could find out 
thirteen different types of plant diseases by identifying the 
surroundings or edges of leaves. This proposed method 
showed the experimental results with an average precision of 
96.3% (Sladojevic et al. 2016). Saleem et al. (2019) analyzed 
that early identification of plants diseases is very promi-
nent for healthy crops and plants. Many machine learning 
algorithms were used for the detection and identification of 
plant diseases but the subset of machine learning i.e. deep 
learning techniques showed more accurate results as com-
pared to other machine learning algorithms. Various deep 
learning techniques were combined with other visualization 
techniques to identify the symptoms and diseases of plants. 
Performance metrics were used to evaluate the deep learning 
techniques (Saleem et al. 2019).

Sarangdhar & Pawar (2017) analyzed the particular attack 
of diseases that decrease the production of cotton crops.  In 
this study, a vector machine algorithm was used to identify 
five different types of cotton leaf diseases. An android app 
will be used by the farmers where diseases after identification 
will be informed with their remedies. This android app also 
identifies the soil type with its moisture and humidity. This 
system has been made with sensors and raspberry pi that 
makes the system more effective. The accuracy achieved 
with this proposed system is 83.26 %.

Huang et al. (2014) proposed new spectral indices that 
are used to identify the different diseases on wheat crops. 
Optimized spectral indices were obtained by the combination 
of a single band and the difference of wavelength between 
two different bands. RELIEF-F algorithm has been used by 
an author to identify the wavelengths from the leaf spectral 
data. This algorithm is more effective as it can deal with 
multiclass classification problems. This study indicates 
new spectral indices can easily detect diseases by using 
hyperspectral data. 

Qin et al. (2003) analyzed the stresses of rising diseases 
for pest management in fields. The research was carried out 
on a rice field, and correlations between ground data and 
image data were made. The experiment results show that 
remote sensing imagery has a very important application 
and ground data shows an average accuracy of more than 
70% for classification (Qin et al. 2003)we first examine 
the applicability of broadband high-spatial-resolution 
ADAR (airborne data acquisition and registration. Rothe & 
Kshirsagar (2015) proposed a pattern recognition system to 
identify the different cotton plant diseases. This work was 
done on the images of cotton leaves taken from the fields. 
The contour model was used for the segmentation of images 
and training of the adaptive neuro-fuzzy inference method. 
The accuracy for the classification is approximately 85%. 
The diseases of cotton leaves were identified by using a back 
propagation neural network. 

Gulhane & Kolekar (2015) used Principal Component 
Analysis (PCA) and K-Nearest Neighbor (KNN) method to 
diagnose the diseases of cotton leaves in fields. In a num-
ber of cases, human assistance in identifying diseases may 
be incorrect. Machine learning models have been created 
to determine the accuracy of disease detection in cotton 
leaves plants. Implementation of PCA/KNN equipped with 
multi-variate techniques was used to analyze the statistical 
data. The PCA/KNN bases classifier showed a classification 
accuracy of 95% (Gulhane & Kolekar 2015). Revathi et al. 
(2011) proposed a computing technology to help farmers all 
over the world to take care of the crops from various diseases. 
The author had proposed a method to diagnose the diseases of 
cotton plants by capturing the image using a mobile camera 
and then categorized the diseases using a neural network. The 
work is based on the image segmentation technique where 
RGB color feature image segmentation is used to identify the 
disease spots on cotton plants (Revathi et al. 2011).

Blessy & Joy Winnie Wise (2018)  selected Convolutional 
Neural Network (CNN) technique to identify the disease 
spots on the plants. The image of the sample leaf was used 
as an input where green pixels from the image were marked 
in green color that represents the healthy part of the image. 
Further, this green area from the image was removed to cal-
culate the rest of the infected area from the image. Following 
the extraction of characteristics from the affected areas, the 
CNN model is used to classify the diseases. After diagnosing 
the disease, detailed information about diseases was sent to 
the mobile of farmers with the solutions through GSM device.

Rastogi et al. (2015) studied the automatic detection of 
crop diseases based on the two phases used in the proposed 
system. In the first phase, pre-processing of leaf images, 
feature extraction, and classification using Artificial Neu-
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ral Network (ANN) was done to recognize the leaves. In 
the second phase, K means-based segmentation was done 
to identify the defected areas, then feature extraction was 
done to find the defected portion and classification of the 
disease identified by using ANN. After the identification of 
diseases, grading was done based on the amount of disease 
present in the leaf. 

Owomugisha et al. (2014) proposed machine learning 
techniques to identify bacterial diseases in banana plants. 
The computer vision technique was investigated to make 
an algorithm that is further divided into four phases. In the 
first phase, images of banana leaves were captured using a 
digital camera. In phase two, feature extraction techniques 
were used to send the data in phase three for classification. 
In phase three, different classifiers were used to identify 
the diseases. In the last phase, the performance of all the 
classifiers was compared based on Area under Curve (AUC) 
parameter for evaluation. Tian et al. (2012) presented an 
SVM- based Multiple Classifier System to recognize the 
patterns of wheat leaf diseases. Encouraging results were 
obtained by using this proposed methodology to identify the 
diseases from wheat diseases. Three different types of SVM 
classifiers were used as color features, shape features, and 
texture features for training sets.

Shi et al. (2015) proposed an automatic crop disease 
recognition method that takes the statistical features from 
leaf images and meteorological data and combines them. 
The Probabilistic Neural Network (PNN) method was used 
to identify the classification accuracy. Infected crop leaves 
images were captured by using a digital camera to extract the 
statistical features like color, shape, and texture by using the 
image processing method. PNN classifier accuracy rate was 
90% which is more than the accuracy rate of other classifiers.

Ashqar & Abu-Naser (2018) presented a deep learn-
ing technique to identify tomato leaves diseases using 
image-based recognition. Around 9000 images dataset of 
healthy and diseased tomato leaves were collected under 
controlled conditions. Training of deep convolutional 
neural network was done to identify the five diseases. The 
proposed method showed an accuracy of 99.84% that made 
this approach more feasible to diagnose the tomato leaves 
diseases in agriculture (Ashqar & Abu-Naser 2018). Revathi 
& Hemalatha (2012) analyzed a comparative study of crop 
diseases using machine learning techniques in the field of 
agriculture. The algorithms like SVM machine learning algo-
rithm, decision tree algorithm, and artificial neural network 
were used to represent the work. Data mining technique is 
one of the innovative techniques and used to predict various 
crop diseases. This study was based on the applicability of 
data mining techniques with a comparative analysis to find 

out the accuracy and other performance parameters for crop 
disease prediction (Revathi et al. 2011).

Sethy et al. (2018) developed a prototype to identify the 
diseases of rice crops using computational intelligence and 
machine learning techniques. Numerous diseases on the rice 
crops appear as a spot on the leaves and if diagnosis of the 
diseases has not been done on time, then it can cause great 
harm to rice crops. The pesticide-based treatment of crops 
can cause severe environmental pollution. In this proposed 
methodology, Fuzzy logic was introduced with a K-means 
algorithm to identify the degree of the sternness of disease on 
rice crops. This proposed methodology showed an accuracy 
of 86.35%. 

Shruthi et al. (2019) presented a comparative analysis 
of various machine learning techniques to identify the best 
technique for crop disease detection. It was observed that 
Convolution Neural Network provides more accuracy to 
identify the diseases from crops (Shruthi et al. 2019). Reza 
et al. (2016) framed a research methodology to detect jute 
plant diseases using image processing and machine learning 
techniques. The proposed methodology involves an android 
application that helps to capture the pictures of jute plant 
diseases and to send the pictures to the server to identify 
the jute plant diseases. The features were extracted from the 
captured image and extracted values were compared with 
the values stored in the database that helped to identify the 
leaf diseases. The classification of the diseases was done 
by using a Multi-SVM classifier. After that, the final result 
was sent to the farmer within a fraction of seconds with the 
necessary solutions or control measures through the android 
application (Reza et al. 2017). 

MATERIALS AND METHODS

In this proposed system, a dataset of 54,343 images of differ-
ent plant species was taken that involves diseased plants or 
healthy plants images of various fruits and vegetable crops. 
The dataset was split into three sets: training set, validation 
set, and testing set. Training is done by using the pre-trained 
model Inception V3 by fine-tuning the last layers of the net-
work. Four custom convolutional and max-pooling, layers 
have been added on the top of transfer learning architectures. 
At the last, two dense layers have been used with 64 neutrons 
and 2 neurons respectively. The last layer is used for classifi-
cation with softmax as an activation function. Training of the 
model has been done by 20 epochs or iterations by changing 
the various parameters like batch size, optimizer, pre-trained 
weights, and learning rate. To reduce the overfitting between 
the batch normalization and different layers, 30% dropouts 
were used to reduce the internal covariate shift and this 
actually helps the model to avoid getting stuck in the local 
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optimum.  The evaluation metric named Multi-Class Log 
Loss was also used in the model with some data generators 
for training data and testing data. These generators help to 
load the required amount of data directly from the source 
folders with the batch sizes as per need of the detection and 
help to convert the batches into training data and training 
models. To do a fair comparison between the results of all 
experiments, an attempt has been made to normalize hy-
per-parameters across all the experimentations and research.

Pre-processing and Training the Model: Pre-processing 
is the foremost step that is performed on the images. In this 
step, the database is pre-processed such as reshaping of an 
image, resizing of an image, and conversion of an image into 
an array form (Fig. 1). Pre-processing is also done on the 
test images in the same way. A database consists of 54,343 
images of different plant species and out of all the images any 
image can be used as a test image. The database is used to 
train the dataset using the Inception V3 model and it further 
helps to identify the test image and the disease of the test 
image. After the training of the model, the software can find 
the diseases in the plants that were already stored in the da-
tabase. After the completion of training and pre-processing, 
the evaluation is done between the test and trained model to 
predict the disease.

Collection of Database: Acquiring valid database col-
lection is the initial step of any image processing-based 
project. There are many ways to generate the database as 
either to store all images or to collect the images from 
different sources and make own database for processing. 
The Kaggle Plant Village Dataset database was used in the 

present study. At first, the data was labeled and cleaned for 
prior image processing. For image processing, images with 
good resolution and angles were selected to ensure a high 
accuracy algorithm detection system. After the selection of 
all the images from the database, in-depth knowledge was 
gained for different plants and their diseases. Different types 
of plant diseases with their symptoms were studied in this 
processing system. After the deep and detailed study, image 
segregation was done to label the images and the following 
steps were performed:

	 1.	 The input test image was acquired and pre-processing 
was done accordingly. After pre-processing, the image 
was converted into an array form for evaluation.

	 2.	 Then the dataset was segregated and pre-processing has 
been done. 

	 3.	 After pre-processing, training of dataset has been done 
by using Inception V3 model and further classification 
has been completed. 

	 4.	 In the next step, a comparison of the test and trained 
model was done and the final results have been obtained 
as per system inputs.

	 5.	 In the last step, the software displayed, whether the plant 
is diseased or healthy.

Classification Models: To classify datasets, two models 
were used: SRCNN (Super-Resolution Convolutional Neural 
Network) Model and Bicubic Model. 

	 ∑	 SRCNN (Super-Resolution Convolutional Neural Net-
work) Model: In deep learning, generally Convolutional 
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Neural Network (CNN) is used for image classification. 
The objective of Super-Resolution (SR) is to recuperate 
high-resolution images from low-resolution images. 
The SRCNN network involves mainly four operations: 
pre-processing, feature extraction, non-linear mapping, 
and reconstruction.

	 1.	 Pre-processing: This step means upscaling of 
low-resolution to high-resolution images.

	 2.	 Feature Extraction: This step extracts the set of 
feature maps from the upscaled low-resolution 
image.

	 3.	 Non-Linear Mapping: Mapping of feature maps 
that represents low-resolution to high-resolution 
patches.

	 5.	 Reconstruction: Produces or reconstructs the high-
resolution image from high-resolution patches.

SRCNN is a deep convolutional neural network that is 
used for end-to-end mapping of low-resolution to high-res-
olution images (Fig. 2). This model is used to improve the 
quality of low-resolution images. With this approach of Super 
Resolution, a better quality of images can be obtained from 
even a small size of input images. The performance of this 
network can be evaluated by using different parameters such 
as Mean Squared Error (MSE), Peak Signal to Noise Ratio 
(PSNR), and Structural Similarity (SSIM) Index.

	 ∑	 Bicubic Interpolation Algorithm: Bicubic Interpolation 
Algorithm is a two-dimensional system that uses a pol-
ynomial technique for enlarging or sharpening digital 
images (Fig. 3). This algorithm (samples dimension: 
4x4 and 16 samples at a time) upscale low-resolution 
images before going to the network. However, the 

computational cost increases with each pre-up sampling 
step. This algorithm is mainly used in computer editing 
software or by editors for reconstructing and resampling 
the images. During interpolation of an image, the pixels 
get distorted from one grid to another grid. This is a 
very slow algorithm as it takes time to process during 
the resampling of an image. There are two interpolation 
algorithms: Adaptive Interpolation and Non-Adaptive 
Interpolation.

	 a)	 Adaptive Interpolation: Adaptive interpolation 
algorithm depends on what the image is intro-
ducing. Adaptive algorithms are used in exclusive 
techniques which are used in various latest photo 
editing software like Adobe Photoshop and Pho-
tozoom Pro. 

	 b)	 Non-Adaptive Interpolation: Non-adaptive in-
terpolation method treats all the pixels equally. 
Non-adaptive algorithms involve various other 
algorithms like the k-nearest neighbor, spline, 
Bicubic, and bilinear. 

RESULTS AND DISCUSSION

Dataset Description

In this study, a plant disease village dataset of 54,343 images 
have been taken which are fine-tuned using a well-known 
model Inception V3 after pre-processing, and the dataset has 
been taken from Kaggle Repository. This dataset involves 
the study of different plants like Apple, Blueberry, Cherry, 
Corn, Grape, Orange, Peach, Pepper bell, Potato, Raspberry, 
Soybean, Squash, Strawberry, Tomato, etc. The different sets 
of healthy and diseased plant images are used. The research 

detection system. After the selection of all the images from the database, in-depth knowledge was gained for 
different plants and their diseases. Different types of plant diseases with their symptoms were studied in this 
processing system. After the deep and detailed study, image segregation was done to label the images and the 
following steps were performed: 

1. The input test image was acquired and pre-processing was done accordingly. After pre-processing, the 
image was converted into an array form for evaluation. 

2. Then the dataset was segregated and pre-processing has been done.  
3. After pre-processing, training of dataset has been done by using Inception V3 model and further 

classification has been completed.  
4. In the next step, a comparison of the test and trained model was done and the final results have been 

obtained as per system inputs. 
5. In the last step, the software displayed, whether the plant is diseased or healthy. 

 

Classification Models: To classify datasets, two models were used: SRCNN (Super-Resolution 
Convolutional Neural Network) Model and Bicubic Model.  

 SRCNN (Super-Resolution Convolutional Neural Network) Model: In deep learning, generally 
Convolutional Neural Network (CNN) is used for image classification. The objective of Super-Resolution 
(SR) is to recuperate high-resolution images from low-resolution images. The SRCNN network involves 
mainly four operations: pre-processing, feature extraction, non-linear mapping, and reconstruction. 
a. Pre-processing: This step means upscaling of low-resolution to high-resolution images. 
b. Feature Extraction: This step extracts the set of feature maps from the upscaled low-resolution image. 
c. Non-Linear Mapping: Mapping of feature maps that represents low-resolution to high-resolution 

patches. 
d. Reconstruction: Produces or reconstructs the high-resolution image from high-resolution patches. 

SRCNN is a deep convolutional neural network that is used for end-to-end mapping of low-resolution to 
high-resolution images (Fig. 2). This model is used to improve the quality of low-resolution images. With 
this approach of Super Resolution, a better quality of images can be obtained from even a small size of 
input images. The performance of this network can be evaluated by using different parameters such as 
Mean Squared Error (MSE), Peak Signal to Noise Ratio (PSNR), and Structural Similarity (SSIM) Index. 

 

Fig. 2:  SRCNN Based Classification Model. 

Fig. 2:  SRCNN based classification model.
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Table 1: Dataset for image classification of leaf disease.

Sr. No. Plant Category Disease/ Healthy Number of Original Images

1 Apple Apple Scab 631

2 Apple Black Rot 622

3 Apple Cedar Apple Rust 276

4 Apple Healthy 1646

5 Blueberry Healthy 1503

6 Cherry Healthy 855

7 Cherry Powdery Mildew 1053

8 Corn Common Rust 1193

9 Corn Gray Leaf Spot 514

10 Corn Healthy 1163

11 Corn Northern Leaf Blight 986

12 Grape Black Measles 1384

13 Grape Black Rot 1181

14 Grape Healthy 424

15 Grape Leaf Blight 1077

16 Orange Citrus Greening 5508

17 Peach Bacterial Spot 2298

18 Peach Healthy 361

19 Pepper Bell Bacterial Spot 998

20 Pepper bell Healthy 1479

21 Potato Early Blight 1001

22 Potato Healthy 153

23 Potato Late Blight 1001

24 Raspberry Healthy 372

25 Soybean Healthy 5091

26 Squash Powdery Mildew 1836

27 Strawberry Healthy 457

28 Strawberry Leaf Scorch 1110

29 Tomato Bacterial Spot 2128

30 Tomato Early Blight 1001

31 Tomato Healthy 1592

32 Tomato Late Blight 1910

33 Tomato Leaf Mold 953

34 Tomato Leaf Spot 1772

35 Tomato Mosaic Virus 374

36 Tomato Spider Mites 1677

37 Tomato Target Spot 1405

38 Tomato Yellow Leaf Curl Virus 5358

53343
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has been done on different diseases like apple scab, bacte-
rial spot, black measles, black rot, cedar apple rust, citrus 
greening, common rust, early blight, gray leaf spot, late 
blight, leaf blight, leaf mold, leaf scorch, leaf spot, mosaic 
virus, northern leaf blight, powdery mildew, spider mites, 
target spot, and yellow leaf curl virus. Table 1 describes the 
plant category, healthy or diseased image, and the number 
of images in each category.

Experimental Results

In each model, data is divided into two sets- training set and 
testing set. Training has been done by using the Inception V3 
model and the dataset has been split into 70-30, 50-50, and 
30-70. In the training phase, we train the classifiers and in the 
testing phase, testing is done to analyze the performance of 
the classifier. Results are demonstrated using different param-
eters like accuracy, loss, validation accuracy, validation loss, 

and learning rate by epochs using two different classifiers 
SRCNN and Bicubic algorithm as shown in Table 2. Out of 
these classifiers, the SRCNN classifier shows better accuracy 
as compare to Bicubic (Table 3). The graphs of training and 
validation accuracy by epochs for the Bicubic and SRCNN 
model have been depicted in Fig. 4.

CONCLUSION

Protection of crops in an agriculture field is a very tedious 
task and still, there is a need for a qualitative study to know 
about the crops and their likely weeds, pathogens, and 
pests. The present methodology identifies diseases in plants 
to increase the productivity of crops in fields. The system 
is developed for the benefit of farmers and the agricultural 
sector. In this system, deep learning models were used for 
the detection of plant diseases using different leaf images to 
identify whether the leaf is healthy or diseased. The outcome 

 Bicubic Interpolation Algorithm: Bicubic Interpolation Algorithm is a two-dimensional system that uses 
a polynomial technique for enlarging or sharpening digital images (Fig. 3). This algorithm (samples 
dimension: 4x4 and 16 samples at a time) upscale low-resolution images before going to the network. 
However, the computational cost increases with each pre-up sampling step. This algorithm is mainly used 
in computer editing software or by editors for reconstructing and resampling the images. During 
interpolation of an image, the pixels get distorted from one grid to another grid. This is a very slow 
algorithm as it takes time to process during the resampling of an image. There are two interpolation 
algorithms: Adaptive Interpolation and Non-Adaptive Interpolation. 
 
a. Adaptive Interpolation: Adaptive interpolation algorithm depends on what the image is introducing. 

Adaptive algorithms are used in exclusive techniques which are used in various latest photo editing 
software like Adobe Photoshop and Photozoom Pro.  
 

b. Non-Adaptive Interpolation: Non-adaptive interpolation method treats all the pixels equally. Non-
adaptive algorithms involve various other algorithms like the k-nearest neighbor, spline, Bicubic, and 
bilinear.  
 

 

 

Fig. 3: Bicubic Interpolation based Classification model. 

 

RESULTS AND DISCUSSION 

Dataset Description 

In this study, a plant disease village dataset of 54,343 images have been taken which are fine-tuned using a 
well-known model Inception V3 after pre-processing, and the dataset has been taken from Kaggle Repository. 
This dataset involves the study of different plants like Apple, Blueberry, Cherry, Corn, Grape, Orange, Peach, 
Pepper bell, Potato, Raspberry, Soybean, Squash, Strawberry, Tomato, etc. The different sets of healthy and 
diseased plant images are used. The research has been done on different diseases like apple scab, bacterial 
spot, black measles, black rot, cedar apple rust, citrus greening, common rust, early blight, gray leaf spot, late 
blight, leaf blight, leaf mold, leaf scorch, leaf spot, mosaic virus, northern leaf blight, powdery mildew, spider 
mites, target spot, and yellow leaf curl virus. Table 1 describes the plant category, healthy or diseased image, 
and the number of images in each category. 

 
Table 1: Dataset for image classification of leaf disease. 

 

Fig. 3: Bicubic Interpolation based classification model.

1 0.853313 0.452098 0.001 0.807466 0.675127 

2 0.899355 0.314722 0.001 0.883504 0.393525 

3 0.911813 0.27287 0.001 0.868497 0.433363 

4 0.927396 0.225642 0.001 0.904577 0.324232 

5 0.933563 0.206778 0.001 0.771073 0.849628 

6 0.937688 0.195976 0.001 0.831978 0.864499 

7 0.93885 0.188665 0.001 0.93972 0.185791 

8 0.944938 0.166638 0.001 0.921461 0.267373 

9 0.954747 0.139192 0.001 0.946598 0.169225 

10 0.95025 0.148785 0.001 0.92096 0.29281 

11 0.951493 0.149138 0.001 0.931528 0.23313 

12 0.958125 0.130086 0.001 0.957604 0.129822 

13 0.956125 0.131764 0.001 0.966483 0.120217 

14 0.963573 0.11314 0.001 0.922961 0.291764 

15 0.966125 0.108081 0.001 0.975175 0.074392 

16 0.963009 0.112118 0.001 0.955103 0.145883 

17 0.96575 0.10554 0.001 0.943034 0.19108 

18 0.965137 0.105917 0.001 0.928589 0.264863 

19 0.964938 0.110921 0.001 0.953789 0.142576 

20 0.97175 0.089099 0.001 0.96986 0.093184 

21 0.971209 0.087371 0.001 0.96048 0.147692 

22 0.985438 0.04471 0.0002 0.99556 0.016243 

23 0.990236 0.030135 0.0002 0.995373 0.013251 

24 0.991563 0.024861 0.0002 0.996248 0.013701 
 

1 0.853563 0.456332 0.001 0.608867 1.734919 

2 0.892846 0.326332 0.001 0.762569 0.936293 

3 0.914438 0.266576 0.001 0.889007 0.34634 

4 0.924454 0.234888 0.001 0.918772 0.274175 

5 0.932875 0.209391 0.001 0.929777 0.229069 

6 0.937688 0.196275 0.001 0.925775 0.234507 

7 0.938537 0.189037 0.001 0.925775 0.282873 

8 0.943688 0.173809 0.001 0.909642 0.28659 

9 0.951368 0.151127 0.001 0.943534 0.188381 

10 0.94875 0.15574 0.001 0.906891 0.306541 

11 0.950491 0.154059 0.001 0.922149 0.271082 

12 0.958 0.129596 0.001 0.96467 0.110303 

13 0.95675 0.131862 0.001 0.90514 0.346343 

14 0.960381 0.120436 0.001 0.939032 0.210869 

15 0.960438 0.126139 0.001 0.926963 0.260596 

16 0.966201 0.103237 0.001 0.959042 0.139745 

17 0.963875 0.110578 0.001 0.922836 0.268867 

18 0.96545 0.108457 0.001 0.964107 0.109852 

19 0.983813 0.046763 0.0002 0.993997 0.018768 

20 0.988375 0.036806 0.0002 0.993684 0.017171 

21 0.988859 0.034741 0.0002 0.993934 0.018891 

22 0.989688 0.031454 0.0002 0.994122 0.019938 

23 0.990299 0.029428 0.0002 0.995998 0.012489 

24 0.99175 0.025347 0.0002 0.993184 0.02261 
 

 

Table 3: Shows the comparison report with other models. 
 

Model Proposed Classification Accuracy 
Bicubic 99.156 
SRCNN 99.175 

 

 

 

 
Fig. 4: Graphs representing training and validation accuracy for models.
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Table 2:  Comparison of bicubicvs SRCNN classifier.

Bicubic Result by Epoch SRCNN Result by Epoch

Epoch Acc loss lr val_acc val_loss

0 0.68675 1.078107 0.001 0.359188 3.793237

1 0.853313 0.452098 0.001 0.807466 0.675127

2 0.899355 0.314722 0.001 0.883504 0.393525

3 0.911813 0.27287 0.001 0.868497 0.433363

4 0.927396 0.225642 0.001 0.904577 0.324232

5 0.933563 0.206778 0.001 0.771073 0.849628

6 0.937688 0.195976 0.001 0.831978 0.864499

7 0.93885 0.188665 0.001 0.93972 0.185791

8 0.944938 0.166638 0.001 0.921461 0.267373

9 0.954747 0.139192 0.001 0.946598 0.169225

10 0.95025 0.148785 0.001 0.92096 0.29281

11 0.951493 0.149138 0.001 0.931528 0.23313

12 0.958125 0.130086 0.001 0.957604 0.129822

13 0.956125 0.131764 0.001 0.966483 0.120217

14 0.963573 0.11314 0.001 0.922961 0.291764

15 0.966125 0.108081 0.001 0.975175 0.074392

16 0.963009 0.112118 0.001 0.955103 0.145883

17 0.96575 0.10554 0.001 0.943034 0.19108

18 0.965137 0.105917 0.001 0.928589 0.264863

19 0.964938 0.110921 0.001 0.953789 0.142576

20 0.97175 0.089099 0.001 0.96986 0.093184

21 0.971209 0.087371 0.001 0.96048 0.147692

22 0.985438 0.04471 0.0002 0.99556 0.016243

23 0.990236 0.030135 0.0002 0.995373 0.013251

24 0.991563 0.024861 0.0002 0.996248 0.013701

Epoch acc loss lr val_acc val_loss

0 0.685 1.076052 0.001 0.597313 1.825342

1 0.853563 0.456332 0.001 0.608867 1.734919

2 0.892846 0.326332 0.001 0.762569 0.936293

3 0.914438 0.266576 0.001 0.889007 0.34634

4 0.924454 0.234888 0.001 0.918772 0.274175

5 0.932875 0.209391 0.001 0.929777 0.229069

6 0.937688 0.196275 0.001 0.925775 0.234507

7 0.938537 0.189037 0.001 0.925775 0.282873

8 0.943688 0.173809 0.001 0.909642 0.28659

9 0.951368 0.151127 0.001 0.943534 0.188381

10 0.94875 0.15574 0.001 0.906891 0.306541

11 0.950491 0.154059 0.001 0.922149 0.271082

12 0.958 0.129596 0.001 0.96467 0.110303

13 0.95675 0.131862 0.001 0.90514 0.346343

14 0.960381 0.120436 0.001 0.939032 0.210869

15 0.960438 0.126139 0.001 0.926963 0.260596

16 0.966201 0.103237 0.001 0.959042 0.139745

17 0.963875 0.110578 0.001 0.922836 0.268867

18 0.96545 0.108457 0.001 0.964107 0.109852

19 0.983813 0.046763 0.0002 0.993997 0.018768

20 0.988375 0.036806 0.0002 0.993684 0.017171

21 0.988859 0.034741 0.0002 0.993934 0.018891

22 0.989688 0.031454 0.0002 0.994122 0.019938

23 0.990299 0.029428 0.0002 0.995998 0.012489

24 0.99175 0.025347 0.0002 0.993184 0.02261

of experimental results and comparison between two models 
SRCNN and Bicubic demonstrates the accuracy to recog-
nize the correct disease in plants. Out of these two models, 
SRCNN gives an accuracy rate of 99.175 % in recognizing 
plant diseases. Diseases are not the specific problem in the 
agricultural sector but crops growing in good soil and getting 
nutritious food protect the plant from various pest attacks. 
The experimental result represents the effectiveness of our 

Table 3: Shows the comparison report with other models.

Model Proposed Classification Accuracy

Bicubic 99.156

SRCNN 99.175

proposed system and it can be widely used in the agricultural 
sector for the help of farmers. 
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ABSTRACT

This work was carried to compare the efficiency of Cu and Al electrodes in the elimination of Yellow 10 
gw dye solution with the optimization of operative factors such as pH, NaCl, contact time, and current 
density in the electrocoagulation method. Analysis of variance (ANOVA) was used to assess the impact 
of these variables, with significance set at P<0.05. The data was statistically examined with Origin2021 
and SPSS software, and significant differences between mean values were determined using analysis 
of variance (ANOVA). For each experiment, duplicates were kept, and the efficiency of Yellow 10 gw 
dye solution for those parameters was derived using analysis at a 5% level of significance. The utility 
of treated dye solutions using both the electrodes was tested on V.radiata in terms of germination 
percentage, root, and shoot length with distilled water as control. For all of the qualities examined, 
significant disparities were found among entries. The dye solution used with Al resulted in much higher 
germination (100%), root length (9.72 cm), and shoot length (24.5 cm). 

INTRODUCTION 

Textile industry processes use a lot of water, particularly for 
wet processes like dying, and as a result, the wastewater 
generated contains synthetic dyestuffs. It has also been doc-
umented that nearly 10% of the dye is lost during the dyeing 
process due to a lack of fabric adherence (Garg & Kaushik 
2018). These synthetic dyes in water pollute and affect all 
water sources, including groundwater and surface water. 
They can have a negative impact on marine life, agricultural 
practices, and human health. Furthermore, the majority of 
the synthetic dyes used in these units have not been tested 
for their environmental and health effects. Chemical oxy-
gen demand (COD), color, and salt levels in effluent from 
various units in a textile hub are all high, and the volume of 
water produced and discharged as waste by these sectors is 
rapidly expanding, and it contains a variety of contaminants 
(Rasalingam et al. 2014).  

To treat the wastewater produced by the textile industries, 
methods like chemical, physical, biological, electrochemical 
are employed. Among which chemical treatments include 
coagulation, ozonation, advanced photochemical oxidation, 
(Glaze & Chapin 1987, Marcucci et al. 2002, Molken-
thin et al. 2013), filtration techniques such as reverse osmo-
sis, nanofiltration (Merayo et al. 2013), ultrafiltration, and 

microfiltration using suitable membranes (Chakraborty et 
al. 2003, Wang et al. 2016). Each of these approaches has its 
own advantages, but they are all costly and time-consuming. 
Physical treatment, on the other hand, necessitates the use of 
extra chemicals and produces a significant volume of sludge.

Disperse dyes are one of the many forms of synthetic 
dyes available, and are non-ionic, sparingly soluble in water, 
and applied to hydrophobic fibers from an aqueous phase 
(Clark 2011). They are mostly used on polyester, but they 
have also been used on nylon, cellulose acetate, and acrylic 
fibers, however, some of the dyes’ wet-fastness capabilities 
on these substrates are not great (Saquib & Muneer 2003, 
Hassan et al. 2009). Diverse chromophores for instance 
azo, anthraquinone, and triphenylmethane, contribute to the 
structural diversity of synthetic disperse dyes. Azo dyes are 
the most common disperse type, accounting for more than 
half of all disperse dyes (Qiu et al. 2020). Due to their re-
sistive character and non-biodegradable activity, these dyes 
are classified as persistent (Jamil et al. 2020, Shamey 
2009). Anthraquinone dyes are the second most often used 
dyes after azo dyes because of their inexpensive cost, quick 
accessibility, and high dyeing effectiveness. Anthraquinone 
dyes are more harmful to microorganisms and human cells 
because they have a more complicated and stable structure 
than  azo dyes (Novotny  et al. 2006). In contrast to azo dyes, 
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the carbonyl group in the anthraquinone structure acts as an 
electron acceptor, requiring an electron donor to react and 
serve the structure; however, research reveals that anthraqui-
none dyes are difficult to degrade when compared to azo dyes 
(Mishra & Maiti 2018). The combined effects of resonance 
in the anthracene structure make it more difficult to decolorize 
AQ colors than azo dyes (Lizama et al. 2001, Sekuljica 
et al. 2016), raising questions about the possibility of a 
successful decolorization operation (Khataee et al. 2016). 

Photocatalytic oxidation (Samanta et al. 2018), Fenton 
oxidation (Lovato et al. 2017), ultrasonic catalytic oxidation 
(Santos et al. 2005) are some of the treatment methods for 
anthraquinone dye degradation. AOP is notable for its ex-
tremely fewer reaction times, typically a few minutes, high 
efficacy, and dye sedimentation on decolorization of AQ dyes, 
but it is also notable for its high cost, which makes scaling up 
difficult (Castro et al. 2014, Khataee & Kasiri 2010).

Recent research has looked at biological strategies for AQ 
dye degradation in aerobic and anaerobic cultures (Cesaro & 
Belgiorno 2013, Padmanaban et al. 2013). The challenge 
is to develop reliable, cost-effective, and environmentally 
sustainable bioremediation methods that overcome the lim-
itations of traditional methods (Husain & Ulber 2011, Li 
et al. 2019). There are also no data on the toxic, mutagenic, 
or carcinogenic intermediate products produced during the 
degradation of certain AQ colors, making it difficult to choose 
the correct type of treatment procedure.

  Amongst the electrochemical methods, electrocoag-
ulation does not involve any additional chemicals and is a 
relatively simple procedure that creates a small amount of 
sludge (Zhou et al. 2019) and it has become the focus of 
wastewater treatment research in recent years since it is easy 
to operate and produces less sludge. In this sense, electro-
coagulation appears to be a viable alternative to physical 
and chemical methods since the procedure is simple to im-
plement. EC appears to be a promising option for removing 
dissolved solids and colloidal particles from textile dyeing 
wastewater in the tertiary treatment stage. The efficacy in 
the dye abatement depends on the anodization, hydroxides 
production, size, and the colloidal properties of the particles. 
Reactive Blue 19 (Khoshhesab & Ahmadi 2016) and basic 
Yellow 28 dye effluent were successfully eliminated using the 
EC technique (Gaber et al. 2013, Sangeetha et al. 2009), 
Red disperse, Blue reactive, and mixed dyes (Phalakornkule 
et al. 2010, Polgumhang et al. 201). Abatement of Yellow 
10gw dye (a type of anthraquinone disperse dye) aqueous 
solution was studied in this work focusing on optim1ze the 
operative parameters such as pH, electrolyte, current density, 
and contact time for maximum abatement of the dye using 
two different electrodes, one with Al electrodes and the other 

with Cu electrodes and the findings were compared to the 
efficacy of the electrodes used.

An analytical technique like X-ray Photoelectron Spec-
troscopy (XPS) analysis was employed to investigate the 
efficiency of the EC process in the sludge separated. To 
examine the possibility of reusing the treated dye solution, 
phytotoxicity tests with V.radiata seeds were performed, and 
the results were compared to the control (distilled water) 
in terms of percent-age of germination, length of root, and 
shoot. We previously analyzed the performance of Zn/TiO2 
electrodes prepared by spray pyrolysis in treating Coralene 
Red 3G dye for color removal in electrocoagulation technique 
with optimization of operating parameters.  The efficiency of 
color removal for parameters such as pH, dye concentration, 
electrolyte, applied current, and time was estimated using 
design experts software and an ANOVA design model (Nayak 
& Pal 2020, Praveen et al. 2011). 

In another study, we had discussed and compared the 
efficiency of Al-Al and Cu-Cu electrodes in the elimination 
of Blue SI dye aqueous solution in the electrocoagulation 
process with the optimization of operational parameters 
such as pH, the concentration of electrolyte, current density, 
and electrolysis time using design experts’ software and 
the experimental data were analyzed by variance analysis 
(ANOVA) (Kalivel et al. 2019).

MATERIALS AND METHODS

Two sets of experiments were conducted with Cu and Al elec-
trodes for optimization of operative factors such as contact 
time, pH, current density, and electrolyte concentration for 
the abatement of Yellow 10 gw dye solution.

For each process, 250 mL of the Yellow 10 gw dye (150 
mg,) solution as test solution was taken in a 500 mL beaker 
with DC connection and stirrer. In the first set, we used Al 
as anode and cathode, in the next set of experiments Cu was 
used as anode and cathode, and the results were compared 
for each operational parameter used. The experiments were 
conducted at 25°C. The consequence of initial pH (5, 6, 7, 
8, 9), contact time (5, 10, 15, 20, 25 mins), current density 
(20, 40, 60, 80, and 100 Am-2) and electrolyte concentration 
(NaCl: 1 to 5 gm.L-1) were studied on the dye abatement. 
The dye absorbance was determined before and after the 
process with the Jasco V-670 spectrophotometer, and the dye 
concentration was assessed with the absorbance at 542 nm.

Dye abatement efficiency (DAE %) was calculated using 
the following

	 DAE% = 100 * (Aa-Ab)/Aa	 ...(1) 

Where Aa and Ab were the absorbance of dye solution 
before electrocoagulation and at time t, respectively.
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Phytotoxicity Investigation 

Dye components can influence the entire photosynthesis 
process and eventually inhibit plant growth, even at very 
low concentrations in water, and dye degradation releases a 
range of intermediate products that must be non-toxic to the 
environment. To determine the likelihood of the treated water 
being reused, a phytotoxicity study was conducted on the 
growth of V.radiata seeds using a 150mg.L-1 Yellow 10gw 
dye solution, a treated dye solution with Al and Cu, and 
tap water as a control. Twenty sterilized seeds were placed 
in a 250 mL beaker with 150 g autoclaved soil and exposed 
to sunlight after being soaked in 0.1 percent (w/v) mercuric 
chloride and then splashed three times with distilled water to 
remove any traces of mercury. 

With an equal volume of treated, untreated Yellow 10gw 
aqueous solution and tap water, the seed germination and 
plant growth were studied. Germination percentage, root, and 
shoot length were calculated after 10 days, and the results 
were compared to the control

% of Germination = 

 
autoclaved soil and exposed to sunlight after being soaked in 0.1 percent (w/v) mercuric chloride 

and then splashed three times with distilled water to remove any traces of mercury.  
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statistics is used to assess if they are high enough to establish statistical significance (Kalivel et 

al. 2020). The regression model equation fitted by the curve is a second-order polynomial equation 

for the percentage color removal of Yellow 10gw dye aqueous solution as a function of pH(X1), 

NaCl (X2), current density (X3), and contact time (X4) (Kunasekarn et al. 2017). 
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at room temperature for 10 days in a seed germinator, with statistical modeling used to determine 
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taken as the second-order polynomial equation. 
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 Where Yi is the amount of efficiency of removing the dye 

          b0 = Constant coefficient 

          bi = Regression coefficients for linear effects  

          bii = Quadratic coefficients  

          bij = Interaction coefficients and xi, xj are the parameters. 
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Mean 0.0101       Adjusted R² 0.429 

C.V. %   4.18       Predicted R² -0.3459 

        Adeq Precision          4.5474 

     
When comparing pH to time, the r2 value was 0.312, which was significant at P < 0.05. In the 

current study, this method was used to measure the effectiveness of adsorption of the Yellow 
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al. 2020). The regression model equation fitted by the curve 
is a second-order polynomial equation for the percentage 
color removal of Yellow 10gw dye aqueous solution as a 
function of pH(X1), NaCl (X2), current density (X3), and 
contact time (X4) (Kunasekarn et al. 2017).

A phytotoxic investigation of treated Yellow 10gw dye 
solution with Al and Cu was carried out at room temperature 
for 10 days in a seed germinator, with statistical modeling 
used to determine the significance level of dye removal effi-
ciency. Yellow 10gw dye solution removal efficiency was taken 
as the second-order polynomial equation.

	  Yi = b0+∑ bixi + ∑ biixij
2+ ∑ ∑ bijxixj	 ...(3)               

 Where Yi is the amount of efficiency of removing the dye

b0 = Constant coefficient

bi = Regression coefficients for linear effects 

bii = Quadratic coefficients 

bij = Interaction coefficients and xi, xj are the parameters.

Std. Dev. 0.0004      R² 0.312

Mean 0.0101      Adjusted R² 0.429

C.V. %   4.18      Predicted R² -0.3459

     Adeq Precision 4.5474

When comparing pH to time, the r2 value was 0.312, 
which was significant at P < 0.05. In the current study, this 
method was used to measure the effectiveness of adsorption 
of the Yellow 10Gw dye solution under a variety of condi-
tions, including pH, NaCl, current density, and contact time.

From Table 1, we found no statistically significant (p 
> 0.05) differences in pH for Cu electrodes. Therefore, we 
could not conclude that the model explains variation in the 
operational behaviors such as pH, NaCl, contact time, and 
current density. 

Fig. 1 reveals that some of the variances in the response 
are attributable to time, and the graphs are not randomly 
spread, implying that for Cu electrodes, a non-linear regres-
sion method is recommended.          

Table 2 shows that there was a statistically significant (p 
0.05) difference in pH for Al electrodes depending on the 

Table 1: pH with Time in Cu electrodes.

Source Sum of Squares Df Mean Square F-value p-value

B-Time 1.016E-07 1 1.016E-07 0.5654 0.4613

A² 1.428E-07 1 1.428E-07 0.7951 0.3837

AB 4.185E-07 1 4.185E-07 2.33 0.1434

A-pH 4.870E-07 1 4.870E-07 2.71 0.1161

B² 7.492E-07 1 7.492E-07 4.17 0.0553

Model 1.615E-06 5 3.230E-07 1.80 0.1615 not significant

Residual 3.413E-06 19 1.796E-07

Total 5.028E-06 24
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time period. Therefore, there is enough evidence to say that 
the model explains variation in the operational behaviors such 
as pH, NaCl, contact time, and current density. 

Fig. 2 suggests that some of the variations in the response 
are due to contact time. As the pattern is quite random, this 
indicates that a linear regression model is appropriate for 
Al electrodes.

The F-value of 2.90 indicates that it is statistically sig-
nificant at the 5% level.

Phytotoxicity study on V. radiata 

When comparing Yellow 10gw dye solution with treated dye 
solution utilizing Al, Cu in this study, the value of r2 was 
0.378 (significant at P > 0.05). We discovered that plant’s 
root and shoot length grown in Yellow 10gw dye solution 
treated with Al electrodes resulted in increased length of both.

According to Fig. 3 and 4, Al electrodes were the best 
when compared to other electrodes.

 
Fig. 1: Residual and surface diagram for pH Vs contact time. 
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XPS Analysis of Sludge

Al and Cu XPS survey spectra as well as high-resolution core 
line spectra [(Al, Al2p) and (Cu, Cu2p3)] (a-d) are given in 
Fig. 5. It has been claimed that the capacity of Al to generate 
dimeric, trimeric, and polynuclear hydrolysis products can 
be formed during the anodization process (Saha et al. 2015, 

Jeurgens et al. 2002, Liu et al. 2016).

 However, the development of different forms of M(OH)
n is dependent on various factors, including the composition 
of the anode metal during anodization, hydroxides from 
the cathode, and so on. This study contributes to a better 
understanding of the electrochemistry of metal hydroxide 

Table 2: pH with contact time in Al electrodes.

Source Sum of Squares Df Mean Square F-value p-value

Model 2.161E-06 5 4.322E-07 2.90 0.0411 significant

A-pH 4.532E-07 1 4.532E-07 3.04 0.0971

B-Time 1.974E-07 1 1.974E-07 1.33 0.2637

AB 1.889E-08 1 1.889E-08 0.1269 0.7256

A² 6.453E-07 1 6.453E-07 4.34 0.0511

B² 1.064E-06 1 1.064E-06 7.15 0.0150

Residual 2.828E-06 19 1.488E-07

Total 4.989E-06 24
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Table 3: Overall statistics and analysis of variance. 

Descriptive statistics for phytotoxicity of Yellow 10gw dye solution treated dye solution using Al

                       Sample Size Mean             Standard Deviation  SE of Mean

Germination    10 86.028	          30.90759 9.77384

Stem	           10 39.609	          31.82887 10.06517

ANOVA for phytotoxicity of Yellow 10gw dye solution Vs treated dye solution using Al 

Source df         Sum of Squares Mean Square F Value Prob > F

Model1 10         773.6178 10773.6178 10.94682 0.00391

Error 18        17715.20085 984.17783

Total 19        28488.81866

Fit statistics

R-Square Coeff Var Root MSE Data Mean

  0.37817 0.4994 31.37161 62.8185

 

a 

d 

b 

c 

Fig. 5: Al and Cu XPS survey spectra and high-resolution core line spectra [(Al, Al2p) and (Cu, Cu2p3)].
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formations, as well as a better understanding of the different 
types of metal hydroxides that are produced, which aids in 
the coagulation of dye molecules and the evaluation of the 
electrodes’ efficacy in the removal of dye pollutants. From 
the high-resolution core spectra of Al2p, the binding ener-
gy value of Al as gibbsite 74.4 eV [γ- Al(OH)3], bayerite 
[Al(OH)3] 75.0 eV [Al(OH)3], boehmite [AlO(OH)] 73.9 
eV and pseudoboehmite [AlO(OH)] 74.3 eV were found 
and it was noteworthy to conclude that there are four types 
of hydroxides of Al formed, such as [Al(OH)3] gibbsite, 
[Al(OH)3] bayerite, [AlO(OH)] boehmite and [AlO(OH)] 
pseudoboehmite. 

XPS analysis of copper electrodes revealed a binding 
energy value of 934.06 eV for copper in its +2 oxidation state, 
showing that the metal hydroxide as flocs formed in the EC 
operation with copper was Cu(OH)2, which was supported 
by published work (Kloprogge et al. 2006). The efficacy of 
Al metal over Cu was substantiated by XPS studies of the 
respective sludge in the process.

CONCLUSION

The percentage of Yellow 10gw dye removed from aqueous 
solution using Cu and Al electrodes in the EC method exhibits 
a linear relationship with pH, electrolyte concentration, contact 
time, and current density, and with a substantial interaction 
between the amount of adsorbent and dye concentration. The 
use of Al exhibited better results in the germination, root, and 
shoot length of V.radiata than the dye solution used with Cu 
electrodes in comparison to the control in the phytotoxicity 
research of V.radiata with treated dye solutions. The improved 
performance of Al was demonstrated by XPS analysis of the 
corresponding sludge, which revealed four different types of 
hydroxides as adsorbents in the Al process versus just one 
hydroxide from the process used with copper electrodes.
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