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	       ABSTRACT
Arsenic, aluminum, iron, lead, chromium, copper, zinc, manganese, and cadmium are some 
of the heavy metal pollutants in the air that cause severe impacts on the biotic and abiotic 
environment. This study intended to find the accumulation capacity of the heavy metals on 
the leaves of tree species such as Terminalia catappa, Syzygium cumini, Saraca asoca, 
Pongamia glabra, and Ficus religiosa and predict their accuracy by comparing different 
machine learning (ML) models. The samples were collected at six different locations 
(likely Vellagate, Cancer Institute, CSI hospital area, Moongilmandapam, Collectorate, 
and Pallavarmedu) and distributed in a manner within Kanchipuram town, Tamil Nadu, in 
February and March of 2018 and 2019, respectively. Six ML methods were selected, such 
as KStar (K*), Lazy IKB, Logistic Regression Algorithm (LR), LogitBoost Classifier (LB), Meta 
Randomizable Filtered Classifier (MRFC), and Random Tree (RT), for prediction and to 
compare the efficiency of their predictions. Out of six models, Logistic functions perform well 
in terms of TP rate when compared to other classifiers (93.21%-99.81% TPR– 0.93–0.99) 
and Logitboost attained a low TP rate that ranged from 0.76 to 0.82. This study indicates 
the feasibility of different ML methods in the prediction of species capabilities toward the 
accumulation of heavy metals.

INTRODUCTION

Air pollution is one of the significant problems in the 
environment and causes serious health hazards to human 
beings and has a severe impact on non-living things. 
Industrialization, urbanization, and an increased number of 
vehicles lead to the emission of various gases, particulate 
matter, and heavy metals. Out of this, heavy metals pose 
complexity on human health, and sometimes losses are 
inexpressible, so it is essential to quantify them and also 
reduce their concentration in the atmosphere. Monitoring 
by equipment presented many challenges, including the high 
cost of establishing sampling stations, confined sampling, 
and extensive labor (Norouzi 2016, Gaza 2018). All these 
difficulties are overcome with biomonitoring techniques 
by using a variety of vegetation since plants are available 
and distributed in remote areas, which makes sampling 
and monitoring very easy and economical (Sharma et al. 
2015). Bio-monitoring measures the pollutant levels in 
the atmosphere both quantitatively and qualitatively by 
analyzing the accumulation, deposition, and distribution 

rates in the environment (Ozturk et al. 2017). Plants like 
mosses and lichens are perfect biomonitors, but due to their 
unavailability in industrial and urban areas, higher vascular 
plants are now used (Chang 2016, Ojiodu 2018, and Aasawari 
Tak 2017). Heavy metals deposited on the leaves of the 
trees directly quantify the pollution level in the atmosphere 
(Maghakyan 2016). The percentage of dust deposited on 
the leaves of roadside trees is high compared with the trees 
away from roads (Ahmed 2016). Heavy metals deposited 
on the trees available in the local areas are an effective tool 
for measuring the air quality and developing these trees was 
used to maintain the greenbelt (Hajizadeh 2019).

The results obtained from the analysis were validated by 
using machine learning tools, which provided more accuracy 
(Akiladevi 2020). Particulate matters 2.5 in the air were 
effectively predicted by using auto-regression and logistic 
regression models (Aditya 2018). Machine learning models 
such as the linear support vector machine and boosted trees 
were used to predict the PM 2.5 level in the air based on six 
climatic factors (Deters 2017). In the ML approach, root 
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mean square error and mean absolute error were taken as 
the scales to compare the accuracy of the various regression 
models (Saba Ameer et al. 2017).

In this study, the heavy metals such as Al, As, Cd, Cr, Pb, 
Mn, Fe, Cu, and Zn deposited on the leaves of Saraca asoca 
(Ashoka), Terminalia catappa (Badam), Ficus religiosa 
(Pupil), Pongamia glabra (Pongam), and Syzygium cumini 
(Jamun) were experimentally analyzed. The accuracy of 
the results was predicted by a machine learning approach 
using various algorithms, namely KStar (K*), Lazy IKB, 
Logistic Regression Algorithm (LR), LogitBoost Classifier 
(LB), Meta Randomizable Filtered Classifier (MRFC), and 
Random Tree (RT). 

MATERIALS AND METHODS

Sampling Species

In this present study, five trees, such as S. asoca, T. catappa, 
F. religiosa, P. glabra, and S. cumini, were selected based 
on their easy availability and generally found in all the 
selected sites. Out of these five trees S. asoca and S. cumini 
are evergreen trees, T. catappa and P. glabra are deciduous 
trees, and F. religiosa comes under both categories. Leaves 
from all six selected tree species were sampled in the early 
hours of the day, from 6 a.m. to 8 a.m., during February and 
March of 2018 and 2019. Samples were collected at two 
various heights, viz., less than 1.8 m and above 2.4 m, to 
identify the pollutants at any level from different sources. The 

collected samples were stored carefully in zip-lock covers to 
prevent any addition or deletion of pollutants and brought 
to the laboratories for analysis. The experiment was carried 
out by using inductively coupled plasma mass spectrometry 
after the closed microwave digestion process.

Study Area

Kanchipuram is a district in the northeast of Tamil Nadu, 
adjacent to the Bay of Bengal. It is bounded in the west 
by Vellore and Thiruvannamalai districts, in the north by 
Thiruvallur District and Chennai District, and the south by 
Villupuram District. It lies between 11°00’ and 12°00’ north 
latitudes and 77°28’ and 78°50’ east longitudes. The district 
has a total geographical area of 4,432 km2 and a coastline of 
57 km. The town of Kanchipuram is the district headquarters. 
The maximum and minimum temperatures range from 
28.0°C to 45.0°C and 14.0°C to 21.0°C, respectively. Fig. 1 
shows the index map of Kanchipuram with the site location of 
the sample collection. Samples were collected at six different 
locations in the distributed way in Kanchipuram town, such 
as the residential area (Pallavarmedu), commercial area 
(Collectorate), sensitive area (CSI hospital), institutional area 
(Cancer Institute), industrial area (Vella gate), and traffic 
area (Moongil Mandapam).

Dataset Construction

The baseline factors were gathered from the actual dataset 
and each factor was converted to be convenient for the 

 
Fig. 1: Study Area – Kanchipuram.
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for statistical analysis. Mean, median and standard  
deviation were calculated for 2018 and 2019 (Tables 1 and 2).

Heavy metal deposition on the leaves of the tree species 
at both the high point and low point for the two consecutive 
years 2018 and 2019 were taken for the analysis, totaling 
thirty instances and fourteen attributes. The information 
or results obtained from the experiment were run by using 
Weka classifiers, including various classifiers such as KStar 
(K*), Lazy IKB, Logistic Regression Algorithm (LR), 
LogitBoost Classifier (LB), Meta Randomizable Filtered 
Classifier (MRFC) and Random Tree (RT). The time taken 

Table 1: Statistical analysis of pollutants deposited at six sites on five species during 2018.

Parameters Max Min Mean Median STD 

S. asoca- 2018 

Fe 124.8 59.1 93.89 98 23.78 

Cu 2.2 0 0.56 0 0.93 

Zn 21.15 0 8.69 7.675 9.01 

Al 75.65 26.05 48.15 44.45 18.35 

As 1.15 0 0.19 0 0.47 

Mn 9.8 0 4.45 3.875 4.92 

T. catappa 

Fe 86.05 21.7 39.12 33.125 26.15 

Cu 1.6 0 0.27 0 0.65 

Zn 11.3 0 4.66 4.01 5.22 

Al 54.25 5 21.42 15.875 18.07 

As 0 0 0.00 0 0.00 

Mn 10.1 0 4.47 4.125 4.93 

F. religiosa 

Fe 44.5 15 27.61 28.38 11.26 

Cu 1.35 0 0.41 0.00 0.64 

Zn 8.05 5.95 6.46 6.18 0.79 

Al 28.9 14.2 18.26 17.13 5.47 

Mn 9.65 6.05 7.38 6.85 1.48 

P. glabra 

Fe 130.2 17.5 50.95 31.90 45.40 

Cu 2.75 0 0.82 0.00 1.28 

Zn 14.45 1.15 6.88 6.15 6.80 

Al 109.75 7.85 36.64 21.50 39.29 

Mn 14.585 0 6.16 4.63 6.97 

S. cumini  

Fe 69.15 7.85 34.27 23.40 25.50 

Cu 1.05 0 0.18 0.00 0.43 

Zn 10.35 0 3.66 2.63 4.35 

Al 43.9 9.4 20.87 13.40 14.50 

Mn 14.4 0 4.04 1.71 5.70 

cluster analysis to the scale between 0 and 1 and analyzed 
by weka.clusterers SimpleKMeans. After framing the 
dataset, the program code for reference was prepared. 
The factors that were fed as input data were latitude, 
longitude, nine heavy metals (Al, As, Fe, Cu, Cd, Cr, Pb, 
Zn and Mn), site, site name and sample name, totaling 
14 attributes and 30 instances, such as five species at six  
sites.

RESULTS AND DISCUSSION 

The results obtained from the experiments were taken  
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to test the model on the training data was 0.01 seconds. From 
the evaluation of the training set, results such as correctly 
classified instances, incorrectly classified instances, mean 
absolute error, root mean squared error, relative absolute 

error, and root relative squared error were obtained. The true 
positive rate is taken as the correctly classified instances. After 
completing the analysis, the correlation between the various 
classifiers was calculated, and the performance of the machine 

Table 2: Statistical analysis of pollutants deposited at six sites on five species during 2019.

Parameters Max Min Mean Median STD 
S. asoca-2019 
Fe 149.195 10.8 87.55 94.67 64.22 

Zn 35.95 1.225 9.38 3.1775 13.55 

Al 131.095 3.2365 35.43 14.8275 49.63 

Cr 1.185 0 0.20 0 0.48 

Mn 37.975 0 8.11 2.323 14.73 
T. catappa 
Fe 41.84 5.995 20.46 16.7025 15.83 

Zn 31.335 0 6.20 1.3525 12.34 

Al 66.23 0 22.47 17.23 24.29 

Mn 2.765 0 0.62 0 1.12 
F. religiosa 
Fe 52.25 3.425 29.00 25.22 19.08 

Zn 8.67 0 3.78 4.06 3.05 

Al 61.25 3.985 23.43 15.14 21.32 

Mn 5.43 0 1.14 0.00 2.18 
P. glabra 
Fe 108.99 18.21 40.73 25.45 34.39 

Zn 25.56 0 5.49 2.20 9.91 

Al 94.58 4.09 37.99 34.72 34.69 

Mn 4.37 0 1.45 0.96 1.79 
S. cumini 
Fe 54.255 11.915 30.40 29.95 14.97 

Zn 3.39 0 1.62 1.38 1.16 

Al 47.68 4.535 24.99 25.23 13.82 

Mn 3.23 0 1.52 1.46 1.04 
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Fig. 2: Performance of the machine learning tools for the prediction of the pollutants at the high point during 2018 (Deposition).
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learning tools for the prediction of the pollutants at the high 
point in 2018 and 2019 respectively is shown in Figs. 2 and 3.

Hyejin Park & Kim (2019) predicted the impact of 
heavy metals, namely cadmium, mercury, and lead, on 
hypercholesterolemia (HC) in the population and compared 
the accuracy of various five machine learning algorithms 
based on the data received from the Korea National 
Health Department. Vijayarani & Muthulakshmi (2013) 
analyzed the performance of two classifiers, namely Lazy 
and Bayesian, by considering various factors and proved 

that the Bayesian classifier is less efficient than the Lazy  
classifier.

Figs. 4 and 5 show the performance of the machine learn-
ing tools for the prediction of the pollutants at the high point 
and low point during 2018 and 2019 respectively.

The accuracy measures of different classifiers for high 
and low points for the deposition during 2018 and 2019 
were listed in Tables 3 and 4. and it is observed that logistic 
functions perform well in terms of TP rate when compared 
to other classifiers.
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Fig. 3: Performance of the machine learning tools for the prediction of the pollutants at the low point during 2018 (Deposition).
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Fig. 4: Performance of the machine learning tools for the prediction of the pollutants at the high point during 2019 (Deposition).
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Fig. 5: Performance of the machine learning tools for the prediction of the pollutants at the low point during 2019 (Deposition).

Table 3: Efficiency analysis of each data classification model- High Point (Deposition).

Performance Error Different Model Algorithms

Kstar Lazy IKB Functions-
Logistic

Logit Boost Meta 
Randomizable 
Filtered classifier

Trees-Random 
Tree

Year 2018 2019 2018 2019 2018 2019 2018 2019 2018 2019 2018 2019

Number of Selected 
Attributes

14 14 14 14 14 14 14 14 14 14 14 14

Correctly Classified 
Instances(%)

93.52 95.84 85.71 85.71 99.81 99.67 82.04 77.69 85.71 85.71 100 85.27

Incorrectly Classified 
Instances%)

6.48 4.16 14.29 14.29 0.19 0.33 17.96 22.31 14.29 14.29 0 14.73

TR Rate(True Positive 
Rate)

0.93 0.95 0.85 0.85 0.99 0.99 0.82 0.77 0.85 0.85 1 0.85

Table 4: Efficiency analysis of each data classification model- Low Point (Deposition).

Performance Error Different Model Algorithms

Kstar Lazy IKB Functions-
Logistic

Logit Boost Meta 
Randomizable 
Filtered classifier

Trees-
RandomTree

Year 2018 2019 2018 2019 2018 2019 2018 2019 2018 2019 2018 2019

Number of Selected 
Attributes

14 14 14 14 14 14 14 14 14 14 14 14

Correctly Classified 
Instances(%)

90.41 97.50 85.71 85.71 99.80 93.21 76.72 77.84 85.71 85.71 100 65.61

Incorrectly Classified 
Instances%)

9.59 2.50 14.29 14.29 0.20 6.79 23.28 22.16 14.29 14.29 0 34.39

TR Rate(True Positive 
Rate)

0.90 0.97 0.85 0.85 0.99 0.93 0.76 0.77 0.85 0.85 1 0.65
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Figs. 6 and 7 show the comparison between the classi-
fiers’ correctly classified instances of a low point and high 
point during the deposition of heavy metals on the leaves 
from 2018 to 2019, respectively.

CONCLUSIONS

It is well known that machine learning techniques using 
various prediction models are widely used in various 

applications and in different fields with strong abilities. 
In this research paper, the deposition of nine heavy metals 
on the leaves of five tree species was predicted using six 
ML classifiers and compared with each other. The results 
obtained from the study indicated that the performance of the 
machine learning tools for the prediction of the pollutants at 
the high point and low point during 2018 and 2019 was good. 
The deposition of heavy metals was analyzed both in 2018 
and 2019 at high and low points, with logistic boost methods 
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Fig. 6: Comparison between different classifier for predicting pollutants measured at low point of the tree (Deposition).
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Fig. 7: Comparison between different classifier for predicting pollutants measured at high point of the tree (Deposition).
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showing lower performance and logistics functions showing 
better performance with higher accuracy and a true positive 
rate. Based on these findings, ML may serve as an alternate 
method for predicting the deposition of heavy metals from 
the atmosphere.
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