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	       ABSTRACT
Environmental pollution is a serious concern nowadays with its disastrous impact on living 
organisms. In several types of pollution, Air pollution takes on a crucial role by directly affecting 
the respiratory system and causing fatal diseases in humans. Air pollution is a mixture of 
gaseous and particulate matter interweaved by different sources and emanating into the 
atmosphere. In particular, particle pollutants are critical in growing air pollution in India’s 
main cities. Forecasting the particulate matter could mitigate the complications caused by it. 
The employment of a model to predict future values based on previously observed values is 
known as time series forecasting. In this paper, the PM2.5 pollutant emission data recorded 
at the Kodungaiyur region of Chennai city were forecasted using three-time series models. 
The standard ARIMA model is compared with the deep learning-based LSTM model and 
Facebook’s developed Prophet algorithm. This comparison helps to identify an appropriate 
forecasting model for PM2.5 pollutant emission. The Root Mean Squared Error (RMSE) 
acquired from experimental findings is used to compare model performances.

INTRODUCTION

Air is an inhalable elixir and without it, life is out of the 
question. The contamination of air affects living beings 
significantly termed as air pollution. The combination of 
Gaseous and Particle elements are the primary sources 
of air pollution. Particulate matters are substances with a 
diameter of fewer than 10 microns that are categorized as 
highly prioritized pollutants. Particulate Matters generated 
from interconnected sources such as protracted road 
constructions, infrastructural activities, big dumpsites, and 
those particles from automobile exhaust have been a major 
cause of pollution in cities in recent years. Substantially, 
particulate matter is a complex mixture of metals, nitrates, 
sulfates, dust, water, and tire rubber. Domingo & Rovira 
(2020) mention sulfur dioxide, particulate matter, and oxides 

of nitrogen have an immediate and profound effect on human 
health. These pollutants can be directly emitted from different 
sources and have different chemical compositions. Chen 
et al. (2019) discussed Fugitive road dust (FRD) particles 
which are discharged from vehicular traffic, combustion 
of gasoline, oil, diesel fuel, and wood produce most of the 
particulate matter pollution found in outdoor air. Lo et al. 
(2016) and Fang et al. (2019) brought up the association 
between daily exposure to particulate matter and respiratory 
mortality. Buoli et al. (2018) stated that the actual risk of 
detrimental effects depends on one’s state of health. But on 
the contrary, Sivarethinamohan et al. (2020) argued that 
polluted air can cause critical problems in healthy people, 
including respiratory irritation or breathing difficulties during 
exercise or outdoor activities. Therefore, it is inevitable to 
combat air pollution. 

The research conducted by Pavlos et al. (2005) suggests 
that setting up continuous monitoring stations at excess 
pollution-emitting areas would help to restrain air pollution. 
The Monitoring stations give the air pollution data recorded 
at different time stamps which are known as time series data. 
The Methods for studying time series data to extract useful 
statistics and other aspects of the data are referred to as time 
series analysis. The Time series analysis carried out by Bai et 
al. (2018) overviewed different forecasting models to predict 
the future values of air pollution. The forecasting also gives 
insights to track the pattern which helps us to appropriate 
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actions against the worsened environment. Several methods 
were experimented with in a wide range of studies to identify 
suitable forecasting models to predict air pollution. Gourav 
et al. (2020) utilized the monitoring stations data obtained 
from one of the highly polluted capital cities, Delhi, and 
forecasted it using the ARIMA model to make recurrent 
decisions makings. Jai Shankar et al. (2010) discussed the 
model selection for a given problem using the ARIMA 
process which can be supported by diagnostic checking and 
error analysis. Abhilash et al. (2018) and Claudio et al. (2018) 
also used the ARIMA model to forecast air pollution. The 
state-of-art deep learning technique is also used to forecast 
pollutant emissions by considering it as sequential data. 
Chang et al. (2020) Liu et al. (2020) and Alghieth et al. 
(2021) took existing pollutant data as sequential data and 
forecasted it using the Long Short Term Memory model, a 
type of Recurrent Neural Network. Shen et al. (2020) and 
Topping et al. (2020) conducted experiments on the non–
linear pollutant data using the viable prophet algorithm works 
on the Generalized additive regressive model. Siami-Namini 
et al. (2018) and Peter et al. (2019) compared ARIMA 
and LSTM models in their research works. The ARIMA 
model and Prophet algorithm were also compared in the 
experiments conducted by Samal Krishnan et al. (2019) and 
Ziyuan (2019). The findings of Nath et al. (2021) reflect that 
the statistical models outperform the deep learning methods.

In the event of health vulnerability due to PM2.5 at 
Kodungaiyur in recent times, as evidence found and 
discussed by Krishnan et al. (2020), the major dumpsite 
of Chennai city is considered as the study area. Owing to 
numerous small-scale industries, the locality also holds 
commuters from outside the area on a daily basis which 
causes more traffic congestion. Nadeem et al. (2020) argued 
how the poorest quality of air in a single locality affects an 
entire city. These pieces of literature show, the Kodungaiyur 
region has a substandard environment to breathe due to its 
highest exposure to particulate matter of diameter less than 
2.5 microns. Moreover, it is complex to understand which 
forecasting method predicts the future PM2.5 with high 
accuracy. Thus, the ARIMA model, Prophet algorithm, and 
LSTM model were adopted in this study for forecasting PM2.5 
emissions. This work aims at forecasting PM2.5 emissions 
using a suitable model. The performance of the models was 
estimated using root mean squared error.

In this article, three established forecasting methods 
models were applied to the time series data of PM2.5 emissions 
and the results were compared. This experimentation shows, 
the standard ARIMA model of order (3,1,1) gives the best 
fit for predicting the observations with a low error rate when 
compared to other models taken for study. Using the ARIMA 

model, the future values of 6 months are forecasted and the 
comparative results were shown.

This paper is organized as follows: The second section 
of the paper describes the data utilized. The third section 
has three sub-sections that explain the methods adopted 
in this study. The fourth section put forth the outcomes 
of the experimental results carried out on three different 
methods. The final and concluding section discusses the 
recommendation of a suitable model for air pollutant 
forecasting in a given locality and highlights several causes 
that led to worsening air quality which can be treated 
carefully in the near future.

MATERIALS AND METHODS

Kodungaiyur is an industrial neighborhood located in the 
northern part of Chennai city. Day-wise data on PM2.5 for the 
Kodungaiyur area was collected from Tamil Nadu Pollution 
Control Board for the period from 1st January 2019 to 31st 

December 2022. The data contain the variables date and 
PM2.5 with 1096 observations. 

Forecasting Methods

The study employs three forecasting methods, the ARIMA 
model, Recurrent Neural Network’s Long Short Term 
Memory algorithm, and Facebook’s Prophet algorithm.

ARIMA Model

The Autoregressive Integrated Moving Average is a model 
of regression type where the predictors contain lags of the 
dependent variable and/or forecast errors. The linear equation 
for the ARIMA model is as follows 

𝑦𝑦𝑡𝑡 = 𝐶𝐶 + ∅1𝑦𝑦𝑡𝑡−1 + ∅2𝑦𝑦𝑡𝑡−2 + ⋯+ ∅𝑝𝑝𝑦𝑦𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 		
		  …(1)

𝑦𝑦𝑡𝑡 = 𝐶𝐶 + 𝜀𝜀𝑡𝑡 − 𝜃𝜃1𝜀𝜀𝑡𝑡−1 − 𝜃𝜃2𝜀𝜀𝑡𝑡−2 − ⋯− 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞  		
		  …(2)

𝑦𝑦𝑡𝑡 = 𝐶𝐶 + ∅1𝑦𝑦𝑡𝑡−1 + ∅2𝑦𝑦𝑡𝑡−2 + ⋯+ ∅𝑝𝑝𝑦𝑦𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 − 𝜃𝜃1𝜀𝜀𝑡𝑡−1 − 𝜃𝜃2𝜀𝜀𝑡𝑡−2 − ⋯− 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞 
  

𝑦𝑦𝑡𝑡 = 𝐶𝐶 + ∅1𝑦𝑦𝑡𝑡−1 + ∅2𝑦𝑦𝑡𝑡−2 + ⋯+ ∅𝑝𝑝𝑦𝑦𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 − 𝜃𝜃1𝜀𝜀𝑡𝑡−1 − 𝜃𝜃2𝜀𝜀𝑡𝑡−2 − ⋯− 𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞 	 …(3)

whereare ∅1, ∅2, … ∅𝑝𝑝, 𝜃𝜃1, 𝜃𝜃2, … , 𝜃𝜃𝑞𝑞  AR and MA 
coefficients respectively and C is the intercept.

Equation (1) is for a pth order autoregressive (AR) model, 
equation (2) is a qth order moving average (MA) model, and 
equation (3) is the equation for an ARIMA (p, d, q) model. 

Several combinations of AR(p), I(d), and MA(q) were 
applied to the obtained time series data and finally, the 
model with comparatively low AIC value is considered for 
forecasting. 
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Prophet Model

The Prophet model relies on Generalised Additive Regression 
Model which is highly suited for non–linear repressors. The 
Prophet is a decomposable time series model with four main 
components,

	 •	 The trend of a piecewise linear or logistic growth curve 
is represented in equation (4). Prophet detects changes 
in trends automatically by selecting change points from 
the data.

	 •	 A yearly seasonal component represented by a Fourier 
series represented in equation (5)

	 •	 Dummy variables are used to create a weekly seasonal 
component.

	 •	 A list of important holidays submitted by users is given 
in equation (6)

	 𝑔𝑔(𝑡𝑡) = 𝐶𝐶𝑡𝑡
1+𝑒𝑒𝑒𝑒𝑒𝑒(−𝑘𝑘+𝑎𝑎(𝑡𝑡)𝑇𝑇𝛿𝛿)(𝑡𝑡−(𝑚𝑚+𝑎𝑎(𝑡𝑡)𝑇𝑇𝛾𝛾)))   	 …(4)

𝑠𝑠(𝑡𝑡) = ∑ (𝑛𝑛
𝑛𝑛=1 𝑎𝑎𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐 (

2𝜋𝜋𝜋𝜋𝜋𝜋
𝑃𝑃 ) + 𝑏𝑏𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠 (

2𝜋𝜋𝜋𝜋𝜋𝜋
𝑃𝑃 ))      …(5)

	 ℎ(𝑡𝑡) = 𝑍𝑍(𝑡𝑡)𝑘𝑘 	 …(6)

The combined equation turns out to be,

	 𝑦𝑦(𝑡𝑡) = 𝑔𝑔(𝑡𝑡) + 𝑠𝑠(𝑡𝑡) + ℎ(𝑡𝑡) + 𝜖𝜖𝑡𝑡 	 …(7)

where 𝜖𝜖𝑡𝑡  in equation (7) is the error term.

LSTM Model

A long short-term memory is a type of recurrent neural 

network. The output of the previous step is used as input 
in the current step in RNN. Long-term dependency is the 
issue of RNN addressed, in which the RNN is unable to 
predict words stored in long-term memory but can make 
more accurate predictions based on current data. RNN does 
not provide an efficient performance as the gap length rises. 
By default, the LSTM can keep the information for a long 
time. It is used for time-series data processing, prediction, 
and classification. The LSTM features (Fig. 1) a chain 
structure with four neural networks and various memory 
blocks known as cells.

The cells store information, whereas the gates manipulate 
memory. The model has three gates. 

	(a)	 Forget Gate: The forget gate deletes information that 
is no longer useful in the cell state. Two inputs, xt 
(at-the-time input) and ht-1 (previous cell output) are 
fed into the gate and multiplied with weight matrices 
before bias is added. The result is fed into an activation 
function, which produces a binary output. If the output 
for a specific cell state is 0, the information is lost; if 
the output is 1, the information is saved for future use.

	(b)	 Input Gate: The input gate is responsible for adding 
useful information to the cell state. First, the information 
is regulated using the sigmoid function, and the values to 
be remembered are filtered using the ht-1 and xt inputs, 
similar to the forget gate. The tanh function is then used 
to generate a vector with values ranging from -1 to +1 
that contains all of the possible values from ht-1 and xt. 
Finally, the vector and regulated values are multiplied 
to obtain useful information.

Fig. 1 Structure of an LSTM Cell.
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	(c)	 Output Gate: The output gate is in charge of extracting 
useful information from the current cell state and 
presenting it as output. To begin, a vector is created by 
applying the tanh function to the cell. The information 
is then regulated using the sigmoid function and 
filtered by the values to be remembered using ht-1 and 
xt inputs. Finally, the vector values and the regulated 
values are multiplied and sent as output and input to the  
next cell.

The three methods are implemented and their empirical 
out-turns are stated in the following section.

RESULTS AND DISCUSSION

In the experimental phase, several combinations of param-
eters attributed to each time series model were evaluated. 
The parameter estimation for individual methods gives the 
best models and is implemented to predict the observations. 

 

Fig. 2: ACF correlogram for PM2.5 emission data.

 

Fig. 3: PACF correlogram for PM2.5 emission data.

 

Fig. 4: ACF Correlogram for first differenced PM2.5 emission data.
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Fig. 5: PACF Correlogram for first differenced PM2.5 emission data.
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Fig. 6: PM2.5 pollutant data predicted using ARIMA (3,1,1).

Based on the residual difference between the observed and 
predicted value, the error value for each model is calculated. 
Later, the PM2.5 data is forecasted for 6 months (from 01-
01-2022 to 30-06-2022). The identified models were stated 
in this section.

Fitted ARIMA Model

ACF and PACF Correlograms were plotted to identify 
the best ARIMA model for forecasting. The ACF plot 
gives the order of Moving Average (MA) and the 
PACF gives the order of Auto-Regressive (AR). In 
addition to that, the model is also tested for low Akaike’s 
Information Criteria (AIC). The parameters p, d, q, and 
corresponding optimum AIC value give the tentative ARIMA  
model. 

Fig. 2 and Fig. 3 show the ACF and PACF Correlograms 
plotted for PM2.5 emission data, which indicates the non – 
stationarity of data. Hence the first differences in the data 
are taken for analysis.

Fig. 4 and Fig. 5 show the ACF and PACF plots for 
different PM2.5 emission data. Fig. 4 indicates the MA (1) 
order. Fig. 5 shows that there are significant spikes at lags 1, 
10, and 11 in the PACF indicating the order of AR to be 3. 
Therefore, for the obtained data, the model ARIMA (3,1,1) 
is performed for predicting the observations.

Fitted Prophet Model

The Prophet algorithm accounts for the change 
points, which influence the trend of the time series 
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data. The trend of the fitted values becomes flexible 
when the value for the range of the change point 

 

0

50

100

150

01-07-2021 01-08-2021 01-09-2021 01-10-2021 01-11-2021 01-12-2021

PM
2.

5
µg

/m
3

Time Period

PM2.5 Data Predicted using Prophet

Actual Predicted

Fig. 7: PM2.5 pollutant data predicted using Prophet model.

 

# Initializing the Model 
model=Prophet(interval_width=0.95, yearly_seasonality=True, weekly_sea
sonality=True, changepoint_prior_scale=2, changepoint_range = 0.8) 

gets increased. The fitted Prophet model is displayed  
below. 

Fitted LSTM Model

The LSTM model is built on multiple layers comprised 
of two LSTM layers, one Dropout layer, and one Dense 
layer. The LSTM layers are counted under input layers 
and the Dense layer is termed the output layer. The role of 
the Dropout layer is to make the trivial input values as 0’s.  
This Sequential model is used for predicting the observations 
present in PM2.5 Pollutant data.

Based on the analysis, the actual values are compared with 
the predicted values of each model and the error rates were 

determined. Fig. 6, Fig. 7, and Fig. 8 show the line graph of 
PM2.5 pollutant data observations and their predictions made 
by respective models which are plotted against time period. 
In this study, the estimated Root Mean Squared Error is used 
to obtain the error rates of fitted models which are shown 
in Table 1.

From Table 1, it can be inferred that ARIMA is found 
to be the best predicting model which has a low RMSE on 
comparing with the other models. Therefore, the ARIMA 
(3,1,1) model is used for forecasting the future values.

 

Model: "sequential" 
_________________________________________________________________ 
 Layer (type)                Output Shape              Param #    
================================================================= 
lstm (LSTM)                 (None, 7, 64)             16896      
 
 lstm_1 (LSTM)               (None, 32)                12416      
 
 dropout (Dropout)           (None, 32)                0          
 
 dense (Dense)               (None, 1)                 33         
 
================================================================= 
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Fig. 8: PM2.5 pollutant data predicted using LSTM model.
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Fig. 9: PM2.5 pollutant emissions forecasted using ARIMA(3,1,1) for 6 months. 

Fig. 9 shows using ARIMA (3,1,1) model the PM2.5 
pollutant data is forecasted for future values from 01-01-
2022 to 30-06-2022. 

CONCLUSION

The ARIMA model of order (3,1,1) turns out to be the 

well-suited model to predict the data with low error rates 
compared to the other models implemented. Using the 
suitable model, the forecast of PM2.5 is computed shown in 
Fig 9. The forecast shows the month of January witnessed 
high emissions of PM2.5 over 100 µg.m-3 due to the 
Pongal festival. Fig 9 depicts that, the PM2.5 emissions at 

Table 1: Error rates of the models implemented.

MODELS ARIMA PROPHET LSTM

RMSE 4.33 11.17 12.45
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Kodungaiyur for the first six months of 2022 average around 
60 µg.m-3 which is the 24 h average of PM2.5 as prescribed 
by CPCB. This forecast also manifests the scenario that 
the sources of air pollution are not only industrial and 
vehicular emissions but also the particulate matter emitted 
from unpaved roads, construction sites, and several indoor 
activities such as domestic burning and natural specks of 
dust. The performance of every forecasting model highly 
relies on the data used. For the recorded PM2.5 emissions 
from the Kodungaiyur region, the ARIMA model is viable to 
use, which will assist policymakers in mitigating air pollution 
problems caused by particulate matter. 

Further, as an extensive study, this research can be 
focused on the computation of the magnitude of the sources 
of particulate matter and their contribution to air pollution.
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